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MARGINAL THROUGHTPUT OF A STACK ALGORITHM
FOR CSMA/CD RANDOM LENGTH PACKET COMMUNICATION
WHEN THE LOAD IS OVER THE CHANNEL EFFICIENCY

Philippe JACQUET and Paul MUHLETHALER
INRIA
Domaine de Voluceau
78153 Le Chesnay Cedex
France

Abstract—We give an exact evaluation of the marginal throughput of the free access
stack collision resolution algorithm when the load is over the maximum channel efficiency,
under the hypotheses of csMA-CD local area network communication, where packets are
of different length. This study shows that the free access tree algorithm still has a good
behaviour for a load larger than the maximum throughput. Contrary to Aloha whose
marginal throughput tends very quickly to zero, the marginal throughput of the free
access stack collision resolution algorithm is slowly decreasing and all the more so as the
packet duration is several times the duration of a blank.

DEBIT MARGINAL DU PROTOCOLE EN ARBRE
POUR CSMA/CD AVEC DES TAILLES VARIABLES DE MESSAGE
QUAND LA CHARGE EXCEDE LA CAPACITE MAXIMALE

Résumé-Nous donnons une évaluation exacte du débit d’un protocole en arbre a
arrivée libre quand la charge est supérieure a la capacité maximale et sous I’hypotheése
d’'un réseau local CSMA-CD ou les paquets sont de différente taille. Cette étude montre
que le protocole en arbre a arrivée libre a encore un bon comportement pour une charge
supérieure a la capacité maximale. Contrairement a Aloha dont le débit résiduel tend tres
rapidement vers zéro, le débit marginal du protocole en arbre décroit lentement et ceci est
d’autant plus vrai que les paquets sont longs devant la taille des blancs.



I. INTRODUCTION

This paper analyses the performance of a protocol for managing the use of a single-channel packet
switching communication network like the one used in the Ethernet 8], [10].

We consider the following model, commonly taken as the basis of mathematical studies of the
multiple-access channel [3]. The time is slotted and stations can start transmitting only at the
beginning of slots. A packet may have a length of several slots. Each transmission is within the
reception range of every user. When more than one user transmit simultaneously, packets are said
to collide, none is correctly transmitted and the colliding users abort their transmission at the end
of the slot. For the next slots of a given packet, the other users are aware that a packet is in
current transmission and wait for its final slot. Therefore, collision can occur only on the first slot
of packets. These features are classical procedures in available standardized csMa-cD ([10]).

Thus the status of a slot is simply a blank if no user transmit on it, a success if there is only
one user transmitting and a colliston when two or more users transmit. The collision resolution
algorithm is clearly a major determinant of the behaviour of the communication process. In this
paper we focus on an adaptation of Capetanakis-Tsybakov-Mikhailov protocol [5], [6], [7] with free
access. This protocol enjoys nice properties such as simplicity and robustness, stability under a
large population of users, and last but not least, according to our point of view, tractability to
analysis.

In 1985, Fayolle, Flajolet, Hofri and Jacquet [1] published a complete analysis of this protocol
with an exhaustive determination of the channel utilization and of packet delay moments. This
analysis was done under the simple hypothesis that all packets be of the same length, namely one
slot. In 1990 Jacquet and Merle [9] published an analysis of the free access tree algorithm with
the more realistic hypothesis of variable length packets. The difficulty met in the analysis of the
protocol with this hypothesis as showed by Tsybakov and Fedortsov in [4] is counterbalanced by a
slight modification of the protocol.

In 1990, Jacquet and al [11] published an analysis of this protocol when the load is over the
maximum throughput of the protocol (z.e. the maximum admissible arrival rate before the channel
destabilizes) with the simple assumption that the duration of all the packets is one slot . Our aim
in this article is to give the same analysis in the more realistic hypothesis of variable length packets.
To have a tractable analysis, we will also use the modification indicated in [9]. In the following, we
are giving a very short recall of this very protocol.

A. Specifications of the protocol

The protocol we consider is free access. Free access means that every station, with a new packet
generated, immediately senses the channel for an eventual immediate transmission. Indeed, if no
carrier is detected on the channel, the station transmits its packet (we include in the packet the
standardized 96 bit silent overhead) Otherwise it defers its transmission to immediately after the
end of the currently sensed transmission. Termed in the slotted model, packets generated during
a blank or collision slot are immediately transmitted at the beginning of the next slot, packets
generated during a successful packet transmission is immediately transmitted after the final slot
of that packet. When transmitting its packet for the first time, say on slot number s, the station
initializes a counter C(s) at zero. This counter helps the station to schedule eventual retransmission,
and depends, as a function of slots, s, on the succession of events detected on the channel. Below
are the rules.

I1 If C(s) = 0, then station initiates transmission on slot s. If a collision occurs, station aborts
transmission on the same slot and C(s 4 1) assumes one of the values 0 and 1 with respective
probabilities p and ¢ (of course, p + ¢ = 1). Otherwise, station transmits the next slots of its
packet and removes counter C(s) (or becomes idle).



I2 When C(s) > 0, the station modifies the counter only when slot s is a collision, and therefore
C(s+1) = C(s) + 1, or when slot s is a blank, and C(s + 1) = C(s) — 1.

From a global point of view this protocol consists in monitoring a virtual stack containing the

stations which are waiting for (re)transmission. The stack is a sequence of cells, numbered from

0 to oo and during the slot s, the elements of the cell number ¢ (¢ > 0) are the stations such

that C(s) = t. According to the statements of the protocol, the stack levels are incremented when

detecting a collision and decremented when detecting a blank slot.

B. The probabilistic Model

First of all, it is assumed that the number N of stations is large, so that the assumption N = 0o is
valid. Moreover, the number of newly created active users in each slot is supposed to be independent
of the state of the stack and its history, and to be a Poisson arrival process with a fixed rate A.
Thus, if this number is denoted by X,

n

Pr(X =n) = %e_’\.

At last, we assume that the length T" of packets is independent of X, of the stack and its history.
Pr(T = n) will be denoted by T,, and the mean of T', by M. Thus,

M= i nly.
n=0

The following is divided into three parts. In the second one, we introduce the functional
equations which are arising in our problem. The third part gives the techniques to solve them. We
finally derive the marginal output stream we are looking for in the last part.

II THE FUNCTIONAL EQUATIONS
A. Equations about CRI length

When A > Anax, 2 session has a non zero probability to be infinite, but also a non zero probability
to be finite. Let L, be the CRI length of a session starting with a collision of multiplicity n;
obviously Lo = 1. Let P,(u) be the characteristic function of the (finite) CRI lengths, namely
P,(u) = Y52, Pr{L, = k}u*. We have Py(u) = u and

Pi(u) =Y T.uP(n)).

n=0

Of course P,(1) =1 — Pr{L, = oo}. Let P, = P,(1) be the probability for L, be finite. When
A < Amax we have P,(1) = 1, otherwise, when A > A .y, we generally have P, < 1 (except Py = 1).

The classic recursion formula for n > 2, L, =1+ Ly, 44, + Ly, 44,, (with A; of Poisson )
holds, even with infinite value. Introducing P(z,u) = ) oo, Pr(u)z"e™*/nl, we get the functional
equation:

P(«;,U) = (1+2zP(u))e™*+ P(pz+ X, u)P(gz+ A, u) — P(A, u)(P(A,u)(1+2)+ P.(A\,u)z)e”™ %, (1)

with P, expressing the first derivative of P(z,u) with respect to variable z and

Pi(u) =) T.u"P(n)).

n=0
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Expressing P(z) = P(z,1) we get
P(z) = P(pz+ A)P(qz+ A) + (1 + zPy(1))e™* — P(A)(P(A)(1 + 2) + P'(A\)z)e™ %, (2)

(P'(z) is the first derivative of P(z)). Note that P(z) = 1 (the Py,s are all equal to 1) is a trivial
solution to (2); in fact this is the real solution when A < Amax. The problem is to find the other
solution which becomes the real one when A > AL... This will be treated in section 2.

Let us introduce X, = E[L, when finite], or in other words X, = P/ (1). Using the generating
function X (2) = Y oo, Xnz"e~%/n!l = P,(z,1), we get the functional equation

X(z) =P(z) + P(gz+ A)X(pz+ ) + P(pz+ N X (g2 + X)—

— X()@POY(L +2) + P'(N2)e~* = X' (N P(\)ze~* + ze=*(Pro(1) = P(1)) . O

The knowledge of P(z,u) or, in particular of P, and X,, allows us to determine the temporary
behaviour of the protocol before meeting an infinite CRI. But, of course some works remain to
determine the behaviour of the algorithm during an infinite CRI, namely its marginal output. This
is the object of the following section.

B. Equations about the marginal output stream

Let us introduce S,(u) as the mean output polynomial of a session starting with a collision of
multiplicity n, quantity u being a complex number of modulus strictly less than 1 (to ensure Sy, (u)
to be finite). To be precise, S,(u) = Zt__l Sku*, with S¥ = Pr{L, > k and there is a success
at slot k}, we call a success only the slot at the beginning of a packet. Of course Sp(u) = 0 and
Si(u)=u+ 30, u*TS(kA, ). Quantity S,(u) is build in order to capture the behaviour of the
protocol when L, = co. For example, by Cesaro, lim,_;(1 — ©)S,(u) = MA,(1 — P,) where ),
is the marginal output stream allowed by the protocol when A > An... Thus determining S, (u)
determines A,. When n > 2, an easy recursion leads to

Sa(w)=u Y Snpa, () + Parga,(4)Sn,pa,(u) . (4)

ni+na=n
Ay, A2

Introducing S(z,u) = Y oo, Sa(u)z”e~*/n! we get limy—;(1 — u)S(z,u) = A,(1 = P(z)) and the

n=0

following functionnal equation

_S(;;_,u) —ze7*S1(u) = S(pz+ A u)+ P(pz+ A u)S(gz + A, u)—
- S u)((1+ P(Au)(1+ 2) + P:(A, u)pz)e™ -
- S.(Au)z(p+qP(A u))e™ .

with :

Si(w) =u+ ) uFTeS(kA, u).
k=1

IIT RESOLUTION OF THE FUNCTIONAL EQUATIONS

A. Resolution for P(z)

Let us call T the non-linear operator defined on analytical functions f(z) by Tf(z) = f(pz +
MNflgz+ ) = FO)FA) L +2P(1)) + f'(A)z)e™* + (1 +2)e™ 7. According to (2), the function P(z)
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is a fixed point of the operator T. The function 1 is also a fixed point of T. We use brute force to
obtain the result: we start with (1 + z)e™2, which has all its coefficients less or equal to those of
P(2) (the formal identity P(z) = e~ should lead to all P,’s equal to 0 when n > 2), and then to
iterate T'. We get

nlingo T'(1+2)e " =P(z2) . (6)
As a numerical illustration, it is interesting to notice that when A < Apax we get limy oo T7(1 +
z)e~% =1 as expected. When A > Anax the iterations converge to something else which is suspected
to be P(z). Note that the iterations converge with difficulty when A is close to Aqax, since it is
easy to check that the gradient of T at f = 1 when A = An.x is exactly the identity: T(1 + A) =
1+ h + O(h?) when function h — 0.

B. Resolution for X (z)

Now we have function P(z). Equation (3) is simpler to deal with since it is linear with a more
familiar form. Let us note o, and o, the linear operators defined by o, f(z) = f(pz + A) and
o2f(z) = f(qz + A). Let us introduce the linear operator I, defined on analytical functions
f(z) by Oy f(2) = f(z) — f(0) — z2f'(0). We define the operator R by Rf(z) = 02 P(2)Iz01f(2) +
o1 P(2)I;042 f(2) [2]. For instance ;01 f(2) = f(01(2)) — f(A)— f'(A)pz. The interesting fact about
the operator R is the fact that 3 oo, R™ converges like a geometric sequence of rate p? + ¢® < 1
(basically the square comes from the application of operator II;) whatever be A. Therefore equation
f — Rf = g of unknown f and parameter g has the unique solution f =Y 0. / R"¢g = (1 — R)"g.
The equation (3) can be tuned to the form

X(z) - RX(2) = go(2) + X (M)g1(2) + X' (N)g2(2) + Y (A)g3(2) .

For instance

(go (2) = P(z) + ZT,, (n—1)P(An)ze™*

n=2

{ g1(2) = P(pz+ A) + P(gz+ A) — QPN (1 + 2) + P'(A\)z)e™*
92(2) = 2(¢P(pz + A) + pP(gz + A) — P(A)e™?)

 g3(2) = ze™% .

In this perspective we can use the operator (1— R)~?, and obtain X (z) = (1-R) " 1go(2)+ X (A\)(1 -
R)7rgi(2) + X' (N (1 = R)"tg2(2) + Y (M)(1 = R)"1ga(2).
By using elementary identification at z = A we get the following linear system in X ()) and
X'(A\):
anX(A) +ap2X'(A\) +ai3Y(A) =1z,
a21 X (A) + a22 X' (A) + a23Y (A) = z2
a31 X (A) + az2 X' (A) + azsY (A) = z3

with

ann=1-(1-R)"tg1(}) a2 = —(1 = R)"lga(}) a;3=—(1-R)7!g;
a21 = —((1 —R)7'g1)'(A) a2 =1-((1=R)7'g2)'(N) @23 =—((1-R)"1g3)'(A),

5



and

azy = — ZTn(l - R)_lgl(’\n)

n=0
az2 == »_ Ta(l = R) 7 g2(An)
n=0
a3z = 1-—- ZTn(l - R)_lgs()\n) ,
n=0

and z; = (1 — R)~1go(X), z2 = ((1 — R)71go)'(A) and z3 = Y oo  Tn((1 — R)"1g0)' (An).
Therefore :
T1 a2 a3
det| T2 azy ag;

I3 a32 Ga33

X(A) =
@)y Qi2 a3
det a21 ag2 ass
G317 @32 433
211 Ty a3
det a1 T2 ao23
231 I3 a3z3
X'(\\) = .
211 @12 a13
det{ a1 a2z a2
a3y azz asz3
a11 a2 I
det az1 Q22 To
a31 Q32 I3
Y(A) = —

a1 ai2 ax3
det! ag; az2 ag;3
azy asz2 asg

C. Resolution for S(z,u)

Let us call H(u) the linear operator defined by H(u)f(z) = u(llz0; f(2) + P(pz + A, u)202f(2)).
This operator has two interesting properties. First, the serie ) .- o H"(u) converges like a geometric
serie of rate u(p? + ¢2) thus is absolutely convergent when |u| < (p? + ¢%)~!. Second, equation (5)
translates into S(z,u) — H(u)S(z,u) = ho(z,u)S1(A,u) + S(A,u)h1(z,u) + S (A, u)ha(z,u) with

z

ho(z,u) = uze™
hi(z,u) =u(l + P(pz+ M\ u) — (1 + P\, u))(1+ z) + P,(A\, u)pz)e™ %)
ho(z,u) = uz(p+ qP(pz+ A, u) — (p+ gP(Au))e™7) .

We use the operator (1—H (u))~! = 327 H"(u), and obtain S(z,u) = S1 (A, u)(1—H (u)) "tho(z, u)+

S(A,u)(1 = H(u)) " ha(z,u) + S: (A, w) (1 = H(u)) " ha(2,u).
By using elementary identification at z = A and the definition of S; (A, u) we get the following

linear system in S; (A, u), S(A,u) and S; (A, u):
bll(u)Sl (/\, u) + b12 (U)S(/\, ’U.) + b13 (U)SZ(A, u) =0
ba1 () S1(A,u) + bag (u)S(A, u) + boz(w)S. (A, u) =0
b31 ('U,)Sl(/\, u) + b32 (’U.)S(A, 'U.) + b33 (U)Sz(/\a u’) =u

6



with bio(u) = 1 — (1 — Hw) = ho(Au) by () = —((1 — H(w)) " ho)s (A u)

biz(u) = —(1 = H(w))tha(Xu)  bea(u) =1—((1 — H(uw)) ha):(A )
bia(u) = —(1 = H(w))tha(Xu) - baa(u) = —=((1 — H(w)) " h1):(A,w)

and

bos () = 1= 3 Tou™(1 = H(w)) ha(nd,)

n=0
baa(u) = — 3 Tau™((1 — H(w))  hy)2(n), u)
n=0
bas(u) = — Y Tau™((1 — H(u)) " ha):(nA,u)
n=0

where (f).(z,u) = f,(2,u), the derivative with respect to variable z. Therefore S;(A,u), S(A,u)
and S,(\,u) can be found as the result of a linear system of equations.

IV ANALYSIS OF THE MARGINAL OUTPUT STREAM
We have A\, (1 — P(2)) = limy—1(1 — u)S{z,u), therefore, by identification z = A and using the
results of the last section we obtain:

\ = 1 i u(by1(u)byz(u) — by (u)bi3(u))
11— P(X) u—1

by b2 b3 ’

ba1 ba2 b2
ba1 b3z a3
where det(u) is the determinant of the linear system in S; (A, u),S(A,u) and S,(A,u). Since the
functions, by;(u), by2(u), etc, are continuous for |u| < (p? + ¢?)~!, and det(1) = 0, we get, by

Liouville,

(011(1)b13(1) — 521 (1)b13(1))
bir b1z b3
ba1 b2z b23
bar b3z b33
where det’(u) is the first derivative of function det(u) with respect to the variable u. Now we have
an exact expression for );, it remains to compute the result.

The expressions of b11 (1), b11(1), etc, include application of operator H (1), which is well defined

with function P(z), iterated on functions hg(z,1), hy(z,1) and ha(z,1):

ho(z,1) =z2e™*

hi(z,1) =14+ P(pz +A) — (1 + P(A))(1 + z) + P'(M\)pz)e™*

ha(z,1) =2(p+ ¢P(pz + A) — (p + gP(A))e™7) .
The derivative of det(u) includes the first derivatives of functions a(u), b(u), etc. The derivative
of (1 — H(u))"f(2,u) with respect to u is exactly (1 — H(u)) " H'(u)(1 - H(u)) ! f(z,u) + (1 -
H(u))"! fu(z,u), where H'(u) is the derivative of H(u) with respect to u. We have H'(1)f(z) =
H(1)f(2) + X (pz + A)IIz202f(2) and

2 ho(,1) = ho(z,1)
ou

-;u—hl(z, 1) = hy(2,1) + X(pz + A) — (X1 + 2) + X'(\)pz)e*

det (u)

do=—

(1 = P(X))det’ (1)

é%hz(z, 1) = ho(2,1) + q2(X (pz + A) = X(\)e=) .
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This allows us to compute the numerical results which are illustrated by the following figures (1
to 9). We have tried different values for the length of the packets. The first computations have
been done with packets twice as long as the duration of a blank. Then we have taken packets five
times longer than a blank. The last results concern the case where the packets are ten times longer
than a blank. As expected the computations show that the marginal throughput of the protocol is
decreasing more slowly when the mean packet length is large.

V CoNcLusION
We have studied the marginal output stream of a free access algorithm. This paper shows that
with packets whose length are several times larger than the duration of a slot the marginal output
stream is slowly decreasing when the input is over the maximum channel capacity.
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Figure 1: unconditional probability for a CRI to be finite (P())) versus M\, between 0.55 and 10,
M =2
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Figure 2: mean CRI length conditioned by the fact it is finite (X (X)/P(})), versus M A, between 1
and 10, M = 2.
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Figure 4: unconditional probability for a CRI to be finite (P())) versus M ), between 0.8
M =5. ’
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Figure 5: mean CRI length conditioned by the fact it is finite (X (A)/P(})), versus M A, between 1
and 10, M = 5.

1

Y

0.7

Figure 6: marginal output stream (M ),), versus M), between 0.8 and 10 , M = 5.
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Figure 7: unconditional probability for a CRI to be finite (P())) versus M), between 0.9 and 10,
M =10.
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Figure 8: mean CRI length conditioned by the fact it is finite (X (A)/P(})), versus M A, between 1
and 10, M = 10.
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Figure 9: marginal output stream (M ),), versus M A, between 0.9 and 10 , M = 10.
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