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Abstract

This paper addresses the problem of evaluating the miss ratio of cache memory in multiprocessor
shared-memory shared-channel systems. Whereas the read/write nature of the references access have
no impact on the cache memory miss ratio of a monoprocessor system, it does have an impact on
the multiprocessor shared-memory shared-channel systems, due to cache coherence control. In this
paper, we consider a system consisting of two identical processors, each having a fully associative
snooping cache memory, managed by the LRU policy. These two processors are connected to the
main shared-memory via a shared-channel (bus). We have derived exact expressions of miss ratio, for
the local missing (limited to one’s own cache) as well as for the global missing (cache set vs. main
memory). The essential part of this work is based on the working set size evaluation.
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Une Etude sur le Défaut de Cache dans les

Systemes Multiprocesseurs

Résumé

Ce papier aborde le probleme de I’évaluation du défaut de cache dans les systémes multiprocesseurs
avec mémoires et canal partagés. Alors que la nature des accés (lecture/écriture) aux références n’a
pas d’impact sur le défaut de cache dans un systéme monoprocesseur, elle doit cependant étre prise
en compte dans un systéme multiprocesseur avec mémoires et canal partagés, & cause du maintien
de la cohérence des mémoires. Dans ce papier, nous considérons un systéme avec deux processeurs
identiques, chacun d’eux posséde un fully associative snooping cache memory géré selon la politique
LRU. Ces deux processeurs sont reliés a la mémoire centrale par un bus. Nous distinguons deux types
de défaut de cache: local (défaut limité a son propre cache) et global (défaut dans ’ensemble des
caches). Basé sur I’évaluation de la taille de I’ensemble de travail (working set), nous avons obtenu
les expressions exactes pour ces deux types de défaut de cache.

Mots Clés: Mémoires caches, Ensemble de travail, Défaut de cache, Systémes multiprocesseurs
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Abstract

This paper addresses the problem of evaluating the miss ratio of cache memory
in multiprocessor shared-memory shared-channel systems. Whereas the read/write
nature of the references access have no impact on the cache memory miss ratio
of a monoprocessor system, it does have an impact on the multiprocessor shared-
memory shared-channel systems, due to cache coherence control. In this paper, we
consider a system consisting of two identical processors, each having a fully asso-
ciative snooping cache memory, managed by the LRU policy. These two processors
are connected to the main shared-memory via a shared-channel (bus). We have
derived exact expressions of miss ratio, for the local missing (limited to one’s own
cache) as well as for the global missing (cache set vs. main memory). The essential
part of this work is based on the working set size evaluation.
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1 Introduction

As we are witnessing since the recent years, cache memories are becoming a basic
computer system component, not only for mainframes but also for high speed mi-
croprocessor based personal computers. Caches are small, high speed buffers used
to hold a portion of the low speed main memory, in order to reduce the waiting time
fraction of the CPU (Central Processing Unit). This two level storage scheme began
to be used about 20 years ago under the (main memory, storage device) context
[Den68], then the advances in technology switched the context to (cache, main mem-
ory)[Smi82]. One of the current trends in computer architecture is towards parallel
systems. With cache implementation in multiprocessor shared-memory environ-
ments, some new problems arise, which do not exist in a monoprocessor system, in



particular the cache coherence control. This paper is concerned mainly with this
issue.

Hereafter, we recall briefly some basic notions relative to the cache memories
(an excellent survey on cache memories can be found in [Smi82]):

The basic unit of a cache memory is line, which contains R main memory ref-
erences. Internally, a cache is divided into S segments, each segment contains L
lines. So, the organization of a cache can be described by the triple (S5, L, R). We
have different types of cache organization, e.g. fully associative, direct mapped, set
associative, etc. A fully associative cache is characterized by § = 1.

In equilibrium, when a missing reference is fetched into cache, it takes the place
occupied by another reference, consequently a replacement algorithm is required.
The basic replacement algorithms are First In First Out (FIFO), Last In First Out
(LIFO), Random Replacement(RR) and Least Recently Used (LRU), of which LRU
is in general the most efficient. LRU consists in replacing the least recently used
reference by the newly fetched one.

Program behavior is also an important factor. Caching mechanism owns its
efficiency to the observed fact (e.g. from trace-driven studies) that programs enjoy
the properties of spacial and temporal localities, i.e. over a short period, some con-
tiguous references will be accessed more frequently than others. A popular program
behavior model is the independent reference model (IRM) [Rao78]. Although IRM
reflects only partially the spacial and temporal localities, this model is the most
widely used, since on one hand it’s mathematically tractable, and on the other
hand it yields a rather accurate insight of the performances.

A commonly used metric for cache performance evaluation is the miss ratio,
defined as the number of main memory accesses over the total number of accesses.
This is a very important parameter, since it can be used to evaluate the CPU waiting
time, the data transfer rate between the main memory and cache, etc. In this paper,
we propose an approach for the evaluation of miss ratio in multiprocessor systems.

In a monoprocessor system, the miss ratio depends basically on the program
behavior, the cache organization and the replacement algorithm. It is insensitive of
the read/write nature of the instructions.

In a multiprocessor system, things become more complex. There are a certain
number of possible architectures for multiprocessor systems, e.g. hypercube, shared-
channel (bus). In this paper, we restrict our investigation on cached multiprocessor
bus-linked shared-memory systems, i.e. a set of processors having each a local cache
memory and connected to a shared main memory via a bus. A line of references
can be fetched from the main memory, but also from another cache. In general,
caches are linked together by a high speed bus, compared to the link between the
caches and main memory. For such a system, it is possible that a given main
shared-memory reference be located in multiple caches, thus the problem of cache
coherence arises. Although it is possible to prevent this multicopy situation by
some software approaches [AB86], these approachs are in general not efficient; a
very popular approach is to allow all references to be cached by all processors, and
to implement a cache coherence protocol to insure data consistency.

One of the particularities of a bus-type link is that the traffic (transaction) is
broadcasted. Based on it, different coherence protocols, known as snooping tech-
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nique, have been proposed and/or implemented [AB86, GMR87]. Currently the
snooping technique is the most used, its principle can be summarized as following;:
Each cache has a controller which observes the bus. Each cache line has a local
status indicator {Valid, Invalid}. Each time a line of reference is cached in, it is
marked valid. All write actions are broadcasted. So, whenever a processor writes
to a reference, all the lines in other caches with contains a copy of the reference, if
any, are marked invalid by the local controllers. There are two ways for updating,
namely Write Once and Write Through. In Write Once scheme, the holder of the
valid reference write its current value back to the main memory when the reference
is to be moved out of caches; whereas in Write Through scheme, the write back
takes place at each modification. Thus, at any time, the good version of a reference
is located in one cache and/or in the main memory. An invalidated reference phys-
ically still occupies a cache location, but the line containing it is logically missing.
Upon request (read or write) of a reference, if this one is missing (physically or
logically), the controller will first try to get it from the cache which holds the valid
version, if any; otherwise, the fetch will be done from the main memory.

From this short introduction to the cache implementation in shared-bus shared
memory multiprocessor system, it is obvious that the read/write nature of the
instructions has to be taken into consideration for the evaluation of miss ratio. It
appears also that there are two kinds of misses for a given processor: i) local, i.e. the
reference is missing in its local cache; and ii) global, i.e. the reference is missing in
all caches. From the system designer’s point of view, the former helps to determine
the amount of transactions between caches; and the later helps to determine the
amount of transactions between the set of caches and the main memory.

There has been a considerable number of papers addressing the cache archi-
tecture, algorithms, program behavior and performance evaluation [Rao78, Smi82,
AB86, ACK&7, FGT87, GMRS87, Goo87, AHH89, FR90]. Whereas miss ratio is of-
ten used as a basic parameter, no much attentions have been given to the evaluation
of the miss ratio itself in multiprocessor systems.

In this paper, we evaluate the miss ratio of a system having two identical pro-
cessors, each having a cache. Section 2 gives a general formulation, and identifies
the basic problem as the evaluation of the working set of each cache. The problem
having a combinatorial nature, in section 3, we have derived exact expressions for
some simplified models. The interest of this study is that the simplified models give
a reasonably good representation of the caching behavior in multiprocessor systems,
numerical results are produced in section 4.

2 Modelling

2.1 Conditions and notations

We consider a couple of identical processors (X, Y) with caches (A'x , Ky ). The
caches are fully associative (§ = 1), and are managed using the LRU policy, their
size are C lines.

For the sake of simplicity, z (resp. Z) will refers to either z or y (resp. X or



Y), and Z (resp. Z) the remainning one, without explicit indication. The refer-
ence stream received by the processor Z is denoted by Z= {2}i=0. (z € {z,¥},
Z € {X,Y}). The references are taken into account in cache line level, i.e. the word
reference is to be understood subsequently as a line of physical references.

X and Y execute two different programs sharing the same references set, denoted
by R. Let N = Card(R) be the total number of reference lines, we consider only the
cases N > 2C. The program behavior model is IRM, i.e. the probability of accessing
a given reference r issued from Z is p,,, with S, p,, =1 and Vr,p.r > 0. For
simplicity, we define also ¢, := 1 - p, r.

We suppose further that read and write instructions are randomly associated
to any reference r, with write instruction occurrence probability (write ratio) w,,,
w,,r € [0..1], i.e. the probability of accessing r from Z with a write instruction is
We,rPz,r, Which will be denoted by p7,; parallely, we have ¢;/, = 1 —p},.

When a reference is accessed with a write instruction, the same reference located
in another cache, if any, is marked invalid. The only ambiguity arises when the same
reference is accessed by both processors with write instruction during the same cycle,
we assume that this conflict is solved such that K'x has the valid reference, and
Ky has the invalid one.

2.2 General case

We are interested in the local and global miss ratio, or dually, in
1. Pz: the probability of having the current reference from Z valid in Kz
2. P,%: the one of finding the reference from Z valid in one or another cache.

Under the fully associativity, N > 2C, p,, > 0 and LRU conditions, it has been
proved [Rao78] that Pz and P,7 can be expressed as:

Pz = erZr (1)

PZ_Z- zr(PXr+PYr—ny,r) (2)

N
N
Z P
where Pz, is the probability of having the reference r in Kz and valid, and Pyy ,
the one of having r valid in Kx and Ky . Consequently, it is sufficient to find the
expressions of Pz, and Py ..

Assuming the system in equilibrium, denote by R, ;. the probability of having
r in Kz at the current instant ¢, either valid or invalid, knowing that the last access
to this reference occurred / time units before. R, ;. is simply:

Rz,l,r = Prob(Card(WZ[t -1 + 1, t— 1]) < C)

where Wz[ty, t2] is the working set between [t;,12], i.e. the set of references occurring
in 2 between (t;,t2]: Wz(ty,t2] = {r/3t € [t1,t2], 2 = r} [Den68, Len74].
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For Px ., we must distinguish two cases, a) the last write access from ) on r
occurred 7 time before, without simultaneously a write instruction on r from &’; b)
the two accesses occurred at the same time. This gives:

o0 o0
Px, = P PY > (Geryr) " Reir + 2 Por{D) _(0rr 02 ) " Reis }

i=1 i=1

A similar reasoning gives Py, which is slightly different from Px ., due to the write
precedence rule:

o0
PY,r = qg’,rpy,r { Z[Qy,r P;’,r]J—l Ry,j.r }
j=1

and the one of Ppy,:

00
Pz:y,r = (1 - w:c,r)(]- - wy,r)px,'r Py,r [Z[(Ix,r'_l Rx,i.r][Qy,r]_lRy,j,r]

i=1
) t1—1 )
+ (1 - wy,r)pz.r Dy,r Z[q:c,rqzr]i_le.i,r{Z(g'?uy_r)J-lRy,j,r}
1=2 j=1 1vr
o Jj-1
+ (1~ W )PerPyr 9 9yrq% ) ‘1Ry,j,r{Z(ZxT")“‘Rx,;.r}
j=2 =1 1T,T

Now the solution depends basically on the expressions of R, ;., whose com-
putation is of combinatorial nature. As a matter of fact, at each instant within
[t =141, t-1], every reference may occur. Such a problem is rather complex in
general, but has a solution if all references occur equiprobably. A typical case is the
urn problem [Fel68, pp. 101-103}, which will be the basis of the rest of this paper.

In a first step, we derive the expressions of Pz, and Py, . for the case where all
the references have the same probability (referenced subsequently as e-distribution).
From this basic expression, we will extent the study to the case where the references
are partitionned into two subsets in which they have the same access probability
(referred subsequently as b-distribution). This modelling has already some practical
interests. Indeed, on the one hand, in parallel computing, often several processors
operate on a same data bloc (public part) whereas each processor has its own data
bloc (private part), e.g. two programs sharing a common array and doing different
computations, the b-distribution model will be suitable for these situations. On the
other hand, from the computational point of view, although we can theoretically
derive some multi-subset partitions models, they would require much more compu-
tation time than the one required by the b-distribution model, since the problem
is inherently complex. Thus, the b-distribution model seems to be a good tradeoff
between accuracy and complexity.



2.3 The basic expression
2.3.1 The urn problem

The working set size problem can be transformed into the urn (random ball distri-
bution) problem. First, we recall the urn problem:

Following the notations used in [Fel68], Pn(r,n), the probability of having ex-
actly m cells empty over n cells, after a random distribution with equal distribution
probability ™" of r balls is:

m+ v

Pm(ran) Cm z ( l)u C(n—m) (1 - )r

v=0

Thus, the probability of having exactly ! cells occupied, p{(r,n), is:

pi(r,n) = Cy Z( v ey

v=0

And the probability of having less than (not including) L cells occupied, P§(r,n),
is

L-1 L-1 i
l
PR(r,n) = 3 pp(r,m) =3 CL Y (1) e (
=0 1=0 v=0
Now return to our working set size problem, since the remaining N — 1 refer-

ences occur equiprobably with probability Nl_‘T’ thus R, ; = P&_,(: — 1,N — 1), or
explicitly:

ZCle Cz( )-l

For the sake of simplicity, we define the operator S, [f], where f is a function of

(l,v), as
Cc-1 !
Siplfl=Y Chor D(-1)CF f
1=0 u=0

Then R, ; can be expressed as:

R, S,v[

)

Remark: The operator S,

l

Zsl,v[(N— '1] Slv Z( xl]

i




-}

“y

2.3.2 Z e-distributed

When all the reference access probabilities are equal in stream Z,i.e.Vr € [1..N] p,, =

1/N, R, ;, is simply R, ;. After some straightforward computations, the expression
of Px . for X e-distributed is found to be:

wl‘."'p;/U,r + q;/‘ir ]
N —gqy(I-v)  N-gq.(I-v)

PX,r = Sl,u[

As 8, is independent of the distributions of w, ., and p, , we have:

N w w
_ wx,rpy,r qur

whose value depends on the distributions of the write ratio {w,r}r=1.4 and the
distribution {pyr}r=1.N
Similarly, if Y is e-distributed, we have:

Py =S S Ty
y = t,ulg{mm}]

2.3.3 X and Y e-distributed

When X and Y are both e-distributed, we can derive the expression of Py, so
give a complete solution to the problem. After some calculus:

_ (1 = wg,)(1 = wy.r)N2
Pry.f = S [Sl'.v'[ N2 _ (l _ v)(l’ _ ‘U') ]]
(1 -w,,)(N—w,,)
+ Z St [Sl’.v’{( ; —=)
2 € {21) N2[N —w,, — (I - v)]
«( (N~ w,,)(I = V) (I=v)I' =)

N2_ (N —w,,)(I'=v') NZ_(I-v)ll - v’))]]

Now, according to the equations ?? and ??, the quantities Pz and P,7 depend
only on the distribution {w;,;};=1.n-

2.4 B-distributed case

In the b-distributed case, for each stream Z, we have two distinct reference subsets
A, and B, with A,UB, = R and A,NB, = 0. Let N,, = card(A,), and let a, and
b, be such that @, + b, = 1 and a,b, > 0. For r € A,, by definition, p,, = 7{71—3—,

z,a
we denote it by p, ., parallely ¢, , = 1 — p, 4, in addition R, ;, can be simplified to
R,;iq. Similarly, we define N,p, p, 4, g, and R, ;3.



2.4.1 Expressions of R,;, and R, ;,

Locally, we have both e-distribution cases in A, and B,. After some computations,

we have found:

Ruio=Toal[(Z2)-1] and Ruyp=

z,8

where U, is a function of (I,,1,v,,vs) given by:

U, = Pz,a(la - va) + pz,b(lb - ’U(,)

and 7,4, 7, are operators defined by:

nﬁn(C‘,N;,a) min(C*—lo-Nz, )

T..lf] = Z Z Ck’" Clb Z Z( l)va+vbCUaCUb f
1la=0 1p=0 ua=0 vp=0
min(C*, N7 3) min(C*~15,N;.0) l
T.olf] = Z Z Cl" . Cx, Z Z (- l)va+vbCuGva
1,=0 la=0 =a vp=0v,=0

in which f is a function of (l4,l5,va, v), and C* = C — 1 (idem for N, and N‘b).

Similarly to the e-distribution case, we have:

PN A [ =T, [Z( )"‘]

h

idem for 7.

2.4.2 Z b-distributed

When X is b-distributed, i.e. er—'N"L forr € A; a.ndpxr—N‘— for r € B,.

Denote Py, by Pxq,,,, for r € A;; idem for Px4 ., we have:

Wz,r Py, Qyr
PXa.r = T [pra( = yU +1—;“’U)]
vz yrVz
wx,rp"“.r gy,
Pxp, = Tpp[pes( . L))

1-qyeUs  1-4¢y,Uz

Similarly, when Y is b-distributed, we have:

qrr
Pyo,r = Ty.a[py, (l—q U )]

qzr
Py, = Typlpy, T —w Ry )

.



2.4.3 X and Y b-distributed

When A’ and ) are both b-distributed, for a given reference r, we have exactly
four possibilities:

1. 7 € Az N Ay = Ry, (We denote Nyg = Card(Ra,)).
2. 1€ A, N By = R,p, (We denote Ny = Card(Ryp)).
3. r € B: N Ay = Ry, (We denote Ny, = Card(Ryp,)).
4. r € BN By = R, (We denote Ny = Card(Ry)).

Computationally speaking, only the index changes. Denoting Py, by Py, for
r € Red, (¢, d) € {a,b}?, we get:

l—wy N1 —wy,
Pcd,r = px,cpy,dlz:-r,c[T ,d[{( = )( LL )

(1-0.Uy)
l_q;:d_Uy l—q;‘idUz l—UzUy
(1 - waT)qg-},c q;f’,cU Ua:U
+ (—= N5 - =1} 1l
1-¢y.—-Uz""1~qz Uy 1-UUy

2.4.4 Uniform subsets case

A simple yet interesting case is the following: the write ratio is the same for ref-
erences issuing from the same subset (four in total), i.e. w,, = w, ., for z € {z,y}
and e € {a,b}. In this case, the expressions are:

PX - Z Z E px,rPXC',-
ce {avb} d € {a,b} TeRcd
= Z Z NoT c[pz cz(wz,cwy,dpy,d + 1 — wyapyd
cetabydetasy 1T awals 1= (1= wyapya)Us

PY = Z Z Z py,rPYd,r

c€ {a,b}de€ {a,b}reReq
1 —wg Pz
= Z Z ch%,d[py.dz(l s )Uy )]

c € {a,b} d € {a,b} ~ (1= Woeprc
Pxy = Z Z Z Prr(Pxer + Pray — ed,r )
c€ {a,b}d € {a,b} reReq
Wr oWy dPy,d 1 — wyapyq s
= Z Z ch,];:,c[p:c,c2( 1 - - Uy + 1-(1 Sy U )] .
c€ {a,b}d € {a,b} 9y dYz (1 — wy,apy,d)Uz
1 — wg Py,
oYY Naldbeernd T )
c€{a,b}d € {a,b} T,elbz,el Yy



+ Z Z NCdper2py,d7;},c[T ,d[{(l — Wy )(1 — Wy.r)

c € {a,b}d € {a,b} (1-0:0y)
+ ((1 — wy,r)(1 = wy.rpy.d)){ (1 - wy,rpya)Us _ U.U, }
1 —wyrpyd— Uy 1- (1= wy,rpya)U: 1-U,U,
1- Wy,r 1- Wz,rPr, 1- Wz rPx,c U U.U,

1= Wy rPre— Uz 1= (1 - weppeo)U, 1-U.U,

Hi

And for Pyx the symmetrical expression.
These expressions can be programmed for numerical computation without diffi-
culties.

3 Numerical results

The case we present here has cache size C = 5 reference lines, and reference set
size N = 100 reference lines, the limitation in cache size is due to computational
difficulties. We show the local and global presence probability for X, to which
the ones of Y are very close. In the first two figures, the write ratio is the same
for all references, taken as 0.25, which is a commonly observed value in trace-
driven studies. The numerical results are computed using the symbolic computation
language MAPLE.

First, we set N,p=Np, =0, i.e. the two reference subsets partitions are the same.
A corresponding real case could be the parallel execution of two programs manipu-
lating two data blocs (R4, and Ryp). Curves for various sizes (N,,=10 (curve A) till
Nao=90 (curve E)) have been presented, for various value of relative per-reference
access frequency (ps/ps) (cf. Figure 1).

The worst case corresponds to the one in which references in the two blocs are
equiprobably accessed. (We get a degenerated one bloc situation).

One can also observe that a tradeoff exists between the size of a bloc and its
relative access frequency, e.g. for p,/p, > 1, the curve B, which is an intermediary
case, is above the curves A and E, the two extreme cases.

We then set Ny, = Ny, > 0 and Ny, = Ny > 0, i.e. there is mixture of the
reference subsets of the two streams. A corresponding real case could be the parallel
manipulation on the same array, with different algorithms. Curves for various size
of these blocs (N,,=5 (curve A) till Ny =45 (curve E)), for various values of relative
per-reference access frequency (p,/py) (cf. Figure 2). Once more, we get the worst
case when accesses are symmetrically distributed. And, as expected intuitively, the
miss ratio increases when the degree of mixture increases, in particular, the worst
case (A) has the biggest mixed segments with Ngp = Ny, = 45.

We also examined the write ratio impact. In this study, we set Ngpy=N,, =0, and
we draw curves for write ratio varying from 0 (curve A) to 1 (curve E), when Ng,
varying from 10 to 90 (cf. Figure 3). These curves show the weak impact of write
ratio in local cache miss ratio, whereas this impact is almost negligible for global
cache missing.
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4 Conclusion

This work is focused on the evaluation of the local and global cache miss ratio in
a multiprocessor shared-channel shared-memory system consisting of two identical
processors with snooping cache memories, under the conditions of fully associative
cache organization, LRU replacement algorithm and IRM program behavior.

At the first step, we have derived exact expressions for miss ratio by assuming
that references are accessed equiprobably. This basic expression has been extended
to the case where each processor considers the reference set as two distinct subset of
equiprobably accessed references. Despite this strong approximation, many scenarii
can be evaluated by varying: a) reference set/subset sizes; b) cache size; and c) write
ratio distributions. A computational example has been presented.

Using the same technique, an extension to more than two sets is possible, but
the computation amount will increase greatly, since the problem has inherently a
high complexity.

In the current formulation, cache sizes are assumed to be equal. We can easily
get a formulation with Ky and Ky having different size. However, we do not
consider this case, since it is not common in multiprocessor system architectures.
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