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Abstract: We study polynomial n-dimensional differential systems when
the (n-dimensional) variable keeps the same sign: that is. the system is de-
fined inside one of the orthants. We show it is always possible to transform
the system into a quadratic Lotka-Volterra tvpe system. Ve give several
tools to study these last systems: we deduce indications on the global be-
haviour of the original system.

Transformation des systemes différentiels polynomiaux
dans 'orthant positif

Résumé: Nous étudions des systéemes différentiels polynomiaux non-
linéaires définis tant que la variable x reste positive (dans R"). Nous mon-
trons qu’il est toujours possible de transformer un tel svstéme en un sys-
téme quadratique de type Lotka-Volterra. Nous utilisons alors des outils
disponibles pour étudier ces derniers systemes et en déduire des indications
sur le comportement global du systéme original.

Key words. Polynomial differential systems. Lotka-Volterra systems. positivity.

global behaviour.






1 Introduction

Consider a polynomial n-dimensional system. We can write it:
q
;= Za,'jvj(ml,...,l'n_) (i=1.....n)
=1

where the a;; are real and the vj(x;,...,%,) mononomials of the form

' :v’f‘ ...28; ¢ is the number of different monomials in the whole system.

If this system is defined for « € R", it is well known it can have a very
complicated behaviour. In some particular cases, it is possible to study such
systems, but global results are rather rare(cf. [4,5]).

We are going here to study this system for positive x only, i.e. the system
is defined in an open subset of the open positive n-dimensional orthant. Of
course. we could study the system in any of the open orthants: the important
fact is that we are interested by the behaviour of the system as long as x
keeps the same sign. Such situations, for example, arise in chemical or
biological modelling (where the variables are positive)([2]).

We will show it is possible to transform the original polynomial system
(defined as long as x keeps the same sign given the initial condition 2¢) into
a system of (generally) bigger dimension. but of stronger structure: more
precisely, the trajectories of the original system will be transformed into
trajectories of the new system constrained to stay on (generally) certain
first integrals. The new system will be of dimension p (p is related to q),
and is quadratic with a special form. In fact. it is a Lotka-Volterra system
([10,9]). that keeps constant the signs of the variables, because each face of
the orthant is invariant. Many results are known on these systems ([9.1.8.3]).

Because of the stronger structure of the new systems. we can then exhibit
several tools to study their behaviour: we have classified these tools in three
sections {positivity, auxiliary functions, svmmetric structure). Knowing the
behaviour of the new syvstem. it is possible to describe many features of the
behaviour of the original system. One typical result is that a trajectorie of
the original system either converges toward the set of equilibria (if it exists)
or is unbounded or has a point of a face of the orthant as a limit point:
that means that the system has no complicated behaviour (like limit cyvcles.
chaos....) inside any compact of the interior of the orthant.

Notations: For 2 in R*. we writez > 0ifa; > 0(: = 1..... n)and x >
Oifa; >20(:=1..... n). .The closed positive orthantis R} = {vr € R":2 >



0}. We will frequently use the open positive orthant P* = {z € R™;z2 > 0}.
Let us denote by ‘u the transpose of u, by e the vector }(e*!,...,e%"), and
similarly for Inz. The Kronecker product between two vectors  ® y is the
vector with components (z;y;). If z is a vector, we denote by 2! the vector
of components (1/z;). 1 is the vector (1...1) and diag(x) the diagonal
matrix with diagonal 2.

If V. R*isopen, h : V — R" is C!, and 29 € V, for the differential
system & = h(z) (& is the derivative with respect to time t), we denote by
2(t, o) or sometimes by z(t) the (maximally defined) solution in V' with
initial value xq for t = 0.

2 Transformation of the system

We first expose the basic idea of the transformation. As = always keeps the
same sign (does not cancel), we can write the original system:

P
di=a;i Y aiwi(Tr,....2,) (i=1,....n) (1)

i=1
Here p is the number of different “monomials” w;j(zy.....2,), in which we

can have variables with negative power (—1). Now we take the p functions
w;(x) as new variables u;. So we define

QOn

u; = wy(v) =z3t...2g

where we have omitted the j-index for simplicity.
The time derivative is

. ay—1 ST P om—1 s,
= a1yt LAt agayt LT

and therefore. by using (1):

P p
i = w;(r)(ay Z apwr(T)+ ...+ ay Z Uk wn())
k=1 k=1

and we obtain the system:
t=uCu (2)

of dimension p, where ¢ is a square p-matrix: this system is quadratic
homogeneous. The u; are, in general. constrained to stay on first integrals



because of the relations u; = w;(z), that create relations between the u; if
p>n.

Now we want to study more precisely this transformation; we will sup-
pose (without any restriction of the problem) that « is positive; that is. the
system (1) is defined in P". First we remark that the powers a; in the
monomials can be (real) negative: the system is always C™.

It is easy to see we can write (1) into the form :

i =2 ® AelBInT) (3)

where A is a n X p matrix and B a p X n matrix. The elements of B are
nothing but the powers a; of x in the monomials. We transform first the
equation by the change of variables :

y=Inz
so that:
g = AeP (4)
Now we define
:=By (5)
E1e)
: = BAé€ (6)

In the sequel, we will often work on this system. with the relations (5). We
can also come back to positive variables by writing:
u=e’
The new system is :

t=u& BAu (7)

with relations

uzeBlnr (S)

the same as the system (2) with (' = BA.

The system (7) can be seen as a p-dimensional Lotka-Volterra system
without linear terms ([9]). Each face of the positive orthant. and the posi-
tive orthant himself. is invariant.



We can also refine the description for a particular case: suppose there is
a constant monomial (equal to the constant 1) among the w;, that is, say,
wp(z) = 1. Then @, = 0 and the system can be written :

&= i ® (BpApi + Bya,) (9)

where # is u without u,, B, is the matrix B without the last null line. A4,
is made from the (p — 1) first columns of A4, and a, is the last column of A.
We therefore obtain a real (p — 1)-dimensional Lotka-Volterra system.

We can now apply known tools to study the new system. In the following,
we will often obtain the result that. for every initial condition of system (4)
or (6). either the forward orbit has an unbounded closure, either the solution
go toward the set of equilibria. We will call this kind of behaviour “regular
behaviour”. For system (1), it implies that, for every initial condition, either
a set of points belonging to the faces of the orthant, or infinity, are limit
points of the forward orbit, either the solution go toward the set of equilibria
in the positive orthant, either the solution leave the orthant by a face. If,
moreover, the set of equilibria is empty, we will say that the behaviour is
“regularly unbounded”.

3 Positivity

We first use tools from ([2]). We remark that, in the system (6). the term
e* is always positive; theorem 10.3 from ([2]) implies that:

Proposition 1 If kerC N PP = ), then there is no equilibrium for system
(G); the behaviour is regularly unbounded: a fortiori, the behaviour is regu-
larly unbounded for system (1).

For the sake of completness, we give briefly the proof: first it is clear
that if x™ is a positive equilibrium of (1), then z* = Bln " is an equilibrium
of (6), and therefore e*" is in the kernel of C = BA. If kerC' N PP = 0§,
then im 'C' N RE # {0}. and if we take r = !Cyq¢ in this set. and write

V(z) = 'qz, then. along the trajectories. 1'(z) = 'qCe® = 're* where r
in nonnegative and non equal to zero. So the last expression never cancels.

and Lasalle’s theorem tells us the trajectories have all an unbounded closure.



Example:
The two-dimensional system

=2y -y
§ =2y - 3zy?

defined for z > 0,y > 0 is such that:

1 -1 11
=(53) =0

and C = BA is bijective, so there is no equilibrium and all trajectories go
to infinity or toward the faces of the two-dimensional positive orthant.

4 Auxiliary functions

From above, we deduce that the only non-trivial case is when ker C inter-
sects PP, and we have an equilibrium (at least) z* for the system (6), with
Ce*" = 0. We will suppose moreover that B is injective, that is. that the
equilibria of (6) (with relations (5)) are the same as those of (). In parti-
cular, it implies that p > n, which is the most interesting case ([2]).

We want to try V/(z) = 'de®, where d is a given vector, as an auxiliary
function that decreases along trajectories (a weak version of Lyapunov func-
tions). Then V(z) = ‘e*diag(d)Ce*. Applyving Lasalle’s theorem ([7]), we
have :

Theorem 4.1 If there exists a p-vector d such that the quadratic form
diag(d)C + 'Cdiag(d) is semi-definite positive. then the trajectories of sys-
tem (6) either are unbounded or go toward the points z such that € is in
the kernel I of this form. Consequently. the trajectories of (6) constrained
by (5) either go toward these points inim B or are unbounded.

Let us remark that this form is never definite. because of the equilibrium.
We shall make the theorem more precise when ker (' = ker 4 is one-
dimensional. We want that the kernel of the form be as small as possible. so
we try to choose d such that the kernels of C' and Cdiag(d) are the same.
that is to sayv:
'C'diag((l)e:' =0



We know indeed that it exists k such that !Ck = 0, so we choose
d=kQ (ez‘ )t

Suppose the quadratic form is positive and of kernel ker C; the trajectories
z(t) either are unbounded or go toward the set{z; Ce* = 0}; if ¢ is a positive
vector of ker C, we therefore have

=A< :=(InA)1+Ing

(A > 0) and the set of equilibria is a straight (affine) line L of vector 1 and
containing the point Ing. But 'k = 0 and we have one first-integral for .
So the trajectorie must go toward the intersection of L and of the (affine)
hyperplan orthogonal to ker 'C; this intersection is reduced to one point if
and only if ‘A1 #£ 0.

Theorem 4.2 Suppose ker C' is one-dimensional and the quadratic form
diag(d)C + 'Cdiag(d), with d = k ® (e*")™!, is positive with kernel ker C.
Then, if 'kl # 0, the trajectories of system (6) either are unbounded or
go toward the unique equilibrium on the first integral 'tkz = const. Conse-
quently, the system (1) has a regular behaviour.

If k is negative,then d is negative, and V(2) is actually a Lvapunov function,
and the equilibrium is globally stable in the orthant. If & is positive, it is
globally totally unstable (stable in reverse time).

Example:
Let the three-dimensional system:

t=at - teyr - 223
y=2ey+ 2y’z - Laly:
= —dazr— Ryt + La2:?
defined on P3. Then
100 1 -1/3 -2/3
B=10 11 C=1 -2 3 -1
2 01 -2 -4 6

We have ("1 = 0 and ker 'C contains the vector & = (1 1/3 1/6). so we
take d = k and obtain the quadratic form
1 -1/2 -1/2
-1/2 1 -1)2
~1/2 -1/2 1



of kernel 1 and positive. Moreover, k1 # 0. We can therefore deduce
that all the trajectories of the system have a regular behaviour. Moreover,
because d is positive, the equilibrium is totally globally unstable in P3.

For the particular case of system (9), we can use a well-known theorem
(cf ([10,1,6])).

Theorem 4.3 Suppose By A, is bijective and that there exits a positive equi-
librium; then, if there exists a diagonal matriz D such that DB, A,+ ‘B,‘,A,,D
is definite negative, then the trajectories z(t) and y(t) either go toward the
equilibrium or are unbounded.

One often constrains D to be positive to obtain a Lyapunov function, and
therefore global stability. But an arbitrary D gives also indications on the
global behaviour.

Example: Let the two-dimensional system:

=722 -8yt 42
¥ = =3zyt + 3ay°

1 2 -2 1
B‘(1 3)BP‘4I’=< 1 —-2)

and BpA, is negative definite. therefore (because D is positive). the equilib-
rium ¥ = 1.y = 1 is globally stable in the positive orthant.

then

5 Symmetric structure

The last case we will study here is a particular but useful case; we suppose
that the matrix C' is symimetric: as above. we still suppose B injective.
Consider the function of :

F(z)= € Ce
Then

“(2) = 2 e Cdiag(e”)Ce®

and diag(e®) is alwavs positive definite. Therefore V'(z) increases along the
trajectories and

V(z)=0e Ce" =0

so the trajectories are unbounded or go toward the set of equilibria.



Theorem 5.4 If C is symmetric all the trajectories of system (6) are un-
bounded or go toward the set of equilibria. Consequently, the trajectories of
(4) behaves in a similar way.

Let us suppose that ker C = ker A is one-dimensional. As above, the set
of equilibria of (6) is a straight affine line of vector 1 containing the point
Ing (g is a vector of kerC). But '¢z = 0 because C is symmetric. The
intersection between this last hyperplane and the line is one single point
because ¢ and 1 are not orthogonal (q is positive). Therefore we deduce :

Theorem 5.5 Suppose ker C = ker A is one-dimensional, with vector ¢ >
0. Then all trajectories of (6) are unbounded or go toward the unique equi-
librium on the first integral 'qz = const. Consequently, system (4) behaves
in a similar way.

We can obtain stronger results if C' is a negative form; V'(z) is actually
a Lyapunov function. and we deduce that the equilibrium is globally stable.
If C is a positive form, the equilibrium is globally unstable (stable in reverse
time).

Example:
Let the three-dimensional system

#=a? = Jay - jar - Gy2)7!
y= —%ry+ y? - Ly- - i%(l‘:-)—l
t=—far -ty 422 - ey

defined on P3. We deduce

1 -1/2 =1/3 -1/6 o1
A=|-12 1 -1/6 -3 | B=| o ]
~1/3 -1/6 1 -1/ N

and the syvmmetric matrix C is

1 -1/2 -1/3 -1/6
-1/2 1 -1/6 -1/3
-1/3 -1/6 1 -1/2
-1/6 -1/3 -1/2 1

so B is injective and C'1 = 0: the original syvstem has one equilibrium for
x =y =z = 1. C is positive and therefore this equilibrium is globally
totally unstable: all trajectories have a regular unbounded behaviour. In
reverse time. the equilibrium is globally stable in P3.

=



6 Conclusion

We have shown that every polynomial n-dimensional system can be trans-
formed into a quadratic Lotka-Volterra type system. Then it is possible
(with good hypotheses) to study the global behaviour of the original system
by using the strong structure of the transformed system.

We have the feeling that, in general, it is simpler to study a differential
polynomial system in a (well-chosen) orthant than in the whole space; and
that it is possible to find more specific tools to study such systems.
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