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Abstract

We present methods of approximating quantitics related to the solutions of stochastic differential
systems, based on the simulation of time-discrete Markov chains. The motivations come from
random Mechanics and the numerical integration of certain deterministic P.D.E.’s by probabilis-
tic algorithms.

We state theoretical results concerning the rates of convergence of these methods. We give
results of numerical tests, and we describe an application of this approach to an engineering
problem (the study of stability of the motion of a helicopter blade).

Résumé

On présente des méthodes d’approximation de quantités liées aux solutions de systémes dif-
férentiels stochastiques, fondées sur la simularion de chaines de Markov a remps discret. Les
motivations viennent de la Mécanique aléatoire et I'intégration numérique de certaines Equations
aux Dérivées Particlles déterministes par des algorithmes probabilistes.

Nous énongons des résultats théoriques sur la vitesse de convergence de ces méthodes. Nous
donnons aussi les résultats de tests numériques, et décrivons I'application de cette approche &
un probleme industriel (I'étude de stabhilité du mouvement d’une pale d’hélicoptére).

-This review paper has been asked by P. KREE (University Paris VI)
and W.WEDIG (Karlsruhe University) for the European action “Effective
Stochastic Analysis™.
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1 Introduction

Let us consider a differential system in R? excited by a r-dimensional multiplicative
random noise (£(t,w)) :

d

JiXU,w) = bo( X (t,w)) + o X{t.w))E(t,w) (1)
where by(+) is an application from R? to IRY, o(+) is an application from IR to the space
of d x r-matrices, and w denotes the random parameter (in the sequel, we will omit 1t).

The characteristics of the random noise (bandwidth, cnergy, law, ... ) depend on the
modelized physical problem.

Here we are essentially interested in the white-noise case, which is a limit case of
systems with “physically realizable™ random perturbations (¢f. Kushner [15] e.g.) ; in the
Section devoted to the computation of Lyapunov exponents, we will examine also systems
with coloured noises.

The aim of this paper is to present efficient numerical methods to compute certain
quantities depending on the unknown process (X (1)), with algorithms based on simula-
tions on a computer of other processes.

We will try to justify this approach (at least, to explain why it may be interesting), we
also will underline its limitations ; we will estimate the theoretical errors of our approxi-
mations, and we will give the results of some illustrative numerical experiments ; we will
describe an application to an engineering problem (a study of stability for the motion of a
helicopter blade) and. finally, we will describe PRESTO, a system of automatic generation
of Fortran programs corresponding to the different problems and methods presented in
the sequel.

Before going on, it must be emphasized that the numerical analysis of stochastic
differential systems is at its very beginning @ at our knowledge, at the present time
only a few algorithms have been proposed (some of them irrealistic ... ), and only a few
systematic numerical investigations have been pursued. Besides, the theoretical results are
not very nurnerous. Nevertheless, it already appears that this ficld is not at all a direct
continuation of what has been done for the numerical solving of ordinary differential
cquations. For example, we will underline that it is often unuseful and even clumsy
to try to approximate the diffusion process on the space of trajectories, when
one wants to compute a quantity which depends on its law : cfficient approximate
processes to he simulated do not converge almost surely to the considered diflusion process.

In any case, this paper treats a very few approximation problems, and we have chosen
to present only algorithms which have been studied from a theoretical and numerical point
of view. Therefore, this paper must be read as a subjective description of the present state
of a new art, and also as a hope that numerical problems which can be cfficiently solved by
probabilistic algorithms (in particular, coming from random mechanics or related to the




numerical integration of certain deterministic P.D.E.’s by stochastic particles methods)
will justify and cause new developments. Somc works in progress in these directions tend
to show that the mathematical or numerical techniques developed to cstablish some of
the results stated below may be useful also in other contexts.




2 Examples of applications and objectives

2.1 Preliminaries

For the theoretical prercquisites, we refer to the basic book of Arnold [1], or the book of
Tkeda-Watanabe [14] for example. Here we will just briefly introduce some very clementary
concepts, which explain the construction of the discretization schemes.

From a mathematical point of view, one must first give a sense to the limit system
of systems of type (1) when (£()) tends to become a white noise. The right approach
is provided by the stochastic integration ; as already mentioned, the limit system (in a
sense we do not precise here) is a stochastic differential system in the Stratonovich sense

(cf. Kushner [15]).
Let us consider = independent Wiener processes, (W'(t)), i.e of gaussian processes
with almost surely continuous trajectories, such that :
E(W' ) = 0
E(Wi(s)W7(t)) = 6;inf(s,1)

The limit system is written in the Stratonovich sense as follows :

dX(t) = b(X(1))dt + o(X(t)) o dW (1) (2)
cquivalent to the “integral” formulation :

X(t) = X(O)+/Ot bo(.\’(‘.w))ds+/ol o(X(x)) 0 dW(s)

Almost surely, the trajectories of the Wiener process have unbounded variations on
each finite time interval (this implies that they are nowhere differentiable), therefore the
integral [} o(X(s))odW(s) caunot be defined as a Stieljes integral. Let us give indications

on its construction.

A process (Y(t)) is said adapted to the filtration gencrated by the Wicner process
(W(t)) (we will also simply say “adapted™) if, for cach £, Y(t) is measurable w.r.t. the
o-field generated by (W (s).s <1);in particular, Y (1) is independent of all the

(W) = WL, W(ts) — W(t),. .. . W(L) — W(tao1))

foranynandi <!, <t <...<t,.

Let us consider a onc-dimensional Wiener process (B(t)). For the class @ of real
continuous adapted (to the filtration generated by (B(t))) processes (Y (1)) which can be
represented as Y(f) = Y/(0) + M(t) + A1), where Y(0) is a r.v., (M(1)) is a continuous
locally square integrable martingale relative to the previous filtration, and (A(()) is a
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continuous adapted process of bounded variation on every finite time interval, one can
show that for any T' > 0, the following limit in probability exists :

|g1|r_r’lozn: ?"(f,‘) +?}’(fi—l)(B(ti) _ B(ti—l)) (3)
=1 =

where A denotes a partition 0 =ty < t; < ... <t, =T, and |A| denotes
max, <i<n(ti — tic1)-
This limit is called the Stratonovich integral of (Y(¢)) w.r.t. (B(t)) on [0,7) and

denoted fOT Y(s) o dB(s). I (Y(#)) is a matrix-valued process, and the Wiener process
multi-dimensional, the integral is defined coordinate by coordinate.

If by and o are continuous functions such that each component is twice continuously
differentiable with bounded derivatives of first and second orders, then, for each Borel
probability measure g on RY, there exists a process (X (¢)) in Q, satisfying (2) and such
that the law of X(0) coincides with g, unique in the sense that, if (Y'(¢)) is another
solution with Y(0) = X (0) a.s., then, for cach t, X (t) = Y (t) a.s

We will see that the discretization of a Stratonovich integral leads to some difficulties,
which do not exist for another stochastic integral, the Ito stochastic integral.

To simplify, we restrict ourselves to consider those of the previous processes (Y(t))
which also satisfy :

ViER , E [/:{Y(s)l’d.s] <

One can show that the following limit exists in the decc of the square integrable
random variables :

lim Z? — B(ti-1))

lal—0 <
where A denotes a partition 0 = fg < ¢, < ... < [, = ¢, and |A| denotes
maxy<i<na(ti = tioq).

This limit is called the Tto integral of (Y(¢)) w.r.t. (B(t)), and is denoted by [} Y (s)dB(s).
Under our hypothesis on (Y'(7)). the process (ff ¥(s)dB(s)) is a square mteglabl( mar-
tingale, which is often used in the proofs of most d.pploxmla.tion Theorems stated below.

Moreover, under the above assumptions on by(-) and o(-), one can also show that the
solution of the Stratonovich systemn (2) is the unique solution of :

X (1) = X(0) + ./0' BX (5))ds + /0‘ o(X())dW (s)

where, if o; denotes the j column of o and do; the matrix whose element of the it row
and k™ column is o'

b(-) = bo(-) + = Zoo] )oi(+)

J 1

=




In differential notations, the previous cquation is written under the form of an Ito
stochastic differential system :

dX () = b(X(1))dt + o( X (£))dW (1) (4)

As a consequence of the definition of the Ito integral, it appears that the differential
chain rule is different from the deterministic case : for any real function of class CZ, we
have the following {ormula (the Tto formula) :

Af(X(1) = LI(X(8))dt + o(X (1)) F(X(1))dW (1) (5)

where, if the matrix ¢ is @ = o0*. L is the {ollowing differential operator :

L 1 &
L = L ()‘(.T)(:),' + ; Z a;(;r)();j (6)
=1 < ,y=1

Let us now briefly present the situations that we will treat.

2.2 Simulation of trajectories

We are supposed to have at our disposal exact or approximate trajectories of the Wiener
process (W (1)), and we want to “sec” corresponding approximate trajectories of (X (¢)).
As we will show later on, when the dimension of the noise is larger than 1 and only
approximate trajectories of (W(1)) are available, this problem has a signification under
a stringent condition which must be fulfilled by o(:) and will be called in the sequel
“cornmutativity condition™ (its precise formulation will be given below).

Let us give 2 examples of situations where one may wish to get trajectories of the
solution of a S.D.F.

First, let us suppose that the process (X (¢)) depends on a parameter 0, that one wants
to estimate from a nnique observation of (X (/)) during a time interval [0, T].

In ovder to test the quality of different estimators, one may choose a particular value

for 0, simulate a few trajectories of the corresponding process (X (¢)). and then apply the
estimators on these simulated trajectories.

A less clementary example is the filtering sitnation, where (X (£)) 1s a non observed
process solution of (2). whereas one observes realizations of a process (Y (f)) satisfying :

AY (1) = g(X (1))dt + adW (1) + 3dV (1)

where (V'(#)) is a Wiener process independent of (W(£)) ; oue wants to get the conditional
law of (X'(#)). given the observations (Y(s),0 < s < t). In the non-linear case, under
some regularity assumptions on the functions b, 7, g, the answer is given by the so-called



Zakai cquation satisfied by p(t,r....,24), the unnormalized density of this conditional
law :

dq(l) = Aq(t)dt + Bog(t)dl + Byg(t)dt + Cog(t) o dY'(t) + Ciq(t) 0 dY ()
where A is a second-order operator, By and C) are first-order operators, By and Cy are
zero order operators.

The previous equation is a stochastic partial differential equation. To solve it numer-
ically. Florchinger and LeGland [11] propose the following algorithm.

Let (£,) be a dicretization of the time interval [0,¢], and § be the approximate density.
On each time interval, [tp,t,,+1], one first numerically solves the deterministic P.D.E.

d
E;U(/) = 4u(t)
u(t,) = q(t,)

and then one constders the stochastic P.D.E.

de(t) = DBev(t)dt + Byo(t)dl + Cov(t) o dY (1) + Cyv(l) o dY' (1)
'U(t].') = u(tp-H)

Let us write the operators By and C) under the form: B, = b(2)V and C, = ¢,(2)V.

Let (Z(t;s,r)) the flow associated to the stochastic differential equation :

AZ(t) = —b,(Z(1))dt — ¢;(7(1)) o dY (1) (7)

Then one computes the value of ©(f, x) at points Z(t:4,, z) according to the formula
(d, and d, being appropriate functions) :

{ [
(. Z{tt. ) = e(Lp. z)oxp {/ di(Z(s3t,.2))ds +/ do(Z(s;1,.2)) o (IY(S)}
ty t):
and §(t,41) is given by G(141) = ¢(t41).
This procedure requires to solve (7) in a pathwise sense : one wants to get the path
of (7(t)) corresponding to the particular observed path of (Y(1)).

2.3 Computation of statistics of (X (7)) on a finite time interval

For example, one wants to compute the first moments of the response of the dynamical
system (XX (1)), or, more generally, Ff(X (1)), f(-) being an explicitly given function.




Another motivation is to construct Monte-Carlo methods to solve parabolic P.D.E.s
in IR
d
—u(t,r) = Lu(l,z
“u(t,2) = Lu(t,z)
f(=)

u(0, x)
in some situations where deterministic methods are not efficient : the theoretical accuracy
and the numerical behaviour of the probabilistic algorithms are not affected by the possible
non coercivity of the second-order elliptic differential operator I, and the computational
cost growths only hinearly w.r.t. the dimension d of the state space.

Therefore, these methods, as the stochastic particles methods (random vortex methods
for the integration of certain non-linear P.D.F.’s in fluid mechanics e.g.) which also require
the simulation of stochastic processes, can be useful in degenerate situations or when the
state space is of large dimension (in random Mechanics, often X (¢)) is a vector (position,
speed). and therefore hoth degeneracy and a high dimensional state space occur). Other
examples are the situations where u({, r) needs to be computed only at a small number
of points, for example in order to separate the integration space in sub-domains where
deterministic methods become efficient.

To compute F f( X (1)). if we could simulate the process (X (1)) itself. we would simulate
several independent paths of (X(f)). denoted by (X (¢,wy),...,X(l,wx)) and then we
would compute the average

T T (X ()

N
=1

Instead of (X (1)), we propose to simulate another process (X (1)) 5 as we are interested
in the approximation of the law of (X(#)). it is not necessary that (X (1)) is a trajectorial
approximation of (X (1}). and the *commutativity condition™ will not be required (better,

some efficient processes (X (#)) in that context are not at all approximations of (X({))
the pathwise sense. and even do not converge aliost surely to (X (1)).

2.4 Asymptotic behaviour of (X(#)), Lyapunov exponents

In a Section below, we will discuss in great detail an industrial problem leading to the
study of a bilincar systemn. for which it can be shown that, (X (£.2)) denoting the solution
of (2) with imitial condition r, the almost-sure limnit

1
A= lim -log|X(t r
Jim  ~log | X (L, 4]
exists and is independent of @ (it is the upper Lyapunoy exponent of the system) : the
problem is to determine the sign of this limit @ if W is strictly negative, alimost surely

(X (1)) tends to ) exponentially fast for any initial condition r. the system (2) is then said
to be stable.
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The proposed algorithm consists in simulating one particular path of a process (X (¢))
over a long time [0,7] and in computing

We will classify different processes (X (1)) according to the following criterium : how
large is

A=

where X is the Lyapunov exponent of the process (X (t)), defined by :

X = 7l_im Ar

—

X(T,x)l

li 1l
= gl

Remark : this criterium does not take into account the error due to the necessary
approximation of A by Ay, which only depends on the choice of the integration time T'.
We will sce that. from a practical point of view, this choice may be very difficult.

An extension of the method has been developed and analysed for non lincar systems.

2.5 Computation of the stationary law
Under some counditions on the coeflicients by(+) and o(-), onc a priori knows that the
process (X () is ergodic. Let us denote by e its unique invariant probability law.

One may be interested in computing [ f(z)dp(.c) for a given function f (for example,
in order to get the asymptotic value of I f( X (1)) when t goes to infinity, 1.e to describe the
stationary distribution of the response of the system. which often is of prime importance
in random Mechanics). For reasons already underlined, the numerical solving of the
stationary Fokker-Planck equation may be extremely difficult.

Here, we propo.. 10 choose T “large enough™ and to compute

] T —_'; . . o
7/0 [(X(s.0))ds

2.6 Remark

As it has been mentioned above, it will appear that the choice of the convenient process
(X (1)) must be related o the final purpose of the simulation.

Our basic ool to construct this process is the time discretization of the systetn ().

11



3 Discretization methods

3.1 Introduction to the Milshtein scheme

Let us consider the expression
t t
X () = X(0) +/ bo(X (5))ds +/ o(X(s)) o dW (s)
0 0

From the definition (3) of the Stratonovich integral, for small ¢ the integral
Jsa(X(s)) o dW(s) can be approximated by

SE(X(0) + o (X(O))(W(1) - W(0))

and thercfore this procedure would lead to an implicit discretization scheme.

According to the definition of a Ito integral, a rough approximation of (X(¢)) (for a
small t) can be :

X(2) = B(X(0))t + o(X(0)(W(8) — W(0))
Let h be a discretization step.

The above remark justifies the Euler scheme for (4) :

X =X+ 6Kk + (X)W ((p + 1)h) — W(ph)) (8)

This scheme may easily be simulated on a computer : at each step p, one has just to
simulate the vector W{(p + 1)h) — W(ph), whose law is gaussian.

As we will see, nevertheless this scheme may be unsatisfying : for example, it is
divergent for the pathwise approximation of (X (t)).

Let us introduce a new scheme, and first consider the case d = r = 1.
If we perform a Taylor expansion of o(X (1)), we easily get :
(X (0))t + o (X (0))(W () — W(0))
t
+ o(X(0))o'(X(0)) /0 (W (s) — W(0))dW (s)

12

X(t)

At a first glance, the situation is more complex than previously, because of the presence
of the stochastic integral fj(W(s) — W(0))dW (s). But the Ito formula shows :

| =

/Ot(W(s) ~ W(0))dW (s) = =(W(t)? — 1)

-

Then, again only gaussian laws are involved in the previous scheme, duc to Mil-
shtein [19] who introcuded it in 1974 for the mean-square approximation of (X(t)).

12




3.2 The multi-dimensional Milshtein scheme

Let us now examine the general case.

Let us introduce a notation :

Al W = W((p+ 1)h) — W(ph)

The same procedure as before leads to the mulii-dimensional Milshtein scheme :

h

Y <k : <h ) ry <=h
'\P-H = ‘\I) +ZO’J.(‘\IJ)A;’+1‘:LJ +b(‘xl’)h
i=1

+ Z (70J(T:)0L(Tﬁ

Jhk=1

)/pirﬂ)h(wfk(s) — W"k(ph))(ﬂ’V"(s) 9)

Now, the situation is really complex, because of the presence of the multiple stochastic
integrals f}f};*”"(wk(s) —W*(ph))dW9(s) : these integrals do not depend continuously on

the trajectories of (W (t)) (therefore are annoying for the trajectorial approximation), and
the conjoint law of these integrals and the increments A’ W seems difficult to simulate :
in particular, it cannot be seen as the law of a simple transformation of a gaussian vector.

How to get rid of this difficulty is one of the main features of the numerical analysis
of stochastic differential systems.

3.3 Mean-square approximation and Taylor formula

Milshtein [19] proved the following result :

Theorem 3.1 Lct us supposc that the functions b and o arc of class C*, with boundcd
derivatives of first and sceond ordors.
Then the Fulor scheme satisfics @ for any integration time T, there cxists a posilive
constant C(T) such that, for any step-size b oof lype % n€N:
1
[FIx(T) = X2 < myvih

For the Mishicin scheme, we can substitute the following bound for the crror :

It can be shown that the Milshicin schemie is not “asymptotically efficient™ in the sense
that the leading coefficient i the expansion of the mean square error as power series in
h is not the smallest possible. Clark [7] and Newton ([22], [23] and [21]) have introduced

13




new schemes which are asymptotically efficient ; these schemes may be seen as versions of

the Milshtein scheme with additional terms of order hAN W and (A} W)? (when the

Wiener process is scalar). In the two last references, efficient schemes based upon first
passage times of the Wiener samples through given points, and efficient Runge-Kutta
schemes are presented.

Another question concerns the order of convergence.
Let us say that a random variable is of order k if its variance is equal to Constant x h**.
The Milshtein scheme involves only random variables of order less than 1.

To get a better rate of convergence in the mean-square sense that this scheme, one
must involve multiple stochastic integrals of order strictly larger than 1, for example :

(p+1)h .
L WHs) = WHpR)('(s) = W (ph))aW(s)

(p+1)h . p+0h .
/ph (s — ph)dWI(s) | /ph (WH(s) — WH(ph))ds

: 3
in order to get an crror of order Az.

The coefficients of these integrals in the schemes are given by a Taylor formula (see
Platen & Wagner [30]).

Of course, most of these integrals, as those involved in the multi-dimensional Milshtein
scheme, have probability laws which seem difficult to simulate. Therefore, in the general
case, the Euler scheme is the only efficient scheme for the mean-square approximation.

Nevertheless, there exists a situation where the multi-dimensional Milshtein scheme
involves only the increments of the Wiener process AﬁHW'.

3.4 The commutativity condition

Let us suppose that the column vectors of the matrix o satisfy the following condition :
Vi,Vk : do;(-)oi(:) = Ooi(-)o;(-) (10)

That condition expresses the commutativity of the vector fields defined by the column
vectors of o.

It is obviously satisfied when the noise is one-dimensional, or when the function o is
constant.

The Ito formula and this hypothesis imply :

(p+1)h

30k(-)0j(-)/ph (WE(s) = WH(ph))dW? (s) + Ba;() )/(M) Wi(s) — Wi(ph))dW*(s)

h
= 90, (-)o;(-)(WH((p + 1)h) = WH(ph))(W/((p + 1)h) — W7 (ph))

14
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and therefore the Milshtein scheme may be written again :

<h <h | o —h ,
XP-H = Xp+zo’j(Xp) p+1W‘7+b(X )h

+ Z Z 8": Uk X )Azﬂw A;‘“

k= 23<k

4o Zan X" [(A,’;ﬂw')2 - h] (12)

A very nice result due to Clark & Cameron [6] shows that, under the commutativity
condition, the Milshtein scheme leads to the best possible rate of convergence for the
mean-square approximation (i.e h) among all the discretization schemes involving only

values of the process (W (t)) at times (ph,0 < p < n = 1),
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4 Almost sure and pathwise approximation

4.1 Statement of the problems

First, let us suppose that we observe or simulate increments of the Wiener process during
time intervals of length k ; then we construct a continous time process (X (t)) by using the
Euler scheme and interpolating linearly between the times ph. Does this process converge
almost surely to (X(t)) on finite time intervals when h goes to 0 ?

Second, let us now suppose that we dispose of a deterministic function ¢t — u(t)
which approximates a given trajectory of (W(t)) in the sense of the topology of uniform
convergence on the space of continuous functions on [0, 7).

We hope to get an approximation of the trajectory of (X (¢)) on [0,T] corresponding
to this particular trajectory of (W(t)).

To give a sense to this new problem, a natural condition is that there
exists a continuous mapping F from IR? x Co(R4;IR") ! to C(IR4;IR") such that
X(t) = F(X(0),W)(t), a.s.

A result due to MacShane [18], Doss [8] and Sussman [32] shows that this mapping
exists if the above “commutativity condition” is satisfied.

Now, the question is to build a scheme defined by functionals d)ﬁ on the space

R? x C([0, ph)) :

<+ ~<hu ~h,u
Xo = X(0) , X5 =0,(X," (u(t),0 < t < ph))
such that : for any entry (u(t)) belonging to a large set of functions (including the tra-
jectories of (W (t)) and their reasonable approximations), if z,(¢) denotes F(X(0),u)(t),
and if t — Yﬁ(t) is the function defined by :
X0 =%,"

, » PRSt<(p+1)h

then N
lim sup |z, (t) — X, (1) =0
h—0 OStST
If the previous requirement is satisfied, we will say that the scheme converges in the

pathwise (or trajectorial) sense. This is a property of robustness of the scheme on the
space of trajectories.

1Co(IR4; IR™) denotes the set of continuous functions f from IRy to R? such that S =o.
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4.2 Example

Let (B(t)) be a one-dimensional Wiener process. From the Ito formula (5), the process
X(t) = exp(t + B(t))

solves the one-dimensional stochastic differential system :

dX(1) = 2X(t)dt + X(1)dB()

It is easy to see that the Euler scheme (8) converges almost surely, and converges in
the above pathwise sense only if the function (u(?)) has the same quadratic variation as
the trajectories of the Wiener process.

The situation is different with the Milshtein scheme.

4.3 Main results

For the almost surc convergence problem of the Euler problem, a first result appears
in Newton ([22] and [24]). More precise statements appear in Faure ([9] and [10]), for
cxample :

Theorem 4.2 Let us suppose that the coefficients b(-) and o(-) are Lipschitz.

(1) If, for somc integer K > 1, the initial condition Xy verifies E| XK < oo, then

the interpolated Euler scheme with step-size %, (Yh(f)) converges almost surely to
(X(t)) on [0,T) when N goes to infinity.

(i1) If the initial condition has moments of any order, then the order of convergence is
given by :

Va < n® sup |X(t)=X(@t)|"Z5°0 , a.s.

t€0,T]

| —

Let us now turn to the trajectorial problem.

In the multidimensional case, the remarkable point is that the commutativity con-
dition, which is necessary to have a well-posed problem, is also sufficient to make the
Milshtein scheme (9) depend only on the values of (W(#)) at the discretization points
(formula (11)). This leads us to introduce the trajectorial Milshtein scheme defined by :

X = +Z "k, + Bk

+ZZOO’ p' or(X u)A"HukAhHuJ
k=2 j<k

+ = Zdo_, X )[(AhHuJ) ——h] (13)




In Talay [33] the following result is proved :

Theorem 4.3 Let us suppose that b and o are bounded, of class C3 with bounded deriva-
tives up to the order 3, and that the function (u(t)) satisfies :

Ililr_r’lozi: lu(t;) — u(t;iz))> =0 (14)

where A denotes a partition 0 =ty < t; < ...<t, =t, and |A| denotes
max; ci<m(ti — ti-1).

Then,if (Yﬁ(t)) is defined as in the previous section, under the commutativity condi-

tion :
lim sup |z.(f) —Yﬁ(t)l =0 (15)

Remarks

e The condition (14) is satisfied by the paths of the Wiener process, but also by a
much larger class of functions (for example, the differentiable functions).

o The proof of Theorem (4.3) is based on an analytical expression of the mapping F.

e It is also shown that the Milshtein scheme has the best possible rate of convergence
for the criterium (15).

¢ The commutativity condition is a strong lirnitation to the trajectorial approximation
of the solution of an Ito differential system. But, in some sense, this problem forgets
the fact that (X(t)) is a stochastic process, whose statistics may be more interest-

ing than some particular paths. We will not need this condition to approximate
quantities depending on the law of (X (1)).

4.4 Numerical example

The following numerical test illustrates the divergent behaviour of the Euler scheme for
the pathwise approximation.
Let (X(t)) the 2-dimensional process defined by :
X(t) = (sin(W(1)),cos(W(t)))
where (W(t)) is a one-dimensional Wiener process.

This process solves a system with the function b(z1,z,) defined by :

X
o= -
2
2
> _ _T
b= 2




and the matrix o is defined by :

o1 = X

1
o221 = —Z

We have simulated a trajectory of (W(t)), and a perturbation of it : we have simulated
a second brownian trajectory (denoted by t — V'(t)), and, for each t, we have added eV/(t)
to W(t).

The first figure shows the “exact” path of (X(t)) corresponding to the simulated
path of (W(t)).The second figure compares the evolution in time of the errors due to the
Milshtein scheme (thick line) and the Euler scheme (thin line), corresponding to ¢ = 0.001
and h = 0.001.
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5 Computation of Ff(X(t))

5.1 Methodology

Now, we are interested in the approximation of £ f(X(t)) on a fixed finite time interval
[0,T].

Suppose that the coeflicients b and o are smooth enough, and that the operator L (6)
is hypoclliptic ; if the law of the initial condition X(0) has a density po(), then for any
t > 0 the law of X (t) has a density p({,-) solution of the Fokker-Planck equation :

d
pltz) = Lp(t,2)

pl0,x) = po(x)
where L* is the adjoint of the differential operator (6) (see [14] e.g.).

Thus a first way to compute £ f( X (1)) consists in integrating the previous P.D.E. But
the numerical solving of this P.D.E. can be difficult, for example when the dimension d of
the process (X (t)) is very large, or when the differeutial operator L is degenerate (it very
often is the case in problems coming from Mechanics, in particular each time (X (t)) is a
vector (position,velocity)).

A second way is to use a Monte-Carlo method. Let us begin by choosing the Euler
scheme (8), and let us sirnulate (if possible, in parallel) a large number N of independent
realizations of the gaussian sequence (A:jHl’V,p € IN). Then, for each discretization step,

. . . —h —h
we get N independent realizations of X . denoted by X (w;), and we can compute

N
3 I(X () (16)
|

L . ~h
By l.‘h(‘ strong law of la.rg<"rmnﬂ)m's. this gives us an approxnna.m value of I/ f(X l:) The
quality of this approximation depends only on the choice of V.

It remains to cstimate the ervor |[Ff( X (ph)) — [f(?:)] It can be shown that, under
some smoothness assumptions on b, ¢, if the law of X(0) has moments of any order, then,
for any ume T. there exists a positive constant C'(T) such that, for any discretization
step hof wpe h=Z nelN:

[Ff(X(T)) = Ef(X,)] < C(T)h

It can be also shown that, even under the commutativity condition, the Milshtein
scheme has the same rate of convergence.

This is illustrated by the following example : choose d = r = 1, b(x) = %.r, o(r) =r
and f(2) = 2'. Then, for the Fuler or Milshtein scheme, there exist constants C, Oy
such that :

IES(X(T)) = Ef(X) = C, T oxp(CoTVh + O(1?)
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Therefore, the Milshtein scheme which is “optimal” in the mean-square sense and in
the trajectorial sense is so poor as the Euler scheme for an approximation of the law of

(X(8))-

Now, we are going to construct second-order schemes.

5.2 Second-order schemes

Let P be the set of numerical functions of R?, of class C®, such that f and its partial
derivatives up to order 6 have a growth at most polynomial at infinity.

A scheme will be said of second-order if it satisfies for any system with smooth coeffi-
cients b, ¢ with bounded derivatives of any order : for any function f in P, for any time
T, there exists a positive constant C(T') such that, for any discretization step A of type
h= %, nelN:

,/ ~h
|Ef(X(T)) - Ef(X,)] < C(T)k? (17)
Let F, be the o-algebra generated by (Yf,‘, ...,7::).
In Talay [35], it is shown that a sufficient condition for a scheme to satisfy (17) is the
set of hypotheses (C1), (C2), (C3) :
(C1) Xi = X(0)
(C2) Vne N, VNeN,3IC>0,Yp<N , EX)"<C

(C3) the following properties are satisfied for all p € IN, where all the right-side terms
of the equalitics must be understood evaluated at Y:

E (Al X|F,) = bh+ (Lb)h2+e,,+1 . Eltysi] < CH3
E (AL X)) (AL X)?)F,) = ollah + (b6 + —akl ol Oy, 0P af af?
1 12 11k ] 11 12 k
+ 28 b o}lo; + 28 bl o;
1. 1.
+ —a?‘ oo} b+ ;—a'-’aka“ b

+ - 0”3 0'2 ofol 4= 0'2(') 0” kol )h?

Tl n 'Il n

+€,’£+‘% . Elgil < < Ch?
(bllatgo_lg +b120_1'; 11 +bn 11 12

h T\t h Yy
E (83X (85,,%)")15,)
1
+ (7;28 O_tq llo_ + 0,;10 0,120.1.10,;c
1 i ik
+ a;sakO’” 120,' +§0'1”(9k0';30;20'j
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1
+ 50,’&0, 0'30k + 50, 29 o‘”a;*of)h
+ €lll213 , El{:_;?l‘3| S Ch3
E((AraX)" (AL X)) = (o) ofofal + o} ool 0} + b ot o0} ) h?

FENT L ElEH < O

E((ApaX) (M X)*)IF) = &, Byt <cn
E(AX)" (A X)®)F) = &y, Blgyiel < ok

An interesting fact happens.

To satisfy the condition (C3), a scheme does not need to involve any stochastic integral

(even Ap+1 f(p+1)h dW(s) !). Very simple random variables may be used, the only
requirement is that the law of these random variables must have the same small number
of statistics (for example, the same expectation vector, the same correlation matrix, and
so on) as a certain finite family of stochastic integrals. Let us see 2 examples.

5.3 Two examples of efficient second-order schemes

Let us introduce the random variables that will be involved in our schemes.

e the sequence
i
(Up-f-l’Upil?]’k = 1a---:"§P € m)

will be a family of independent random variables ; the (U,’,;,) are i.i.d. and must
satisfy the following conditions :

ElUyn] = ElUja = EUjL)° = 0 (18)
ElU}) (19)

ElU;a]' = 3 (20)
] (21)

[U;-HG < +oo

2 =

the (U +1) are 1.1.d., their common law being defined by :

p
. 1 ~p 1 1
PN =2)=PUN =-2)==
(0 = ) = POF = —3) =
For example, one could choose :
7 L Ar

pr1 = N/ AL
but also one could choose for UJH the discrete law of mass 2 at 0 and of mass } at

the points +v3 and —V3 :



o the family (Z37) is defined by :

ki koL :
Zyy = 2Up+1 s T Ui, k<
ky k j Frik .
Lo = Up+1 s = Uptt k>

Z{,il = %<(va+1) ‘1)

Now, a being a = oo*, we define the vectors A; by :

d
4 = 5 Y dou,

k=1

d
Z a; 6k10'

k=1

N | —

N | —

We recall that we denote by L the infinitesimal generator of the process (X(t)) :
L= Z )0 + Z
1= 1_7 1

We consider the scheme defined by :

X', = X +ZUJ N VR + WX+ Y 80X en(X0) 24 b
7.k=1

+§H%X )0, (X3) + 00, (Xo)b(X,) + A;(X,) } Ul b

| —
+ §Lb(Xp)h2 (22)

It has been shown that this schemeis of second order (see Talay [34] or [35],Milshtein [21]).

The Taylor formula given in Platen & Wagner [30] helps to understand how it has been
constructed.

Another example of second-order scheme is the following “MCRK”scheme of Ta-
lay [35], which is of Runge-Kutta type, and therefore may be more intercsting than the
previous scheme from a numerical point of view, since most derivatives of the coefficients
are avoided.

We define the new family
(Vi Vi2ik=1,...,r;p e N)

so that the family

([ ‘ ] Frkl rmn)
“p+1 Vp+ 1 Ypgs Ve JikLmnp
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is a sequence of independent variables, the Vj,;’s having the same distribution as the

U,\’s, and the f/p'i’{’s having the same distribution as the (j:fq’s.

Now we define (S}7), (TF7) and (Z¥) by :

Sph = '}(U:+1L75+1+0:11) , k<
Sty = kUl =0l k>
Sx{il = :11'<(U}{+1)2_1)
T o= W+ k<
T:il = %(V,ﬁl"p’;x—%) , k>
T = 1 (Vi -1)

Z:il = Sﬁil + T;fil + §U:+1V;J+1 , k#j
g 1 : .
izil — ((U;-H + V;I7+1)2 - 2)

The MCRK scheme proceeds in 2 steps.

<7h
From X, one first computes :

~h b, V2 1, <h
Xpry = Xyt 5 0(X) vk + 56X )h
+ 3 00,(X,)ou(X,)Splah

J1k=1

<~h . . .
Then the new value X, is obtained according to the formula :

—h —h ~h o, ~h | R
Xp+1 = )‘p + [U(Xp)brﬂ + G(Ap+§)v;o+l - TZ'U(Xp)(UpH + V;>+1)] \/‘EE
-—h
+ b(Xpp2 )b
. <hy Ry ok ~h <h ;
+ Y [2005(X,)0x(X;) Stk + 200,(X 1 )on(K 1 )Tod
7,k=1
< h\ ks
~00,(X)on(X,) Z3% b (23)

Other examples of Runge-Kutta schemes are studied, for the quadratic mean error, in
Rumelin [31] and in Newton [24].



5.4 Remarks

e The law of the family (\/f_l(fgﬂ, hSI'fj, th"j, hZ:’) can be chosen in various ways. A
precise formulation of families such that the above schemes are of second order is
given by the notion of “Monte-Carlo equivalence” in Talay [35]. The idea is that
the law of the family must only have a small number of properties ; in particular,
these properties imply that the expectation vector and the correlation matrix of

(\/};UZH ’ hsij)
and

h

(A:HWJ', / T s - W*(ph))dws))

differ only by terms of order 23.

o As alrcady mentioned, the above schemes may diverge for the almost sure and
pathwise approximations (even under the commutativity condition), in particular if
one chooses for the U;,,’s a discrete law.

o The choice of the number of the independent realizations to simulate in order to
perform the Monte-Carlo computation depends on the wished accuracy. In practice,

. . : R
one may first roughly estimate the maximal value of the variance of f(X,) on the
. o . : ~h

considered time interval, simulating a small number Ny of sample paths of (X ) ;
then, one chooses N according to the central-limit theorem, and finally simulates
N — Ny other samples to approximate E[f(-f:)] with a better accuracy.

Of course, this is the critical point of the procedure : the Monte-Carlo algorithms
converge slowly, and in practice N must be large (especially as very often the vari-

ance of f(X(t)) increases with t). If a particular discretization method permits to
obtain a variance reduction remains an open question.

5.5 Numerical experiments

We will see that the numerical performances of the above different schemes may be ex-
tremely surprizing : the Euler scheme may be more efficient than second-order schemes
(as for the ordinary differential equations, this will be explained by an expansion of the
discretization error as a power series with respect to the discretization step).

First, let us consider an example where the second-order schemes are much better
than the Euler and Milshtein schemes.

The processes (X(t)) and (W (t)) arc one-dimensional, and X () = atan(Z(t)), where
(Z(t)) is a stationary A7(0,1) Ornstein-Uhlenbeck process solution of

dZ(t) = =Z(1)dt + V2dW (1)
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so that (X (t)) solves a stochastic differential equation whose coefficients are :
1 .
b(z) = ~3 sin(4z) —sin(2z) , o(z) = V2cos?(z)

We compute F(cosh(1.3X(t) + 2)) ~ 5.36168895.

The first figure compares the evolution in time of the errors due to the Euler scheme
(thin line) and the second-order scheme (22) (thick line). The second figure compares the
evolution in time of the errors due to the Milshtein scheme (thin line) and the second-order
scheme (22) (thick line) :

EFXT: 2/t 0.070/10000 simulaionsy MONTECARLO EULER

| M%MW

035 EFXT: 2= 0.070/10000 simulations/MONTECARLO,MILSHTEIN
.3 B

03

0.25

02 |

0.15

0.1

0.05

0.05

But, in the next example, a strange fact occurs : the Euler scheme gives as good results
as the second-order schemes, whereas the Milshtein scheme may give very bad results.
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The function b(-) is defined by :

Bt = (3v2z' + 6v222 — 2sin(Q1)Qz! — 122! — 622)/(4(cos(Q) + 2)
¥ = (3v2z? + 6v2z! — 25in(Q1)Qa? — 122% — 62')/(4(cos(Q) + 2)

— S’

and the matrix o is defined by :

o = Sm(u(a: +:::))

a? = cos( x +x))

) (7r+3ux + 3vz? )
o, =

) <7r+31/z' +3z/x2)
03 = cos 3

One may check that, if the initial law is gaussian with zero mean and covariance matrix
equal to

¢ = [f;/z \/?/2]

then the law of X(t) is also gaussian with zero mean and covariance matrix equal to

2+cos!Qt!C
3 .

Let us fix v = 2, Q = 5, and the number of simulations N = 10,000.

The first figure shows the time evolution of the true value (thick line) of E|X'(#)|?
and of the approximate value corresponding to the Euler scheme (thin line) : the approx-
imation error 1s weak.
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The second figure compares the time evolution of the errors due to the Euler scheme
(thin line) and the second-order scheme (22) (thick line) : these errors are similar.

EFXT:)/re 2.000/omega= 5.000/h= 0.100/ 1000 simulations/ MONTBCARLO EULER
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Now, let us compare the time evolution of the errors due to the Euler scheme (thin
line) and the Milshtein scheme (thick line). These 2 schemes have identical theoretical
convergence rates, but, in that particular situation, the Milshtein scheme leads to absurd
results.

EFXT:3/nu= 2.000/omega= 5.000/h= 0.100/ 1000 simulationsyMILSHTEIN EULER
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Numerical trials have shown that this bad behaviour of the Milshtein scheme is not
avoided by an (even large) increase of the number of simulations. The only remedy is a
choice of a smaller discretization step. One also observes that the Milshtein scheme has
a better behaviour for small v. Let us explain why, and present a new algorithm.
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5.6 Expansion of the error

The following Theorem (Talay & Tubaro [39]) explains the numerical results of the pre-
vious Section.

Theorem 5.4 Let us suppose that the functions b(-), o(-) and f(-) are C*® ; the deriva-
tives of all orders of b and o are supposed bounded, those of f are supposed to have a
growth at most polynomial at infinity.

Then, for any step-size h of the form % :
(i) For the Euler scheme, the error at time T is given by :
—h T
Err(T,h) = Ef(X(T))—- Ef (Xn) = —h] Ee(s, X;)ds + O(h?) (24)
0
where, if u(t,z) := Ef(X(t,2))

1 & :
Ye(t,z) = 3 Z b(t,z)b (¢, 2)0;ult, )

L=
1 d

+- >0 bt (t, 2)al(t, ) wu(t, z)
21_7k=l
L1 d 1 0
g z{: 1a t T (ll t .’L‘)a,“/'“u(t,.’ll) +§5’—2u(t I)

+Zb‘tm Butz ) + = Ea(tr 80,Ju(t ) (25)

255
(i1) The same result extends to the Milshtcin scheme :
Errm(T,h) = —h /OT Etpm(s, X,)ds + O(h?)
where Ym(-) is defined by :
b(tiz) = vultz)+ % ;klag(t,m)a,a;l (t, 280 (1, )8 yu(t, 2)
+ Yo t,z)ok (6, 7)o (t,2)d; i u(t,z)  (26)

11 12 lz
J1g2.k

(11i)) The same result also extends to the schemes (22) and MCRK ; besides, for these 2
schemes, as well as for the Euler and Milshtein schemes, an erpansion of the error
as power scries in h ezxists : for any integer m, there exist constants C,...,C,
independent of h (but depending on the scheme) such that :

Ef(X(T)) = Ef (X)) = Cih + Coh? + ... + Cuh™ + O(h™*!)
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For the above example, tedious computations show (cf [39]) that the difference between
the Fuler and Milshtein schemes behaves (for large T') like

%2(2 + cos(QT))h

5.7 Romberg extrapolations

An interesting consequence of the previous Theorem is the justification of a Romberg
extrapolation between values corresponding to two different step-sizes. More precisely,
let us consider a scheme such that (h = -E) :

Err(T.h) = Ef(X(T)) - Ef (X,) = ei(T)h + O(h?)
and consider the following new approximation (the Romberg extrapolation)
Zp = 2Bf(X;]°) — Bf(X}) (27)
then :
Ef(Xr) - 7k = O(R?)

That is, it is possible to get a result of precision of order h? from results given by a
first-order scheme .

This procedure seems to be very robust w.r.t the choice of the discretization step. Let
us give an illustration of this remark : let us compare the time evolution of the errors due
to the extrapolation based on the Milshtein scheme with the 2 step-sizes A = 0.05 and
h = 0.1 (thick line), and to the Milshtein scheme itself with the step-size h = 0.05 (thin
line) : the extrapolation has extremely improved the accuracy.
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5.8 High order schemes

Of course, theoretically, it is even possible to construct schemes with a convergence rate of
arbitrary ordcr, or to get a precision of arbitrary order by adequate linear combinations of
results corresponding to a given scheme (Euler, MCRK, etc) run with numerous enough
different step-sizes.

We are not sure that high order procedures can be useful. Generally, it is not possible
to choose a step-size too large without losing too much information on the law of the
increments of (X (t)). For small values of h (0.05 for example), it is difficult to see the
gain in accuracy due to a 3rd order method, compared to a 2nd order one : the error
due to the approximation of Ef(—’(-:;) by the average (16) cannot be reduced enough (one
cannot choose NV so large as we would like !). Besides, the coefficients C; in the expansion
of the error depend on the successive derivatives of b(), o(-) and f(-). Often, C; is rapidly
increasing w.r.t. t.
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6 Computation of Lyapunov exponents, study of
stability

A summary of the Theory of Lyapunov cxponents of dynamical stochastic systems can
be found in Arnold [2] ; for bilincar systems, complements can be found in Pardoux &
Talay [27].

To compute the upper Lyapunov exponent of 2-dimensional bilinear systems, W. Wedig [40]
proposes an ingenious deterministic algorithm.

This section is a summary of results concerning the approximation of Lyapunov ex-
ponents of (non necessary 2-dimensional) bilinear stochastic differential systems and the
application to a helicopter blade problem, based on simulations and presented in Ta-
lay [37].

To be complete, we just mention that an algorithm of computation of the Lyapunov
spectrum for non linear systems in IR? or on compact manifolds has been developed, and
its convergence rate given (see Grorud & Talay [13]).

6.1 An engineering stability problem

Let us study the stability of the motion of the movement of a rotor blade with 2 freedom
degrees in terms of various physical parameters : velocity of the helicopter, geometric
characteristics of the blade, statistical characteristics of the process modelizing the tur-
bulency around the blade.

In first approximation, the stability of the movement of the blade is equivalent to the
stability of the solution of a linearized ordinary differential equation in R*
dX(t)
dt

= A()X(t) + F(t)

where the matrix-valued function A(#) and the vector-valued function F(t) are periodic
of same period (the period of rotation of the blade).

When one takes into account the turbulent flow around the blade, one may consider
the following lincarized model

dX(t)

dt
wliere b(t) (resp. G(t)) has the same property as A(t) (resp. F(t)), and (£°(t)) is a
one-dimensional noise. The intensity of the noise, o(t) is also a periodic function of the

azimuth angle ¢, where Q is the angular velocity of the blade.

All the coefficients A(t), b(t), F'(t), G(t) are explicitly known in terms of different
physical parameters of the blade.

= A(X (1) + F(1) + [BOX(1) + G0)]o (e (1) (28)



Here the “stability” we are interested in, is the following : the system is stable when
it admits a unique periodic in law solution (Y'(¢)) and when, for each initial deterministic
condition, the corresponding process (X (t)) satisfies :

lim |Y(¢)— X(t)| =0 a.s. (29)

t—+n0

First we will consider the white-noise case. The system (28) becomes :
dX(t) = [A()X(t) + F(t)]dt + [B()X(t) + G(t)]o(t) o dW(t) (30)
where (W (?)) is a standard one-dimensional Wiener process.

One can show (cf Pardoux[25}) :

Theorem 6.5 Let us suppose there exists Mg < 0 such that the solution of the system
dX(t) = A()X(t)dt + B(t) X (t)o(t) o dW(t) (31)

satisfies, for any deterministic initial condition z :

lim sup ! log | X (1) < Ao a.s (32)

t—too 1

Then the system (30) is stable in the sense (29).

In her thesis, Maryse Pignol ([28]) has proved the existence of the Lyapunov exponent
m;—tc0 1 l0g | X (1)] for the blade system. Let us see how we could compute it (in order
to know its sign !).

6.2 Numerical tests

Let us consider an example of Baxendale for which there exists an explicit formula giving
the Lyapunov exponent. More precisely, let us consider a one-dimensional Wiener process
(W(t) and the system :

dX(t) = AX(t)di + oBX(t) o dW (1) (33)
with .
SRSy
Then: 1 1 JZ™ cos(26) exp(2=t cos(26))d0
A=3latb)+5la—b) [Z7 exp(5h 523(29))(10
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We discretize (33). For each Markov chain defined by one of our schemes, and for any

. <h e e e ey
h small enough, one may show that there exists A~ such that, for any deterministic initial
condition :

.1 h
A =a.s pEToo ;}; log | X, |

~h
We want to compare A~ and A.

- ~h <h, . :
It is important to note that we cannot use the formula A~ ~ ;}Elog |X,| in practice,

because it leads to numerical instabilities, the process (]7:”) decreasing to 0 or increasing
to infinity exponentially fast. This is avoided by a projection at each step technique,
described in the next Section.

We have tested the Milshtein method and the second-order method (22).

By example, let us choose a = 1, b = -2, ¢ = 3.5. Then an accurate numerical
computation gives A = —0.4. In this example, the second-order schemes are extremely
accurate, whereas the Euler scheme and the Milshtein scheme lead to completely wrong
results, as illustrated by the 2 figures below, which represent the evolution (in terms of

. : ~h
time ph) of our estimator of A".

First, we compare the scheme (22) (thick line) and the Euler scheme (thin line) :

LYAP:1/a= 1.000/b=-2 000/sigms= 3.500/t= 0.017/MONTECARLO,EULER

0.2
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|
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Now we compare the scheme (22) (thick line) and the Milshtein scheme (thin line) :

{YAP. 1/2= 1.000/b=-2.000/sigma= 3.500/h= 0.017/MONTECARLO,MILSHTEIN

04 |

02 |

100 200 300 400 500 600 700 800
*10"'
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6.3 Algorithm for the helicopter problem

In the deterministic case (corresponding to o(t) = 0), only the Runge-Kutta methods of
order larger than 4 have given good results (because of the numerical instability of the
systemn, due to the large coefficients of the matrix A(t) and their very short period).

Moreover, the discretization step had to be choosen smaller than 107*.

For the stochastic case, the use of a second-order scheme has been also completely
necessary. We observed that we nceded a large final integration time, therefore too small
steps would have lead to too large CPU times. Morevover, the second-order schemes were
less sensitive than the first-order ones to the above underlined strong instability of the
system.

Besides, the above study of the deterministic case shows the necessity to improve the
scheme (22), in order that it reduces to the Runge-Kutta scheme of order 1 when the
intensity of the noise is nought.

F'inally, our algorithm has been the following :
1. one chooses an initial condition on the unit sphere S*
2. at step (p + 1), one proceeds in two stages :

e one applies to a single step the Runge-Kutta method of order 4 in order to
integrate the system

y(0) = X,
git) = A(ph+t)y(t)
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(the presence of A=A+ %B"" is due to the discretization of the system written
in the Ito sense)

e then one calculates :
1
Xpo = o)+ {o(ph)BALLW + So(ph) B (AL W) ~ h)
1 . .
+ -2-(o(ph)(,4B + BA + B)
+ +0'(ph)B)hAL, W) X, (34)

where we have used the following notations :
(A:HW) := sequence of mutually independent gaussian random variables

N (0, vh)
b : derivative of the matrix b(t)
all the matrices are calculated at time t = ph

3. one computes the new approximate value A4, from the previous one, A, by

~h
1 )+1og(!X,,+1|)
p+1 (p+ 1)k

Ap(1 (35)

. <h .
4. one projects X, on the unit sphere.

A Theorem below shows that this algorithm is of order 2, in the sense that, for any
deterministic initial condition z :

1 _
A= lim —log[X,(2)l| = O(h?)

p——+co ph

For the given models of blades, the deterministic system was extremely stable for
admissible velocities.

Let us suppose that o(t) is a constant function : o(t) = op (i.e the effects of the
turbulency are independent of the azimuth angle).
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For a velocity equal to 100m/s, we obtain the corresponding diagram :

e Lo e v ee e e s e st r e s s e e e e e s s e e s s et ee e e ar e aesase e tanansarae e seesaeearares
0.409E+01

D920E+0! 4

0.143E+02 d

D.194E+2 . v —_— v v v v

- Variations of the Lyapunov exponent in terms of o¢ -

The destabilization of the systermn could occur only for intensities of the noise larger
than 0.3 ; such intensities are not realistic for the turbulent winds around the blade.

Moreover, let us consider a more precise modelization of the noise. We suppose that
its intensity is a periodic function of the azimuth angle ¥ = ¢, reaching its maximum
for ¥ = 5’4—”, and defined by the function :

oo exp(6(cos(0.75m — 0.5Q¢)% — 1))

We have observed a strong dependency of the Lyapunov exponent upon é but in that
case also the instability could not appear for realistic intensities of the noise.

6.4 Choice of the integration time

This choice is much more complex that the choice of the number of simulations to perform
a Monte-Carlo approximation : the error due to the fact that one integrates during a finite
time asymptotically has a gaussian law, but the variance of this law is given by the solution
of a P.D.E., and morcover this P.D.E. depends on the Lyapunov exponent that one wants
to compute !

More precisely, considering again the case of matrices A and B independent of ¢ for the
sake of simplicity, let £ define the infinitesimal generator of the process (s(t)) defined by

s(t) = %E—?ﬂ ; under technical assumptions on the matrices 4 and B (satisfied by the blade
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system and described below), this process has a unique invariant probability measure p
on the projective space P4~! (i.e the set obtained by identifying s and —s on the sphere).

We have the following central-limit theorem (Bhattacharya [4]) :
Theorem 6.8 Lct the function QQ be defined by :
1
Q(s) := (As,s) + 5 [(st,s) + |Bs|® — 2(Bs,s)2]
For t tending to +00 :
L [(Qs(0) = X)do = N(0,0%) indistributi
it s ,v°) wn distribution

where the constant v? depends only on the coefficients of the system and is given by
(< -,- > denoting the inner product in L2(P41 u)) :

Vi==-2<Q-2CTHQ - >

An cstimation of the integration time can be got by a first estimation of A, and by a
numerical resolution of the Poisson P.D.E. on the projective space

Lu=0Q—)

Of course, this phase of the algorithm is very critical. Further researches in that direction
are necessary .

6.5 Algorithm for the wideband noise case

Let us consider the system

O~ awx) + BOXOo0EW (36)
with a wide-band noisc of the form
() = —2()

where (Z(t)) is a stationaryA'(0,1) Ornstein-Uhlenbeck process.

The above system is an ordinary differential system, so that the pathwise simulation
of the solution can be achieved using, by example, the Euler scheme :

—h -—h —h . -k
X, =X, + (A(ph)X, + a(ph)B(ph)¢ (ph)) X b
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Pardoux [25] and Kushner {16] have shown that the Lyapunov exponent of (36) con-
verges to the Lyapunov exponent of (31).

But 1t appears that, even for small h, the Lyapunov exponent of that dicrete-time
process defined by the Euler scheme does not converge, when & goes to 0, towards the
Lyapunov exponent of the system (31).

One reason is that the process {£°(ph)} does not converge in law, so that the scheme
must rather involve the sequence

(pt1)k
AL £ = / £5(s)ds
ph
which converges in law to the sequence (A;‘HW).

But one has to be careful : the new scheme

Xoi1 = X, + (A(ph)h + o(ph) B(ph) Ak, )X

does not converge to a discretization scheme of (31) (4 # A).
Finally, we introduce a convenient second-order scheme, similar to (34).

First, one applies to a single step the Runge-Kutta method of order 4 in order to
integrate the system

~—h
y(0) = X,
it) = Alph+ty(t)
and then
—h 1
Xoo = y(h)+ {o(ph)BALE + So(ph B (AL,8)

+ %(a(ph)(AB + BA+B)+ o’(ph)B)hA:j“{} X' (37)

It is interesting to note that the limit of the above scheme when ¢ goes to 0 is not
the scheme (34), the difference including only terms of order hA’, | W and h%. We have
not succeeded to build a second-order scheme of the wideband system converging to a
second-order scheme of the white noise system.

Let us describe our simulation of the integrals A;;H :

Let (V(t)) is a Wiener process independent of (W(¢)) such that :

dZ(1) = —Z(t)dt + V2dV (1)

Then we have the formula :

(p+1)h . l—e"%ﬁ . 1 _2(ptn)n flPEDR 2%
/,, E(s)ds = VE |- S (ph) + AL,V = Hepi /p ®dv,

h

h
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Therefore, it is possible to simulate the vector :

(&°(ph), A;}:+1£)

by the simulation of the gaussian vector :

ey (p+Dh , (p+h
(A,,Ht,/ph edl,,/p e dV,)

h

For our models, we observed that the coloration of the noise tended to stabilize the
system (the limit case being the case of very large ¢, equivalent to the deterministic case).

6.6 Remarks

The models for the blade and the noise were simplified ; in particular, only physical
experiments during a flight could permit to improve the modelization of the noise, and
overall a more realistic model should be non linear.

In this simplified context, the conclusion was that the turbulency around the blade
has small effects on the stability of the blade.

6.7 Convergence rate

Let us consider a bilinear system

dX(1) = AX(H)dt + 3" BX(2) 0 dWi(t) (38)

=1

Let s(t) be the process on the projective space of RY, P21, defined as the equivalence

class of I_%% with respect to the equivalence relation : r ~y iff t = —yorz = y.

The process s(t) is the solution of the following Stratonovich stochastic differential
equation, describing a diffusion process in P! :

ds(t) = g(A, s(t))dt + i:g(Bi,s(l)) o dW(t) (39)

where :

9(C,s8) := Cs — (Cs, s)s

Now, let us introduce the Lie algebra A = L.A.{g(A,"),9(B:,"),...,9(B, ")}, i.e. the

smallest vector space of differential operators containing the operators

Zgi(,ll,-)('); s ng(Bj,-)é); (j = 1,...7‘)
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and closed under the brackett operation [Py, ;] = Pyo P, — P, o P,.

For s in the projective space P*~', A(s) denotes the space obtained by considering all
the elements of A with all the coefficients of the operators frozen at their value in s.

In Arnold, Ocljeklaus and Pardoux (3] is proved the following Theorem :
Theorem 6.7 Let us suppose : |

b

Then the process (s(t)) on P~! has a unique invariant probability measure y, and
there crists a real number A such that, for any z in RY — {0} :

. 1
A= tlr-ri-loo 7 log | X(t,z)| , a.s.
In Talay [37], is proved the

Theorem 6.8 Let us suppose that the system (39) satisfies the hypothesis :

(HO) the infinitesimal generator £ of the process (s(t)) on S9! is uniformly elliptic, i.e
there exists a strictly positive constant a such that, for any x in S¢~! and any vector
€ in the tangent space Tga-i(2) :

gm(&,x),e)? > aléP

(HU) (i) the ((_,7,{+1) s are 1.i.d., and the following conditions on the moments are ful-

lled
EU +1] = [Lp+l] = Ef p-H] =0
E[U;-H] = 1
F[UJ+1]4 = 3
EUL " < 400 , ¥n>5 (10)

(i1) the common law of the (UJH) s has ¢ continuous density w.r.t. the Lebesgue
~ measure ; the support of this density contains an open interval including 0 and
s compact

Let (Y;l, p € IN) be defined by the Fuler scheme, the Milshtein scheme or the scheme (22).
Then, z'f A is the upper Lyapunov exponent of (38) :

(i) for (X, dr’fmed by the Fuler or Milshtein scheme, |A — by | =0(h);

(ii) for (X, defned by the scheme (22), |\ — b | = O(h?).

Remark : the hypothesis (HU) is not limitative from a practical point of view, but (7z)
was not necessary to obtain the results concerning the Monte-Carlo type approximation.
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7 Computation of the invariant law

7.1 Position of the problem

We again consider the general system (4).

Under the hypotheses below, the system has a unique invariant measure u, which has
a smooth density, p. One way to compute [ f(z)dp(z) for a given function f is to solve
the stationary Fokker-Plank equation L*p = 0, where L* is the adjoint of the infinitesimal
generator of the process (X (t)).

This stationary Fokker-Plank equation is a P.D.E., and its numerical resolution could
be extremely difficult or impossible, especially when the dimension of the state-space, d,
is large, or when L is degenerate (remember the Remark of Section (5.1)).

In [12], Gerardi, Marchetti & Rosa propose to approximate (X(t)) by a sequence of
ergodic pure jump processes which converge in law.

Since for any p-integrable function f we have :

[ 1@du@) = Jim 3 [ 1 ()ds

we propose to simulate one long trajectory of a process (Y:), and to approximate [ f(z)du(z)

by :

=1

N
TR

As in the previous Section, the critical point is the choice of N : again the random
variable

= U = [ so)dnoes

is asymptotically gaussian, but the variance of the limit law depends on the solution of a
P.D.E. which itself depends on the unknown [ f(z)du(z).

At the present time, we do not know what could be a good procedure to estimate this
variance.
7.2 Second-order schemes

As for the approximation of Lyapunov exponents, these schemes seem to have a better
long-time behaviour than simpler ones.

For example, one can show (cf Talay [36]) :
Theorem 7.9 Suppose that the hypotheses (H1), (H2), (H3) hold :
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(H1) the functions b, o are of class C= with bounded derivatives of any order ; the
function o is bounded

(H2) the operator L is uniformly elliptic : there exists a positive constant a such that :

vz, 6 e RY . Za;(f)ximj > olz|?
1]

(H3) there exists a strictly positive constant § and a compact set K such that :

Vee R - K , z-bz)< —B|r|?

Let us consider the scheme (22) and the MCRK scheme (23), with the law of the
involved random variables defined as in Scction (5.3), with the additional hypothesis : the
law of the U}, ’s and of the U; ., 's has a continuous density w.r.t. the Lebesgue measure.

Then the schemes (22) and MCRK define ergodic Markov chains and for any function
[ of R? of class C*, having the property that f, as well as all its derivatives, have an at
most polynomial growth at infinity :

N—oo

VzeR! : lim iwg_j I(Xs(@) = [ 10)du(®) + Ok , as.

For the Euler and the Milshtein schemes, the convergence rate ts of order h.

Let us underline that, this time, we do not require that the law of the U;H’s has a
compact support, therefore the gaussian law of the increments of the Wiener process is
allowed.

Again, a good algorithm is also to perform a Romberg extrapolation : as for the
problem of computation of Ef(X(f)) on a finite time interval, the errors due to the
different schemecs introduced above can be expanded as power series in the discretization

step h (see Talay & Tubaro [39]).

7.3 Numerical experiments

The example is the same as in the Secction (5.5), with © = 0, so that the invariant law is
gaussian of zero mecan and of covariance matrix C.

We have obscrved a strong numerical instability of all the schemes (the results are
very different when h = 0.01 and 2 = 0.015), but the second-order schemes lcad to good
results.

Below, we compare % ;’,V:, f(—f::(x)) for the Milshtein scheme (thin line) and the

scheme (22) (thick line), for
[l 2?) =
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(the correct value is 3.0 ; in z-axis : Nh).

3.5

25 = 1 1 1

0 25 50 75 100 125 150

Remark : for the two schemes,  ¥)_ f(—)f:;(a:)) converges to [ f(6)du”(6), where p*
is the invariant law of the Markov chain (YD
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8 PRESTO : a generator of Fortran programs

8.1 A brief presentation
PRESTO is a system of automatic generation of Fortran programs corresponding to the
methods described above.

The user is asked to describe his problem in a convivial way (a bitmap environment,
including menus, mouse-events,etc is managed).

Then PRESTO treats the data, performs the transformation Stratonovich/Ito of the
system if necessary, uses its knowledge base in order to decide what particular scheme can
be used in the context described by the user, what random variables must be involved and
how they must be simulated, and finally writes a commented complete Fortran program
ready to be run.

Internally, the analytical expressions of the coefficients of the Ito system and of the
choosen scheme are computed by Reduce procedures (Reduce is a Computer Algebra
Programming System, with which PRESTO is interfaced).

PRESTO is totally written in LeLtsp, and uses a version of Reduce written in LeLisp
(due to A.Beges), it runs on SUN workstations for example. A more complete description
can be found in Leblond & Talay [17], or in the users’'manual [38].

8.2 An example of PRESTO session

Let us examine the problem of the stability of the motion of a helicopter blade.
Let us see how PRESTO proceeds.
First, dialoguing with the user, PRESTO will successively learn :

e the aim is the computation of a Lyapunov exponent
e the system is bilinear with periodic coefficients

e the dimension of the state is 4

e the dimension of the noise is 1

e the noise is coloured (or white)

o if necessary the value of the parameter ¢ and the type of modelization for the wide-
band noise

o the Fortran program may call subroutines of the NAG Fortran library
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Then the user is asked to enter the algebraic expression of the functions A(t), 8(t) and
v(t), the syntax being very natural.

Finally PRESTO performs the operations mentioned in the previous Section and gen-
erates the program.

8.3 The internal mechanism of PRESTO

Any program to be generated by PRESTO is conceptually seen as a determined succession
of chapters, for example :

e Chapter 1 : comments recalling the coeflicients of the system

e Chapter 2 : comments recalling the aim of the program
s Chapter i : initialization of the generator of random numbers

. : h . —h
o Chapter j : computation of X, in terms of X .

PRESTO disposes of a collection of procedures written in Reduce language, each one
devoted to gencrate one chapter in the state appropriate to the particular context defined
by the user.

The collection of Reduce procedures also includes procedures performing the possibly
necessary algebraic computations (for example, the conversion Stratonovich/Ito or the
verification of the commutativity condition).

Therefore, after the user has entered the characteristics of his problem, PRESTO
selects the Reduce procedures performing the necessary algebraic computations, and the
Reduce procedures devoted to generate each one one chapter of the Fortran program.

That selection is done by a LISP program of consultation of the knowledge base of
PRESTO, which contains all the informations such as :

if Condition 1 and Condition 2 ... and Condition N,
then the Reduce procedure X must be selected

PRESTO also uses functions managing the environment of the user’s bitmap (windows,
mouse, ... ).

To sum up, PRESTO is a set including :
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. a collection of Reduce procedures,

. a knowledge base describing the conditions under which each Reduce procedure will
be selected,

. a program of user's data acquisition and user’s terminal management,

. a program of consultation of the knowledge base devoted to produce the list of the
Reduce procedures to be selected and run according to the user’s data.
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9 Conclusion

We have proposed some discretiation methods of stochastic differential systems, which
seem eflicient when one wants to simulate trajectories of diffusion processes, or when
one wants to compute certain quantities depending on the law of a diffusion process, by
techniques involving simulations.

A lot of open problems still remain : as examples, we could quote the discretization
of reflected diffusions processes (we know no theoretical result on that topics, except the
interesting paper of Calzolari & Costantini & Marchetti [5] on the simulation of obliquely
reflecting brownian motions), the estimation of the simulation time in the ergodic-type
situations (computation of the stationary law, Lyapunov exponents, etc), the estimation
of the rates of convergence to F f(X(t)) when the function f is not smooth (in particular,
when it is an indicatrix function).

All these problems are of prime importance for various applications, as computations
of threshold crossing probabilities, or numerical integration of non linear deterministic
P.D.E.’s by stochastic particles methods.
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