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Model Following Control for Nonlinear Systems
Suivi de modeéle en commande non linéaire

Yoshihisa ISURUGI*

Abstract

In this paper we deal with the problem of finding a dynamic state feedback
controller under which the output of a given nonlinear plant follows that of a
nonlinear reference model. A sufficient condition is given, as an application of the
structure algorithm for characterizing the input-output structure properties of a
nonlinear system. Qur design procedure is illustrated by two examples.

Résumé

Ce rapport étudie le probleme de la synthése d’une commande d’état dy-
namique telle que le systéeme non linéaire bouclé suive un modéle de référence
donné. Une condition suffisante d’existence est donnée comme application de
I’algorithme de structure et on illustre la méthode par deux exemples simples
d’application.

*Faculty of Engineering, Hokkaido University, Japon



1 Introduction

A model following control system consists of two systems :

a physical system or plant and a reference model which implicitly defines the desired
input-output behavior or the desired output of the compensated plant. The model fol-
lowing control problem, the so-called “asymptotic model matching problem”, is that of
finding a controller such that the output of the plant follows the output of the model.
Shima and Isurugi [1] proposed design methods of the model following control for non-
linear systems with a full rank decoupling matrix.

On the other hand, for nonlinear systems, the model matching problem which is
the problem of compensating the plant in order to match the model, has been studied
by several authors in the last decade. Isidori [2] gave a solution to the problem of
matching a linear model, which extends the result developped by Moore and Silver-
man [3]. Benedetto and Isidori [4] gave a general formulation and proposed a geometric
condition for the existence of a solution. Benedetto [5] gave a solution based on the
use of a zero-dynamics algorithm. He also pointed out that the compensated system is
the asymptotical model matching control system under the assumption that the model
is linear and asymptotically stable.

In the model matching control, considering the error between the output of the
plant and that of the model, we have an error-dynamics such that all of their char-
acteristic roots are zero. Such an error dynamics is not desirable since, in a practical
control, there are errors in implementation of the controller and noise. Therefore, from
an engineering view point it is necessary that the error dynamics is asymptotically
stable.

For nonlinear systems decouplable by static state feedback, the model following
controller can be easily constructed by a slight modification of a model matching algo-
rithm, as reported in {1]. However, for a larger class of systems, where the decoupling
matrix has not full rank and its relation of dependency is not constant, it is not straight-
forward to obtain the model following controller, though the model matching problem
1s solvable.

In this paper, we present a design method of the model following control system
with a linear error dynamics based on a structure algorithm. Section 2 is devoted to a
definition of model following control systems and a nonlinear structure algorithm. In
section 3 we give a sufficient condition as an application of the structure algorithm. In
section 4 the obtained design procedure is applied to two examples.



2 Preliminaries and problem statement

We consider a nonlinear plant described by differential equations of the form

T, = folzp) + Gplzp)uy (2.1a)
Y = hy(zp) (2.1b)

with state z, = [x;,...,x;P]T € X, C R™, input u, = [u},...,u;]” € R" and output
Y = [Yp,- - ,y;"]T € R™. f and the r columns g,,,..., g, of the matrix G, are real ana-
lytic vector fields on R® and the m functions h;, ..+, hy' of hy, are real analytic functions.

The given reference model is also described by differential equations of the form

Ym = hM(l‘M) (2.2b)

with state zp; € Xpy C R™™, input up € R™ and output yp € R™, and real analytic
frm, Gy, b

We first introduce an extended system associated with the plant (2.1a) and the

model (2.2a)
= f(z)+ G(z)u (2.3)

with state zT = [«Tz3;), 2 = [uguﬂh}]T, and
- ( fo(zp) — -
o) = | B ] 6 = e,

Gi(z) = GPE):E,,) ] )

0
Gy(z) = . Grm(zwm) ] .

The error between the output of the plant and that of the model is defined by

e = h(z) = hur(zn) = h(ay) (2.4)

where e = [¢!,...,e™]T.

The compensator used to control the plant (2.1) is assumed to be a dynamic state
feedback of the following form

u, = afz) + B(r)um. (2.5)
Then, we define model following systems as follows :

Definition 2.1 If the compensated plant (2.3) and (2.5) with the output (2.4) satisfy
the following properties, it is called a model following control system.
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Pl The input up does not influence the error (2.4) of the system (2.3), (2.5).

P2 The error dynamics is globally asymptotically stable with the origin as a critical
point.

It is known [6], [7] that the input ups does not influence the output e of the overall
system (2.3) (2.5), if and only if the functions a(z) and f(z) are such as to make the
conditions

L(G1ﬁ+Gz)L?f+Gla)h(x) =0 (2'6)
satisfied for all k > 0. Here, L(;;,4)h(z) stands for the Lie derivative of h with respect
to (f + G1a) and L?j+c,a)h($) = h(x),LfHGm)h = L(f+Gxa)(Lff_+lcla)h)'

In general, differentiating the output with respect to time, we need relative orders.
For the plant (2.1) the relative orders p; of the output y; are defined as follows :

pi = min{j : Lg, L7 h¥(z,) # O}. (2.7

If there exist no such 7,then we define p; = oo. In this paper we assume p; < co. Then,
we can define the matrix Q°(z,) consisting of non zero rows as follow :

Lg, L3, k! (z,) }

.. (2.8)
Lo, Ly k™ ()

Q(z,) = [

which is called the decoupling matrix of the system (2.1).

The following is the structure algorithm, as introduced in [8], for the extended sys-
tem (2.3), (2.4).

Step 1.
Set €y = e and @o(z) = h(z). Calculate
, _ Oag _
b = S2(f(2) + G(2)0)

and write it as

Set py = rankb;(z). Let

be a m x m permutation matrix, such that y 23 bi1(z) has full rank p;. Decompose éo as

é&r = a(z)+ I;l(m)ﬁ

€ = &l(l‘,él),

where [6] &, )T = Piéo. Set Ay(z) = & (z) and By(z) = by(x).



-

Step £k +1

Suppose that in Step 1 through k, é1,.. eik), 6) have been defined so that

& = dafz)+ bl(x)u

éz = az(.'l? 61, 61) -+ bg(l’ 61)u

&R = Gz, (8 i1<i<k—1,i<j <k} (2.9)
tbe(z, e 1<i<k-1,i<j<k—1}a

e = Gz, {9 :1<i<ki<j <k}

Suppose also that the matrix B, = [b7,...,bF)7 has full rank equal to p;. Then
calculate
~(k Ody, Oay
65: +1) _ = =% (f(z) + G(z) u)+ZZ ~(J) f1+1)

= l]"‘l €;
and write it as

) = gz, 1<i<ki<i<k+1))

+hesa (e, {E9 1 <i <k <G < k)
By
' bi 41
(z,6¥ :1<i<k,i <j<k) which satisfy (2.9). Let

Set pry1 = rank [ ], where the rank is evaluated on the set of functions

be a (m — px) X (m — pi) permutation matrix, such that IskH bry1 has full rank pr41.
(k+1)

Decompose € as -
et = G(a, {eY 1<i<ki<ji<k+1))
o (z, (&7 1 1< i <kyi <j <k})a
e = a (e {8V 1< < k41,0 < <k+1)),
h ~(k+1)T ~(k+1)T 7 _ A(k+1) " _ Ax ~ _ Bk
where (6,777 €.0 7)Y = Pep1€y . Set Agpr = ,and By = | ¢ .
Qf41 bk+1

End of Step k+ 1.

The last step of the algorithm, denoted by k*, is the least integer k such that rank
Bi = m. If there exists no such k then we deﬁne k* = oo.

Remark 2.1 The matrices Py, P,,... of the structure algorithm are not unique n
general. However, it is known [9] that the integers py,pz,... do not depend on the
choice of the matrices Py, Py, . ...



3 Main Result

We assume, in the above procedure, that &* is finite. Then we can obtain the following
theorem:.

Theorem 3.1 If the following conditions are satisfied at each step k, there ezists a(zx)
and B(z) with which the system (2.3)-(2.5) is a model following control system.

(i) . .
rank Bxy = rank B, (3.1)

where By, = [Bkl,BIa] such that Bya = Bklu,, + Broup.
(ii)
rank By (z, {87 :1<i <k—1,i <j < k—1}) = rank By(z, {0,...,0}) leem,

(3.2)
where My = {z|a;(x,{0,...,0})=0:0<:<k-1}.
Proof At the step k* such as px» = m, we have obtained
- é'gl)
: = /ik‘ + Bk‘lup + Bk‘2“M
I é{’i"
(3.3)
F e ar(z, e( ))
_“{’i'_‘l" age_1(z, {89 1<z<k"—-lz<]<k*—1})

If the condition (3.1) is satisfied, then the matrix By.; has full rank. Moreover, from
condition (3.2) the rank of the matrices By, is invariant under the following relations :

AL
& = Z%&,&") (3.4)
&F) = ZR(g, e .. el
From the permutation matrices P in the algorithm, we get
. [ 5 Isktl ]
€k+2 ) Y
: = : ér, for0<k<k*-1,
ék:-1 Pk -1Pk ez- I:Dk+1
€k Pk' 1Pk c—2... Py |
which yield
&P = ZF{e T 1< i < ki <G <R, (3.5)
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]

Therefore, we can determine a(z) and §(z) such that the equations

B;k°1ﬂ(9j)+ék'2 =0

Ak + Brma(z) = [2%,...,2%]T : (3.6)

are satisfied.

Since the functions Z* are arbitrary functions of {égj—l) :1<i<k i1 <5<k}, it
is always possible to choose them as linear functions :

kk*

2 =33 o5'g "

=1 j=1

where the coefficients a};l are (px — pr-1) X (p; — pj—1) matrices. Then we have a linear
error dynamics as follows :

[ & ] [+« x 0 x 0 011 ¢

& 0 01 0 &,
é2 * ok ok * x 0 ... ... 0 éz

N =10 00 o I o ... ...0 .

€l . . . . Cke
e (k*—1
-egi)_ L* * % Xk L. ... *dLeSc' )_

As a result, the choice of a}sl such that the error dynamics is asymptotically stable
is possible.

Remarks

1) If condition (3.1) of the theorem is not satisfied, then the solution a(z) and S(z)
satisfying the equations (3.3) for all upm(t) do not exist, since Bi.; has not full
rank. Therefore, the condition (3.1) is a necessary condition.

2) M; are submanifolds in the Zero Dynamics Algorithm. As a result, it is obvi-
ous that, if the conditions (3.1) and (3.2) are satisfied, then a model matching
problem is solvable, as reported in [5]. However, since in general,

px > rank By, (2{0...0}) Lem 2 g,

the model following problem is not always solvable, even if the model matching
problem 1is solvable.

3) In the case of p; > p}, we have a relation
b {e({8Y i 1<i<k—-1,i<j<k-1}{":0<i<k-1})=0},

which reduces the rank. Then, we may proceed further with the procedure by
adding the following operations : Set pr = p; find ¢, and test the condition
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(3.1), i.e., pr = rank By |#x. From the next step, the rank is always evaluated
under the relation ¢,. When the algorithm terminates at step k*, we have a
constraint condition ¢, for the construction of the error dynamics. Consequently,
if there exist Z; such that the error dynamics is asymptotically stable under the
restriction @i, then we can construct the model following controller from (3.6).

4) It is quite easy to see that, if the given plant (2.1) is such that the decoupling
matrix (2.8) has full rank, then the condition (3.2) is always satisfied since the
elements of B, are functions of only Tp, l.e., By = Q°(zp). In this case the
condition (3.1) is equivalent to

pi<m forl<i<m,

where 7; are the relative orders of the model.



4 Examples
Two examples are given below to illustrate the algorithm.

Example 1

First we consider the example proposed in [4] and [5], where the given nonlinear
plant is described by

3
Zp

— = - O

0
1
0

72 — 23
— P P
Y = z! .
P

The reference model is a linear system :

0
T

0

um

3]

X

Il

+
[Nl ]
- o O O

M

It
—~
8 8
et e

Step 1 : We have

Differentiating é; with respect to time, we obtain

2 4
;__ (I:M—:L'p 1 0
6"‘( 2y )*(—wzo)“"

and p; = 1. Then,

5 2 4

€ = :l:M b :l:p + [1 O]UP

5 2 .3 3.4 4 3
€1 = TpT, — ZT,T, + Ty — Tper

Step 2 : We differentiate ¢é; further to obtain
é = —mﬁél + [mi Hups + [z — 25 — & i — xi -z, — éuy

and p; = 2. The matrix

~ 1 0
B21(xa0) = ( 4 3 4 )
P

i —z



has full rank for all z € M, where M, = {z|z}, — 22 + 23 = 0,2}, — 2} = 0,2},23 -
z3z; + x4y = 0}. Hence the algorithm terminates at k* = 2. We have

- Th — T
A2 = 3% s
—Tr, €

P
5 - ( o | 0 . 0 0 ) '
T —Th— €& Ty —zi—z,—6 1 231
If in (3.5), we set
—aoél
7 = . T
[ —Boé2 — Bié; ]

from (3.6), we can determine a(z) and S(z) as follows :

~z3, + m; — ag(zhy — xf, + :1:2)

2 4 1 2 .3\
—Ty+ T, —ag(Thy — 2o+
a(z) = x3 — zd — 23 — ao(zhy — z? + mg){( M T %p oz — 25 + 7))
+(an ) (zpr — 22 + 2323 — Po(zhy — 23)
—B(zhex) — 2 + Ty + a0zd(2hy — 22 + 23))}

Blz) = 1 o 0
- g —zf — 23— ao(zhy — 22 +22) \ —z; -1

P

Thus, the dynamic state feedback control law yields the error dynamics

él — g 0 0 e!
et | = 0 0 1 e? |,
€2 0 —fo -BH é

where e = [e! €?]7. Since the condition of theorem is a structural condition, in this
example, the controller is not defined whenever z3; — z; — z3 — ao(z)y — 22 + z3) = 0.
If we choose ap = fp = i = 0, then we have the model matching controller, which
coincides with the one derived in [5] using the zero dynamics algorithm.

Example 2

The following example shows how the error dynamics can be constructed by means

of the modified algorithm, i.e. remarks (3), when the condition (ii) of theorem is not
satisfied.

The nonlinear plant is described by

:c,‘, -1 0
xigd — 213 22 0 zl
Tp = i pO PP+ Op 1 Up, Yp = m'z’ ’
14
x; 1 1

{»



and the model is a linear system

z%, 00
TH 00 21
iy=| -}ty +zXy | +] 0 0 |un, ym=<$'2")~
—zi, 10 M
xhy — z3y 01

Step 1 : We have p; =1 and

& = ey —z,+ (1 Oy
€ = m?w:c +:1:M—:v§:v:—:z:gel

Step 2 : We obtain p; = 2 and
& = :vM( — 1)+ )y + Ty — z5(zoz) — T25 + 5)

— 23 + [—adzt z2 zh — ) - &y,

and
~ 1 0
Pa=(deg - soa )
The condition (3.2) is not met since p) = 1. Then, we set p; = p}, again and we get
¢2 = {€ = [0,1]é} according to remarks (3).

égﬂ = :1:,2”(:1:2-{—31:3 4 +xi,(a:3—1)+x}“4+x15w

— zi(z; + (:1c4)2 +z)— ) e1 — (23t + 2 )é'l

Step 3 : An easy computation shows that p; = 2 and the condition is satisfied under
the restriction ¢;. Since p3 = 2, the algorithm terminates at k* = 3.

We have the error dynamics
G o=z
é:(;i) ) = Zg(e,él,ég)
¢2 : él = [0 1]60

From &, =[1 0], and é; = {0 1]é; = €, = é;, the error dynamics can be written
in the form

& = Z(83)=é3
égs) = Z2(51,63)63)é3)'

If we choose ' )
Zz = —ﬂoél - ﬂlés - ,3253 - ﬂsés

then the error dynamics becomes

51
52
“ =
]

: ™: M. .
o . O O
N N =



where e = [e! €?]7. Since the rank of By, is invariant with respect to the error dynamics,
we can design the model following controller by solving (3.6).

~ 1 E a Z
u, = B3 { Bayups — ( g; ) - ( Z: )}.

In this example, the solution is defined for x2 # 0.
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5 Conclusions

In this paper, we have proposed a condition for the existence of a dynamic state feed-
back under which the output of a given nonlinear plant follows that of a reference
modal.

The given condition is a structural condition corresponding to the fact the model
following control problem is solvable almost everywhere ; at every point where By. is

full rank.

We have restricted our attention to the error dynamics based on an input-output
approach. Hence, the proposed solution is such as to make the system maximally
unobservable. Since some of the internal dynamics, which is refered to as the zero
dynamics, is automatically assigned, the given plant is necessarily minimum phase
nonlinear systems.
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