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ANALYSE DE SENSIBILITE DE PROBLEMES D’OPTIMISATION
PARAMETRES SOUS CONTRAINTES DE CONE

SENSITIVITY ANALYSIS OF PARAMETRIZED PROGRAMS UNDER
CONE CONSTRAINTS

Alexander Shapiro* Joseph Frédéric Bonnans'

Résumé : Cet article examine le comportement local de solutions de
problemes d’optimisation paramétrés sous contraintes de cones dans un es-
pace de Banach. Sous certaines conditions suffisantes d’optimalité du deux-
ieme ordre nous établissons la stabilité lipschitzienne des solutions corre-
spondantes. Nous montrons aussi comment ces problemes d’optimisation
paramétriques peuvent étre approchées en utilisant le développement au
deuxiéme ordre des données.

Abstract : In this paper we investigate local behavior of optimal solu-
tions of parametrized optimization problems with cone constraints in Banach
spaces. Under second-order sufficient optimality conditions we establish Lip-
schitzian stability of the corresponding optimal solutions. We also show how
the considered parametric program can be approximated by using second-
order expansions of involved functions.
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Abstract

In this paper we investigate local behavior of optimal solutions of parametrized
optimization problems with cone constraints in Banach spaces. Under second-order
sufficient optimality conditions we establish Lipschitzian stability of the corres-
ponding optimal solutions. We also show how the considered parametric program
can be approximated by using second-order expansions of the involved functions.

Key words
Nonlinear optimization, parametric programming, stability and sensitivity analysis,

second-order optimality conditions, Lipschitz continuity.

1. Introduction .
In this paper we study local behavior of optimal solutions of the parametric
optimization problem

minimize f(x,t)
xeX

(#,)
subject to x € ¥(t),

depending on the parameter t > 0. Here X is a real Banach space, t € IR+, and it

will be supposed throughout the paper that the feasible set ®(t) is defined by cone
constraints. That is,

®(t) = {x € X: g(x,t) € K}, (1.1)

where g:X x IR+ -+ Y, Y is a Banach space and K is a closed convex cone in Y.

With the program (.2,) is associated the optimal value function

e(t) = inf{f(x,t):x € ®(t)} (1.2)
and an eoptimal (e > 0) solution x(t) satisfying the conditions x(t) € ®(t) and

£(x(t),t) < @(t) + e (1.3)



The main result of this paper is given in theorem 1 where we show that
under certain second-order sufficient conditions and for ¢ = ¢(t) tending to zero suf-
ficiently quickly as t - 0", the corresponding e-optimal solutions X(t) are upper Lip-
schitz continuous at t=0. This extends some recent results in sensitivity analysis of
nonlinear programs ([4], [5], [7], [13]) to the considered infinite dimensional case and
cone constraints. In section 3 we show how the program () can be approxi-

mated by a simpler one which involves second-order expansions of f(x,t) and g(x,t).
This approximation may prove to be useful in calculation of directional derivatives
of x(t) and requires a further investigation.

We assume that f(x,t) and g(x,t) are twice Fréchet differentiable, jointly in
x and t, and denote by Dxf(x,t), ng(x,t), D%tg(x,t), etc, the corresponding partial
derivatives. In particular Dixg(x,o) belongs to the space .Z(X,.¢(X,Y)) of boun-

ded linear operators from X to the space .¢(X,Y), equipped with the corresponding

operator norm, and we denote [Dixg(x,o)y]y by Dixg(x,o)(y,y). We suppose
throughout that the null program (2 0) has a unique optimal solution x, and that
x, is a regular point of g(x) = g(x,0), with respect to the cone K, in the sense of

Robinson [11]. That is

0 € int {g(x ) + Dg(x, )X - K}. (1.4)

The following notation and terminology will be used in the paper. By
c{{S} we denote the topological closure of a set S ¢ X. For a convex set C and
x € C we denote

R(x,C) = tl>JO t(C - x)

the radial cone, and T(x,C) = c{{R(x,C)} the tangent cone to C at x. B(x;r) de-
notes the ball {y € X:|ly - x|| < r} and By = B(0;1) denotes the unit ball in X.

For x € X and ¢ € X* we use the notation <¢x> or <x,£> for the value £(x) of
the linear functional ¢ at x. If K is a cone in X or in X*, then its (positive) dual
cone K* is given by

K' = {y:<y,x> 2 0 for all x € K},



and its polar (negative dual) cone is K” = -K*. By 8f(x) we denote the subdifferen-
tial of a convex function f(x). For a point x € X and a set S ¢ X we denote by
dist(x,S) the distance from x to S.

2. Lipschitz stability of optimal solutions
In this section we study Lipschitz continuity of eoptimal solutions of (2 ,).

Note that we assumed existence of the optimal solution for the null (unperturbed)
program (.2 0) only. Of course, for ¢ > 0 an e-optimal solution x(t) always exists

provided that the corresponding feasible set ®(t) is nonempty and ¢(t) >-«w.
Sometimes we write f(x), g(x) and ¢ for {(x,0), g(x,0) and ®(0), respectively.

Under the regularity assumption (1.4) the set

A, = {» € K":Di(x_) = XoDg(x,), <Ag(x,)> = 0}, (2.1)

of Lagrange multipliers of the program (.2 0) at the optimal solution point x o is

nonempty (first-order necessary conditions, [9], [12]) and bounded (e.g. [16, theorem
4.1]). Consequently A o 1s a convex and weakly* compact subset of Y*. Consider

the Lagrangian function
L(x,At) = f(x,t) - <Ag(x,t)>
of the program (S’t) and the set

A= argmax{DtL(xo,/\,O):/\ € Ao}. (2.2)

Notice that the set A1 is nonempty because of the weak* compactness of A o We

shall need the following regularity assumption.

Assumption A.

For some A € A, the tangent cone T(A 0,A 0) is representable in the form

T(A,A,) = {X € T(/\O,K+):A0Dg(xo) = 0, <Ag(x,)> = 0}. (2.3)



It follows from the definition (2.1) of the set A  that the radial cone

R(A o’Ao) can be written in the form
R(A,A,) = {} € R(AK"):doDg(x) = 0, <Ag(x,)> = 0}. (2.4)

Therefore assumption A holds if and only if the topological closure of the cone
given in the right-hand side of (2.4) coincides with the cone given in the right-hand
side of (2.3). In particular, assumption A holds in the following cases.

(1) The cone K* satisfies at A, the polyhedral property
T(A,K") = R(A,K"). (2.5)
(i) The point x is regular with respect to the cone K = K(A ), where

K(}) = {y € Ki<Ay> = 0}. (2.6)

Condition (2.5) is relevant to the situations where the feasible set ®(t) is defined
by equality and a finite number of inequality constraints, or when AO = 0. Condi-

tion (ii) was considered in [14]. It implies that the set A = {A} is a singleton
[14, lemma 4.3] and hence T(’\o’Ao) = {0}. Also condition (ii) is equivalent to (see
[9, lemma 2.3])

Dg(x,)X - K, + [glx,)] = Y, (2.7)

where [g(xo)] denotes the linear space generated by vector g(xo). The polar cone of
the cone Dg(xo)X - K, + [g(xo)] is the intersection of the polar cones of Dg(x )X,

‘K, and [g(x_)]. Since
K, =K' + [A)]) = T(A,K")

it follows that the polar cone of Dg(xo)X - K, + [g(xo)] coincides with the cone



given in the right-hand side of (2.3). By (2.7) this polar cone is {0} and hence,
indeed, condition (ii) implies assumption A.

Lemma 1
Suppose that x, is a regular point of g(x) with respect to K, that assumption A

holds and that the cone Dg(x )X - K, + 8(x,)] i closed. Then there ezist positive

numbers k and n such that

2

o(t) - o(0) < t /\mEan DtL(xo”\’O) + Kt (2.8)

0
for all t € [0,n).

Proof
Since A o maximizes DtL(xo,)\,O) over Ao’ it follows by the corresponding first-order

necessary conditions that
where N(’\o’Ao) is the normal cone to A  at A, The normal cone N(’\o’Ao) is
polar of the cone T(A O,A 0) and, because of the assumption A, is given by the topo-

logical closure of the cone Dg(xo)X - K, + [g(xo)]. Since it is assumed that the

last cone is closed we obtain that
_Dtg(xo)o) E Dg(xo)x - KO + [g(xo)]

It follows that for any t > 0 there exist y € X, k € K o and a € R such that
-tDtg(xo’O) = th(xo)i - k + ag(xo)

Moreover, since g(x,) € K o We can always take a.2 0. Therefore for sufficiently
small t > 0 we can take a € [0,1]. Then replacing k by k+(1-a)g(x,) € K we ob-

tain



-tD,g(x,,0) = tDg(x )y - k + 8(x,)-
It follows that
g(x,) + tD g(x ,0)y + tD;g(x,0) € K (2.9)
and

<A,D,8(x,,0)y + Dg(x,,0)> = 0. (2.10)

Let us note that since K is convex and g(x ) € K, if (2.9) holds for some t=t > 0
and y, then it holds for all t € [0,t O] and the same y. Therefore we can choose y

independently of t for t sufficiently small. Now
- - 2
g(x, + ty,t) = g(x,) + tD_g(x,,0)y + tDg(x.,0) + O(t). (2.11)
Consequently, by the Robinson-Ursescu stability theorem ([11], [15]), it follows from

(2.9) and (2.11) that there exists J(t) such that x +¥(t) € ®(t) and ||ty - F(t)] is of
order O(t%). Then

oft) < f(x, + F(t)t) = f(x)) + D f(x 0)§(t) + tDf(x,0) + O(t%)
= 1(x,) + tD_f(x_0)F + tD,f(x,0) + O(t?).
Together with (2.10) this implies
e(t) - ¢(0) < thf(xo,O))_/ - t</\O,ng(x0,0)§> +
tth(xo,O) - t</\0,Dtg(xo,0)> + O(t2) =
t<DI(x,) - A oDg(x,)>¥ + tD,L(x A ,0) + O(t2).
By the first-order necessary conditioﬁs it follows then that

#(t) - ©(0) ¢ tD,L(x ,2,,0) + O(t?).



Since A, maximizes DtL(xO,A,O) over A, the inequality (2.8) follows. -

Remarks
Condition (2.9) holds for some t > 0 iff

D g(x,0)y + D,g(x,0) € K + [g(x )} (2.12)
Notice that
K + [g(x,)] = R(g(x,)K).
Consider now the following linearizations of the program (.2,):

minimize <Df(x ),y> + D f(x ,0)
yeX

subject to ng(xo,O)y + Dtg(xo,O) € M,

i=1,2, where M; = R(g(xo),K) and M, = T(g(xo),K). Program (.¢,) differs from
program (.¢ 1) only in that its feasible set is the topological closure of the feasible
set of program (.¢ 1). Clearly y solves program (.¢ 1) iff it satisfies condition
(2.12) and solves program (12). Therefore a feasible point y solves (.¢ 1) iff there
exists A € [T(g(xo),K)]+ such that

Df(xo) = Ang(xo) and <A,Dg(xo)§ + Dtg(xo,0)> = 0.

Notice that regularity of the program (.¢,) follows from the regularity of the opti-
6 2 8

mal solution x  of the null program (2 0).) Since
[T(g(x,).K)]" = K" n Ker g(x,),

we obtain that y solves program (.2’1) iff there exists /\0 €A o and t > 0 such that



conditions (2.9) and (2.10) hold. It follows that under the assumptions of lemma 1,
program (.7,) has a solution.

The dual of programs (.¢,) is the problem of maximization of DtL(xo”\’O)
subject to A € AO. By arguments similar to those of Lempio and Maurer [8, pp,
142-143], it is possible to show that under the assumption of regularity of x o alone,
there is no duality gap between programs (.¢.) and their dual program. Let us

briefly outline those arguments.

Consider the optimal value function
Yv) = inf{<Df(xo),y>:Dg(xo)y +VE T(g(xo),K)}.

This is a sublinear (convex and positively homogeneous) function and by the
first-order optimality conditions ¥0) = 0. Moreover, it follows from the generalized
open mapping theorem [10] that ¢(v) is bounded from above by a finite constant
for all v in a neighborhood of zero. This implies that ¢{v) is continuous (e.g. [6,
lemma 2.1]) and hence is a support function of a bounded set. We have that
p € Y(0) iff ¢¥(v) > <p,v> for all v € Y. By duality

Wv) 2 max <-Av>
AEA

and hence -A_ ¢ 09(0). Also, by taking y=0 in the definition of ¥(v) we obtain
that for u € 9¥(0),

<p,v> <0 forallve T(g(xo),K),

and hence

-4 € T(g(x,).K)" = K* n Ker g(x).

Furthermore, for a given y taking v = —Dg(xo)y, we obtain
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<Df(xo),y> + <u,Dg(xO)y> 20
and hence
Di(x ) + uoDg(x,) = 0.
Consequently, -u € A o and hence oY0) = -A o It follows that

Yv) = max <-Av>.
AeA

The fact that there is no duality gap between program (¢ 1) and its dual,

is sufficient to show that the inequality (2.8) holds but with the term xt? is re-
placed by o(t) (see [8, theorem 3.1]).

We employ the following second-order sufficient condition. For 7 > 0 con-
sider the cone

Cp = {y € X:Dg(xy)y € K + [g(x)], <Di(x,).y> < 7llyll} (2.13)

and the set A, defined in (2.2).

Assumption B (second-order sufficient condition)
There exist @ > 0 and 7 > 0 such that

max <y,D2L(x,\0y> 2 allyl’ (2.14)
A€A,

for all C..
or y € 7

For 7=0 the corresponding cone C0 is called the critical cone of the program
(2 o)- Notice that by the first-order necessary conditions, <Df(xo),y>'is nonnega-
tive for all y such that Dg(x )y belongs to the radial cone R(g(x,).K) (esg., [9,

theorem 3.1]). Therefore the second-term inequality in the right-hand side definition
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(2.13) of C, can be replaced by the equation <Df(x0),y> = 0. The second-order

condition of assumption B is a natural extension of the (strong) second-order suffi-
cient condition employed in [13, p. 635] for finite dimensional cases and a finite
number of constraints.

Assumption B implies that for any positive number § less than a, there
exists a neighborhood W of X, such that

f(x) > f(x,) + Allx - x I

for all x € ® N W (cf. [9, theorem 5.6]). It follows then that if x(t) is an ¢(t)-op-
timal solution of (#,), €(t) = O(t) and x(t) € W, then x(t) converges to x_ as t -

0" at least at a rate of O(t1/2) ([1], 2], [38], [14]). In the following theorem we
establish Lipschitzian rate of convergence of x(t) to x,.

Theorem 1
Let €(t) = O(t2) and x(t) be an ¢(t)-optimal solution of (Qt) converging to X as

t - 0" Suppose that the assumptions of lemma 1 and assumption B hold. Then
there ezists a positive constant ¢ such that

(1) - % < ct (215)
for all t > 0 sufficiently small.
Proof
Suppose that (2.15) is false. Then there are t - 0%, X, = E(tn) and
T, = 1% - x0|| such that |
lim tn/rn = 0. (2.16)
-

Let 7 be a positive constant specified in assumption B and consider
g = T{ll(xn - x,). We have by (2.16) that
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B(xty) = 8(x,) + 7 DE(x)y, + o(ry):
Since g(x,t ) € K it follows then that
dist(Dg(x )y, X + [8(x,)]) = 0.

By the generalized open mapping theorem (or the Robinson-Ursescu stability theo-
rem) this implies that

dist(y ,5) -+ 0

where
§ = {y € X:Dg(x,)y € K + [g(x,)]}-

Therefore there exist y_ € S such that ly, - ¥pll tends to zero as n + o. Now by

the definition of e-optimality

o(t,) - ¥(0) 2 f(x tp) - f(xo,O) - €
where € = ¢(t ). It follows then by (2.16) that

<p(tn) - ¢(0) > 'rn<yn,Df(x0)> + o(rn).

Moreover, because of (2.8),

Lin sup mHp(t) - ¢(0)] < .

It follows that

<¥p» Di(x))> < n,

for n large enough, and hence in € Cn.
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Now since for every A € A o

#0) = L(xo,/\,O)
and
(P(tn) 2 L(Xn,A,tn) - €n
we have that
ltg) - 0) 2 max {L(sphty) - LlpA0) - ¢
0
Furthermore,

L(x,At,) - L(x,,4,0) = t DyL(x,,A,0) + 27 <yn,D L(x},At0)y >
*
+ 4,7 <yp.D L( At1)> + t D (L At0),

where (x},t7) is a point on the segment joining (xO,O) and (x,t ). It follows then

by continuity of the second-order derivatives, boundedness of A  and (2.16) that

12

olt,) - 9(0) > i x {t,D,L(x A0 + 372<y D2 L(x 0y, >} + o(r)

0

>t max {D,L(x,,)0)} + %7121 ma x {<yn,DixL(xo,A,0)yn>} + O(Tf;)-
" XeA, XA

Since ||yn - §n|| tends to zero and §n € Cf) for n large enough we have by the

second-order condition of assumption B that

ma x <yn,D L(x,A,0)y,> 2 %
Aeh,
and hence
1 2 2
o(t,) - ¥(0) 2t /\man {D,L(x,A,0)} + zar, + o(ry)-

€Ay

The last inequality contradicts the result (2.8) of lemma 1 and hence the proof is
complete. ]
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Lipschitzian stability of optimal solutions of parametrized programs was
studied in a recent paper of Alt [2]. His result [2, theorem 3.4] requires a regu-
larity condition involving Lagrange multipliers which may be difficult to verify in
situations where the set A o 18 mot a singleton.

As we mentioned earlier, if the point X, is regular with respect to the cone
K, = K(A)), given in (2.6), then A = {A,} and assumption A holds. In this case
Lipschitzian stability of optimal solutions of (2 t) implies Lipschitzian stability of

the corresponding Lagrange multipliers [14, lemma 4.4]. It is interesting to note
that regularity of X, with respect to the cone K, uniqueness of A o and Lipschitzian

stability of the optimal solutions do not imply Lipschitzian stability of the corres-
ponding Lagrange multipliers even in the finite dimensional case. We show this in
the following example.

Example
Let X = IR2, Y = IR3 and consider

f(x)=x1+x2+x%+xg,
g(x) = Gx, where G is the 3 x 2 matrix

1 0 0
T
G:[OOJ,

and the cone
K = {y:y3 2 ¥3 + Y3 ¥3 2 O}.
Notice that K* = K. Then x o = (0,0) is the optimal solution of the problem,
minimize f(x) subject to g(x) € K.
The corresponding first-order necessary conditions, are

(A10) + (0,29) = (L,1), A= (A;,2g)0q) € K",
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which give the unique Lagrange multiplier A = (1,0,1). It can be easily verified
that the point x = (0,0) is a regular point of g(x) with respect to the cone K but

not with respect to the cone K o
Consider the following perturbations of the objective function
f(x,t) = (1 -t)x, + (1 +t)x F X2+ X2
(x,t) = (1- )% 2 P X1t Xy

Then for all t € [0,1), X, = (0,0) is the optimal solution with the corresponding set

of Lagrange multipliers

A(t) = {(1—t,,\2,1+t):|,\2| < 2t1/2}.

In particular A(t) = (1—t,2t1/ 2,1+t) is a vector of the Lagrange multipliers with
\ 1/2

M) - Al 2 12

3. Second-order expansion of (2 ¢)

In this section we show how second-order expansions of f(x,t) and g(x,t) can
be employed in order to approximate the program (2 t) by a simpler one. Con-

sider a = Df(x ), G, = Dg(x,), ¢, = g(x;) and for 7 2 0 the set

A u {} € K":a = XoG, <)c> = 0}, (3.1)

" (a,6,c)ef
(a,6,c)e n

where
2, = {(2,Ge)lla - agll + G - Gyll + le - ¢l ¢ n}-

Clearly, A77 contains the set A of Lagrange multipliers and for n = 0 both sets
coincide. Note that under the assumption (1.4) of regularity of x , the set A7) is
bounded for sufficiently small > 0. Indeed, consider A € Aﬂ and for a given ¢ >

0 let y € By be such that <A;y> 2> ||A| - e Then by the generalized open map-
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ping theorem, it follows from the regularity of X, that there are a positive constant

@, x € By, |v] <1 and k € K such that

y = a(GOx + 7co) -k
and a < a, where a does not depend on y.

Let (a,G,c) € Q’? be such that a = AoG and <A,c> = 0. We have then that
<Ay> € a<AGx+re > = a<),Gxepe> + a<),(GG)x + 7{c,<)>

< aflal| + aMIUIG,-GIl + licycll) < ellagll + an + anliA]l.

It follows that for 7 < _a_l,

~ 1 = -
ANl € (1 - an)™ (allajll + an + €)
which shows that A’I is bounded.

We shall need the following strong form of second-order sufficient condi-
tions.

Assumption C
There exist § > 0 and 7 > 0 such that for any A € ATI’

2 2
<y,D L(x,,A,0)y> 2 Bllyll (3.2)

for all y € X.
Note that assumption C implies existence of a quadratic form, on the space
X, which induces a norm equivalent to the original norm [|.||. Consequently X

becomes a Hilbert space.

Now let us consider the program,
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minimize <y,Dxf(xo,t)> + %<y,D2f(x0)y>
yeX

(24)
subject to g(x,t) + D_g(x,t)y + %Dixg(xo,O)(y,y) € K.

Notice that under the assumptions of theorem 1, it follows from the Lip-
schitz stability of x(t) that the optimal value function ¢(t) is differentiable at t=0
(in the positive direction) and

¢'(0) = max D L(x_,A,0)
xeh, tO

(cf. [8, theorem 3.4]). Similar result holds for the program (2 ,) as well and hence
the difference between the optimal value functions of programs (5’t) and (2 t) is of
order o(t).

Theorem 2
Suppose that the assumptions of lemma ! and assumption C hold and that for all
sufficiently small t > 0 program (2 t) has an optimal solution y*(t). Let, for

€(t) = o(tz), x(t) be an e(t)-optimal solution of (ft) converging to x  as t - 0"
Then

lIx(t) - x, - y*(V)ll = oft). (3.3)

Proof

Consider the functions

1 2
§<ny f(xo)y>)

f*(y,t) = <y,Df(x,,t)> +
g*(y:t) = g(xt) + D g(x,t)y + %Dixg(xo,O)(y,y),

the Lagrangian

L*(y,At) = f¥(y,t) - <A,g*(y,t)>
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and the feasible set

¥(t) = {y € X:g*(y,t) € K}

corresponding to the program (2 ¢)- We have that for any A € A, and y € ¥ (0),

f*(y,0) 2 L¥(y,A,0).

Since for any A € Ao,

L*(y,\,0) = 2<y,D2_L(x.,,0)y>

Ny f "xx (s L 3
it follows then from assumption C that
1 2
£(v,0) > LAly (3.4)
for all y € ¥(0), and hence y=0 is the optimal solution of (2 0). Since
ID,F*(y.t) - D f(y,0)l| = [ID4f(x,t) - Dyfx,,0)l] ~ 0

as t » 0%, it also follows from (3.4) and regularity of x, that y*(t) + 0 as t 0"
By theorem 1 we have then that [[x(t) - x_|| and {[y*(t)|| are of order O(t). There-
fore there is ¢ > 0 such that |[x(t) - x || < ct and ||y*(t)|| < ct for all sufficiently

small t > 0.

By continuity of D _f(x,t) at (x,,0) we have that f(-,t) and f*(-,t) are Lip-
schitz continuous in neighborhoods of X, and 0, respectively, with Lipschitz constant

independent of t for all t small enough. Also, by the Robinson-Ursescu stability
theorem
dist(x,&(t)) = o(t?)

6,(t) = su

x€ (x0+\Il(t)§)nB(xo;ct)

and
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= i v = 2 .
() ye(<I>(t)+)sc2§n3(o;ct)d18t(y’ (1)) = o)

Furthermore, consider

ty = sup ||D_f(x,t) - D_f¥(x=x_,t)|
) [lx-x,ll<ct x 0%

= sup  |ID,f(xt) - D f(x ,t) - DX(x ,0)(x - x )l
llx-x,[[<ct x x

which is of order o(t) because of second-order Fréchet differentiability of f(x,t).
Now, for a given t > 0 small enough, consider y* = y*(t). Because of the regularity
of X, and since y*(t) - 0 as t - 0%, we have that there is a Lagrange multiplier

M* = )*¥(t) corresponding to the optimal solution y*(t) of the program (.2 t) such
that A* € A n for sufficiently small t. Tt follows that for all y € ¥(t),

t(yt) - f(y*,t) 2 L¥(y,A*%t) - L*(y*A*%t). (3.5)

Since the right-hand side of (3.5) is equal to %<y-y*, DixL(xo,)\*,O)(y—y*)> we ob-

tain by assumption C that
* 1 ]2
P(y.t) - T(y*t) 2 H00lyv*ll

for all y € ¥(t) and all t small enough. Now (3.3) follows by lemma 2.2 in [14]

and hence the proof is complete. -
Remarks
In the case
lin {sup dist(A\A )} =0, 3.6
+ A€A ( ° J (36)
70

the set A n in assumption C can be replaced by A o Condition (3.6) holds, at least,

in the following cases:
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(i) The linear space generated by the cone K* is finite-dimensional.

(ii) The point x is regular with respect to the cone K = K(A o)’ A={) 0}.

Program (4 1;) can be expanded around t = 0 as well. That is,we can
consider the program
C . 2 1 2
minimize <y,Df(x) + tD_ f(x ,0)> + 5<y,D°f(x )y>
yeX
(24)
subject to g(xo) + tDﬁg(xo,O) + ng(xo,O)y +

212

1 2 1,2
gt "D} 8(x0) + tDL,8(x ,0)y + 3D 8(x,0)(y.¥) € K.
Under assumptions similar to those of theorem 2, an optimal solution y'(t) of (2 $)

will provide a first-order approximation of x(t) - X,

Existence of the optimal solution y*(t) (optimal solution y'(t)) follows from
assumption C if the program (2 ) (program (2 :)) is convex. In particular, if

D)chg(xo’o) = 0 (for example, if g(x,0) is linear in x), then DixL(xo,/\,O) is equal to
D)Z(Xf(xo,o) for every A and the constraint mappings of the programs (2 t) and
(.2{) are linear in y. Therefore in this case existence of y*(t) and y'(t) is guaran-

teed by assumption C.
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