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Fonctions de Lyapounov pour les réseaux
de Jackson

Guy Fayolle? Vadim A. Malyshev!
Michael V. Menshikov! Alexander F. Sidorenko?

Résumé

Nous proposons une construction explicite de fonctions de Lya-
pounov pour les réseaux de Jackson markoviens. On obtient directe-
ment deux corollaires : d’abord une preuve des conditions nécessaires
et suffisantes d’ergodicité, sans utiliser la fameuse forme produit ; en-
suite, une convergence exponentielle vers la distribution d’équilibre.
Nous considérons aussi de petites perturbations des probabilités de
transition {(conduisant donc a des réseaux qui ne sont pas de Jackson)
et prouvons que la distribution stationnaire est une fonction analy-
tique de ces perturbations.
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Lyapounov functions for Jackson networks

G. Fayolle! V.A. Malyshevl M.V. Menshikov! A.F. Sidorenko?

Abstract

We construct explicitly Lyapounov functions for markovian Jack-
son networks. Two direct corollaries are obtained : first a proof of
the necessary and sufficient conditions for ergodicity, without using
the famous Jackson’s product form ; secondly, an exponential con-
vergence rate to the stationary distribution. We also consider small
perturbations of the transition probabilities (yielding thus non Jackson
networks) and prove that the corresponding stationary distribution is
an analytic function of these perturbations.
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INTRODUCTION

Jackson networks are now classical models for communication nectworks.
Jackson [1] obtained the famous product form for their stationary proba-
bilities. Sufficient ergodicity conditions follow from this product form. Proof
of necessity of these conditions was obtained by many authors (2, 3, 4]. From
the general theory of countable Markov chains, it follows that the n-step
transition probabilities converge to stationary probabilitics when n — oc.
It was not much known about the rate of this convergence. The only re-
sult we know is the proof of exponential convergence under some smallness
assumption in [5].

Here we consider Markovian Jackson networks, i.e. with Poisson arrivals
and exponential service times. In this case, they are equivalent to a class
of random walks in Z’l’, where N is the number of nodes in a nctwork.
The main result of this paper is that we explicitely construct Lyapounov
functions. - They are either almost linear in the terminology of [6], or just
piecewise linear.

Using the results of [7], we get the corollary : exponential convergence for
any ergodic Jackson network. Also we define a class of networks which are
not of Jackson’s type, but are small perturbations of Jackson networks. The
examples are small dependence between nodes, simultaneous arrivals ete. We
prove that stationary probabilities (which cannot be given by a product-form)
depend analytically on the parameters.

Let us note that we never use Jackson’s product form in the proofs.

1 Ergodicity conditions for Jackson networks

Here we recall some well-known facts and prove a useful geometric lemma.
We consider an open Jackson network with N nodes, let £'() be the length
of the queue at the i-th node at time t. We restrict ourselves here to the
simplest assumptions : independent Poisson inputs with parameter A; > 0
for any node ¢, exponential service times with parameters y; > 0. After a
customer being served at the i-th node, he is immediately transferred with
probability p;; to the end of the queue at node j, y = 1,...; N and, with the
probability



n
pio=1-— ZP:’]‘ y
=1

he leaves the network. It is convenient (but not necessary) to assume that
Pii = 0, for all :.

In other words, we consider a continuous time random walk L on Zf with
transition intensities M.z, from the state a = (a?, ..., ") to the state # = (',

Joi = A, iff—a=e,

) o= pipo, fB—a=—¢
Ao = } : (1.1)
pij = pipy, ff—a=—e+e,
1<4,5<N.

Here e, is the vector (0,...,0,1,0,...,0), with i-th coordinate equal to 1. It is
convenient to denote the zero vector by eg. We recall now Jackson’s cqua-

tions. Assuming a stationary regime, we denote by v; “the mecan number of

customers” coming to the node j from the outside and from the other nodes

during a unit time interval. Using the law of large numbers, Jackson wrote

the following system of equations (we call it Jackson’s system)

N
I/J'ZAJ'+ZI/,'}),'J' , 7=1,...,N. (1.2)

1=1

Let us note that these equations can be solved by the iteration scheme

oo N
vi=X+Y YN, (1.3)
where
I o 1= P*, P =|| pij llijmoto v

and we put po; =0, ¢ # 0, poo = 1.
The series in the right-hand side of (1.3) converges if

ply <C(1-¢fF (1.4)

for some € > 0, C' > 0. For this it is necessary and sufficient to assume that

BN,



(A) Starting from any state we reach 0 with positive probability (a.s.) in the
Markov chain with N + 1 stales 0,1, ..., N, defined by the stochastic malrix
P.

So we can rewrite (1.3) as follows

N
v = AJ' + Z/\, m?j
i=1
where m?j is the mean number of hitting j starting from z in this finite-state
Markov chain.

So we see that the solution of (1.2) is unique.

Theorem 1.1 (Jackson). The network is ergodic iff
v; <pj forall 3=1,..,N.

Below we give a new proof of this theorem in the geometrical setting which
will be useful in the following sections.

Later on we use different results for discrete time Markov chains from [7]. We
note that all of them could be easily rewritten for continuous time case. But
we avoid this rewritting by introducing the following discrete time random
walk L in Zf. We choose its transition probabilities as

Paf = Wa Aag . (1.5)

for some

0 <w, < (Z Ao,g)_l
B
E.g. if we choose

Wo = (Z ’\aﬂ)_l )

B8

we get the imbedded chain. It is more convenient to choose

we = w < min O Aap)™! (1.6)
8



Stationary probabilities 74 of Lo and those m, of L are connected as

Mo = Wiy (1.7)

and so L is ergodic iff L is ergodic,

We want to recall now some definitions from (7).

We consider a discrete time homogeneous Markov chain L which is assumed
to be irreducible and aperiodic unless otherwise stated. The sct of states is
Z¥ = {(21,...,2n) : z > 0 are integers}, pfs be k-step transition proba-
bilities on L, M*(a) = (Mf(c), ..., ME(a)) be the vector of the mean jump
from the point « in k steps ; pls = pag, M'(a) = M(a).

For any A C {1,2,..., N}, we define the face B" of Rf ={(r1,...,rn) 17 > 0rcal)
by BY = {(r1,.yrn) i1 > 0, 1€ A; 1 =0, 1EA}

It is sufficient for us here to consider r.w. with the following conditions
boundedness of jumps :

pap =0, for lla=Bl>1,
where
”OV ”: m?‘xlai| ] a:(ala"'vaN) ]

which is a stronger condition than in [7], the homogeneity condilion we usc
is also stronger : for any A and for any a € BA N ZY,

PaB = Pata.B+a »

for all o € BAﬁZf , BeZ¥.
We define the first vector field on RY to be constant on any B* and equal
to

My=M(a), aeA.

For the Markov chain L we have the crucial property
My=fo+> fi. (1.3)
1EA

where



N
fi=w) pii(—eite)). (1.9)

So f; is the contribution of the transition from i-th node (including the virtual
0-node).

It is clear that the 2V mean jump vectors My are the vertices of the paral-
lelepiped which we denote by []. Its initial point can be taken fy and the
edges drawn from this point are f;,..., fn. This parallelepiped can be degen-
erate if the vectors fi,..., fi; are linearly dependent. We shall use below the
following combinatorial criterion of ergodicity equivalent to Jackson’s onc.

Lemma 1.2 Jackson’s network is ergodic iff M is not degenerale and the
point 0 € RN is one of its internal points. Moreover, if the origin docs nol
belong to M then this chain is transient.

Proof : Let us consider the following system of equations, w.r.t. ¢y,..., ¢,

fotea fit..+en fn=0 (1.10)

Note that [] is not degenerate iff this system is not degencrate. In this case
the system (1.10) has a unique solution and 0 is an internal point of [] ilf
O<e<lfori=1,...,N.

Inserting (1.1.), (1.9) into (1.10) we get

N ,
0=fot+d € fi= Zx\ 6]'*'26:2#:]70 —ei+ fi) =

1=1 i=1 =0

N N
- S he+ Yanl-aty me) =
=1

i=0

N N N N
=3 X ZJ/‘jej+ZfiﬂiZI’ijcj
1=1 =1 7=0

N

N
=2 (N — & 1+ D€ i pij)es

j=1 =1



which coincides with (1.2) for ¢; = p; = ;—:’:
So when 0 is an internal point of nondegenerate [] crgodicity follows from
Jackson’s explicit formulae for stationary probabilities (but in the next sec-
tions we prove it without using Jackson’s results). Let now 0 lies on the
boundary of [] (this includes the case of degenerate [T when [T coincides
with its boundary). Then there exists a hyperplanc £ of dimension N — 1
in RN such that 0 € £ and [] belongs to the closure of one of the two
half-spaces defined by £. But this means that we can construct a linear

Lyapounov function f such that
S Papf(B) — f(e) >0, f(a) > 0 for infinite number of o € Z¥.

Using boundedness of jumps we get nonergodicity by (7], sce also T'hcorem
2.3, [8]. The same is for transience when 0 lics strictly outside [].

2 Main results

Theorem 2.1 Let L be a Jackson network such that 0 lies inside [ and [)L{},
its time-t transition probabilities. Then there exist constants C(a) > 0 and
x > 0, such that, for any a, B,t,

7o — Piyl < Cla)e™" .

Let us now fix some Jackson network with A,5. In addition to the “jackso-
nian” jumps of this network, we allow any jumps a — [ satisfying bhounded-
ness and homogeneity conditions, but the intensities v,p of these additional
jumps are small.

Theorem 2.2 If a fired Jackson network with intensities A, is such that 0
lies inside ], then there exists vy > 0 such that, for

Vog < Vg

the resulting (non jacksonian) network has stationary probabilitics analyli-
cally depending on v,5. Moreover this analytic family is a Lyapounov analytic
family (see section §).



Remark 1 In particular one can expand stationary probabilitics 7o as a
convergent series in Vag. For such perturbed Markov chains, we also have
an exponential convergence to the stationary state.

Remark 2 [f 0 lies inside [] ergodicity follows from Theorems 2.1 and 2.2.
So we proved ergodicity without using Jackson’s product form.

3 Geometric construction

Let us recall that [] is a convex hull of the points M, (the ends of the vectors

My with the initial points at 0).
Let a be a fixed point of R*. Let us put

F=F“={G+Zn: Bi fi: Bi > 0}

So it is a multidimensional corner (with the vertex a) generated by the vectors
fi. It is convenient to put

FAZ{G+Z ﬂ,’f,‘tﬂiZO},/\C{l,...,n}

tEA

So

Scaling : Let us denote aTl, af‘, al'a, a > 1, the scaled geometrical objects
respectively, with vertex aa.

Lemma 3.1 Assuming that 0 lies inside [ we have that
R} 0 (al')

is a compact set for any a > 1



Proof : Let us first note that if it is compact for some « then it is compact
for any a. So we can choose a in a convenient way, e.g. to put

a=fo

Let us note then that the ray fo + 8: f;, 0 < fB; < oo, intersects the face
z; =0 of R’I, as fi has e;-component negative and the other positive. From
this compactness is readily seen. E.g. we could expand

N N
fo+dX Bifi=) Cie (3.1)
=1 i=1
with

Cj=const + Y a;ipij—aj,
i£0,5

a; = u; B;
Considering a ray o; = tr;, r; > 0, t > 0, we see that its intcrsection with
RY is an interval of finite length as

N
Z C; = const + t[zri(l — pio) — Z,.i]

and the coefficient is negative. |

Let us consider some I'a with | A| = N — 1. This is an hyperplane (of
dimension N — 1) in RV and it subdivides R" onto 2 halfspaces I'F, 1'7. We
denote I’} that one which contains I

Lemma 3.2 Under the conditions of lemma 3.1 let us consider a hypcrplane
Ta with | A} = N ~ 1. Then any vector Ma: with ‘

AN ¢ A (3.2)
and with initial point on Ty, lies in T} .

Proof : Let us first show that My .~y has this property for all Ty, | A | =
N —-1.
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For this let us choose @ = —M{;, . ny. Let us note that 0 € [Tl 0 € (—]T).
Then My, Ny with initial point ¢ (which lies on all 'y simultancously) has
0 as its final point and so belongs to all I'}.

Let us take now e.g. A = {2,..., N} and any A’ such that 1 € A’. Now lct us

take again a = =My Ny = —fo — Z fi— Z fi. Then the point

1EA' 1£0,iEN’
b=a + Z fi 3
i£04EN!

belongs to I'y and b+ M, =0 € I'}. [ |

Lemma 3.3 If a lies strictly inside RY then Ty , |A| = N — 1, has lhe
property : L
CANBYN =10
for
NCA.

Proof : Let again A = {2,..., N}, then
N
Ta={at) Bifi}.
=2
But if we expand

N N
a+d Bifi=Y Cie,
7=2 =1

then C, is strictly positive. So it cannot belong to B~ where the first coor-
dinate is zero. |
Let us consider the following function on RY :

fe=a if z€al® (3.3)

This “piecewise linear” function obtained by scaling is our main Lyapounoy
function as we show in the section 5.



4 Analytic Lyapounov families

Here we give a compact reformulation of some results in [7] which are nec-
essary to prove the main results. Let us consider a family of Markov chains
{L"}, v € D which is an interval of the real axis containing 0, with the same
state space S. The matrix P, = (p;;(1, 7)) jes of transition probabilitics can
be considered as a bounded linear operator in the Banach spacc [,(S). Let us
assume that P, is analytic in v as a function in D with values in the Banach
algebra of bounded operators in /1(S). This means that P, can be Taylor
expanded as

P,=) P.v" (4.1)
n=0

where P, are bounded linear operators with

| Pl £ Ca™ (4.2)

for some C, a > 0, i.e. the series is convergent for || sufficiently small.
Under these conditions we say that we have an analytic family of Markov
chains.

Definition 1 We say that this family is an analytic Lyapounov famnily if an
addition also the following conditions are assumed : there cuist nonncgalive
functions f;, 1 € S, v € D, on S and positive integer valued funclions LY
such that

(1) sup kY =b< o0;
ieSwveD
(ii) the series

Z exp (_bl ftu) )
i€s
for any b; > 0 converges uniformly in v € D ;
(iii)  there exist d > 0 such that

pij(1,v) =0 for all v € D when ever |f — f/| > d .
(iv) there exist k > 0 and é > 0 such that for any : € S and any

. def (.
JEVI={J sup pii(1,v) > 0},

10
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p,-i(n,O) > 6 s

where pj; (n, v) are n-step transition functions for the Markov chain L ;

(v) for all v € D, 1 € § — B where BB is a finite subsct of S and some
e>0
Y piilklv) = f < —c.
JES
By Foster’s criterion the L, is ergodic for any v € D.
We say that a Markov chain L = Ly is analytic Lyapounov Markov chain if
the family L, = Lo is analytic Lyapounov.

Theorem 4.1 If L, is an analytic Lyapounov family then lhere caisls vy > ()
such that

1. there exist Cy, 62 > 0 such that
mi(v) < Cr exp (=62 [}) (1.3)
foralli € S, veED;

2. there exist constants oq, C3, 63 > 0 such that

> Ipii(n,v) ~m; (V)] < Cs exp (—6an)

JES
forallv € D, 1€ S, n>o,; f.

3. stationary probabilities mi(v) are analytic in v for |v| < vy for alli € S.

5 Lyapounov functions

We shall give two constructions. Both are useful for future generalisations.

1°t construction
The first one uses smoothing (in fact, the principle of almost linearity [6]).
and k; = 1 for the first construction.

11



Lemma 5.1 For any ¢ > 0 there exists a smooth convex closed hypersurfacc
(homeomorphic to the boundary 11 of T1) Oll(€) such thal for any z € MNI(e)

p(z,dM) < e,

and, for any y € OII,
py,0l(e)) < €.

For a proof it is sufficient to consider the unit cube in RV and alter 1o use a
linear transformation. For the unit cube one can usc induction constructing
on each step a cylinder smoothed at the ends.

Let us take the intersection of JIl(¢) with a neighbourhood of the vertex
a = fo. We prolongate it by linearity to get a hypersurface I'(c) (smooth
convex) such that the pairs

(I'n RY, rn A(RY)) and

(T(e)n RY, T NA(RY)) are homeomorphic

and i )
p(z,T(e)) <e foranyz e INRY,

p(y,T) < € foranyy € I'(e)N Rf :

Then we use (as in [6]) scaling to define a Lyapounov function

fr=a, anf“(e) (5.1)

After this the principle of almost linearity gives us the following result

Theorem 5.2 With the Lyapounov function (5.1) and with k, = 1 an er-
godic Jackson network is an analytic Lyapounov Markov chain.

2" construction .
In this construction we use the Lyapounov function (3.3) with &, = & sufli-
ciently large.

Theorem 5.3 Let us consider Jackson network such that 0 € [ and choosc
the function f, as in (3.3) with the point a lying inside RY. Then for (his
Lyapounov function Jackson network is an analytic Lyapounov Markov chain.

12
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Proof : We must only prove that there exist k; satislying (i) such that (v)
is true. Let us fix a constant d - maximal length of a jump in some metrics
pon RN, In our case d = 1 in the metrix

p(z,y) = max|z; — il
1

where e.g. z = (2!, ...,z")

Lemma 5.4 Let us fix € > 0 sufficiently small. There exists py > O such
that for any « € Z’I with

p=p(z,0RY) > po,

for any k such that
po<kd=k<p,

we have

—_
Ny}
(S

—

ZP(II;) Jfo—=fo < —e
v

Proof: For any A,|A| = N —1, let us consider a new function f* =« , if «
belongs to thie hyperplane R, generated by al's. Let us consider our random
walk starting from z :

z = o, &1y ooy b1 s
during k steps. Then

fo forn fey s
1s a supermartingale satisfying

M(fE/1S s fly) < =€, € >0,

as My ny is directed to the corresponding side of the hyperplanc Ry, So
by lemma 1.1 of [7] we can find constants C, éa, €x > 0 such that

f~ A < —enk (5.3)
with probability 1 — Cj ek,
So if we take po sufficiently large (5.3) takes place for «ll A with probability

1—C e %,

13



for some constants C, § > 0. Using the boundedness of jumps and the fact
that our function f grows linearly with @ we immediately have (5.2) for some

e> 0. | |

Lemma 5.5 Again choose ¢ > 0 sufficiently small and 1 = 1,...,n. Then
there exist p; > 0 such that for any z € Zf with

p = maxp(z, B") > p; (5.4)
AHEA
for any k such that
pi<kd=k<p

we have

ot
<t
Nub)

Zpg;) fy—fx<_6 ( -
Yy

Proof : We repeat the proof of lemma 5.3, using our geometrical construc-
tion : mean jump vectors look at the necessary direction from any point
which the random walk, starting from z, can visit eventually during p — |
steps.

To prove the theorem let us put

p=m

ax p; .
0<i<N pi

Then for any point z outside (54 1) neighbor hood of the origin in our special
metrics, we put
kl‘ = f) [}

and note that, for any such point there exists 7, such that for A = {1,..., N} —

{2} (5.4) holds. |

14
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