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BOUNDARY CONTROL AND OBSERVATION
OF SOME ONE DIMENSIONAL VIBRATING STRUCTURES:
REGULARITY AND STABILIZATION
Juliette LEBLOND, Jean-Paul MARMORAT
Ecole des Mines de Paris, Centre de Mathématiques Appliquées,
Sophia-Antipolis, 06565 Valbonne, France

Abstract:

We study a class of second order evolution equations with unbounded input-
oulput operators.

We establish sufficient conditions for the existence and regularity of both so-
lution and output, and for observability.

This makes it possible to apply boundary output feedbacks which, in the lin-
ear case, lead to uniform exponential stability.

These hypotheses are shown to hold for a beam equation. They are only suffi-
cient conditions: they do not hold for a wave equation which posseses however
the same regularity and stability properties.

CONTROLE ET OBSERVATION FRONTIERE
DE STRUCTURES VIBRANTES MONODIMENSIONNELLES:
REGULARITE ET STABILISATION

Résumé:

On étudie une classe d’équations d’évolution du second ordre en temps, avec
des opérateurs d’entrée-sortie non bornés.

On établit pour celles-ci des conditions suffisantes pour ’existence et la régulari-
té de la solution et de la sortie, ainsi que pour 'observabilité.

Ces résultats 1égitiment ’application de feedbacks de sortie sur la frontiére,
fournissant dans le cas linéaire la stabilité exponentielle uniforme.

On montre que ces hypothéses sont vérifiées par une équation d’Euler-Bernoulli.
Ces conditions ne sont que suffisantes: elles ne sont pas toutes satisfaites
par une équation des ondes qui posséde cependant les mémes propriétés de
régularité et de stabilité. )
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1 Introduction

The aim of this work is to study the stabilization of second order (in time)
evolution equations. Such equations may model the dynamical behaviour of
some flexible structures.

We wish to synthesize closed-loop controls, physically realizable, which sta-
bilize these structures. We consider unbounded input-output operators as
models for sensors and actuators operating on a few parts or points of the
boundary of spatial domain.

General results of Lions and Magenes[16] concerning the regularity of solutions
for these open-loop systems would not hold when applying an unbounded ob-
servation operator to these solutions. On the other hand, Chen, Delfour, Krall,
and Payre[4] proved that, under some hypotheses on the feedback operator,
the closed-loop system is well-posed and admits regular solution and output.

We first establish regularity properties of both solution and output of the
open-loop controlled system for an L?-class of inputs. We then consider the
effect of particular closed-loop controls. This makes it possible to compare the
chosen input with others in the open-loop class, investigating the existence of
an optimal control, the influence of delays and various perturbations, or ro-
bustness properties. We show that these closed-loop systems are observable,
which leads to uniform exponential stability.

In §2 we recall some classical notations for variational formulation of partial
differential equations, and introduce the Galerkin approximations of solutions.
Moreover we present a result of Ball and Slemrod[1] on the behaviour of non-
harmonic Fourier series.

In §3 we prove the existence and regularity of solution and output for a class
of second order evolution equations in the case of unbounded input-output
operators.

We also establish observability of these open-loop systems, from a character-
istic time Tp.

In §4 we show that for a linear output feedback the system is still observable.
This is the key point in the proof of the uniform exponential stability of such
a closed-loop system, since the feedback depends only on the observation (and
not on the whole state).
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In §5 we apply these results to an Euler-Bernoulli beam clamped at one end,
with point colocated sensor-actuator at the other end.

In §6 we consider a wave equation, which may model the torsion of a beam,
with boundary control and observation. Although one of the hypotheses is
not proved to be satisfied, we show that the conclusions of our main theorems
remain true.

2 Statement of the problem

Let A be en unbounded, self-adjoint, coercive, linear operator on a Hilbert
space H, with domain Dy(A). Let V = D(A'/?), with inner product (v, w), =
(Al/2 v, AM? w)H. We denote by the same symbol the unique operator 4 €
L(V, V') such that (v,w), = (Av,w)y.y. :

We have

Dy(A)CVCH=HcV

with continuous and dense embeddings. We suppose that the operator A~! €
L(H, H) is compact (this is true as soon as the embedding V' C H is compact).

Let U and Y be two finite dimensional spaces, and T > 0 be fixed. Call
U=LY0,T;U), Y =L*0,T;Y),

identifying & with U’ and Y with )"
Then, let B € L(U,V'), and C € L(V,Y).

Consider the system

{wn+Amw=wa
(2.1) 2=Cy

y(0) = yo, 9(0) =

foryo € V,y; € H,and u € U. Let {A = wf, wp > 0},,, and {@i},,, be
the sequences of eigenvalues and eigenfunctions of A. {¢.},., is an orthogonal
basis for V and H, with ||¢«||, = wk and ||¢k]],, = 1, Vk > 0. We set w_; =
—Wwk, ¢_k = ¢x, Yk > 0, and

by = B*¢r €U
a = C¢r €Y
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System (2.1) is equivalent to

z(t) = Az(t) + Bu(t)
(2.2) { z=Cx
z(0) = zo
where
() (2)
vy )’ ° W ’
and

A=(_OA é),B:(%),C:(O c).

The densely defined closed operator A generates a Cg-semigroup of contrac-
tions on V x H. The domain of A is given by D(A) = Dy(A) x V.

The results in the following sections are established relatively to the first order
system (2.2). We use the equivalent second order system (2.1) to carry out
some demonstrations.

Call
X=VxH
X =L*0,T; X)
Introduce
W, = span{¢s, 0 < k < n}
W = span{di, k >0}
and
B, = Blw,
B, = B,

so that B, w = B* 7, w, for w € V, where m, is the projection from V to W.,,.
One can observe that

o W is dense in V, and B, — B* strongly, as n — oo, since {¢s},,, is a
basis of V
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e AW, C W,

We define

5. (2 )

and II,, as the projection of X on W, x W,,. System (2.2) is approximated by
the finite dimensional system

Ta(t) = Az.(t) + Bu(t)
(2 3) xn(O) = Hn Zg
z, =Cz,
We give now the form of the solutions z,(t) of (2.3). Let
: sin wgt

—wg sinwgt  coswyt

For all sequences of real numbers (ax),.,, (Bk),.,,» We have
. n o n
e NS (5 ) ek = Stetat +
k=1 k k=1
Let

za(t) = z,(2) + 23 (1),

where
Yo, d)k)
ZS (t) (( 1’¢’¢)Z >¢k

is the autonomous part of z,(t), and

sin wi(t — T)

[amsg,| @ Ll s

coswi(t — 7)

z(t) =

,,.
lIM:
A

N

SIN Wi T

= S50 [wnbge| | dr| e

L COS Wy T

~
I
—




a)

its controlled part. We shall also use the following equivalent expression for
z7.(t)

Sinwg T
(2.5) () =Y |(u(r), by x| “* o
k=1
COS Wk T

By construction z,(t) is the solution of (2.3) and we have
o lim,.o2,(0) =2p1n X
o [lz2(0)|lx < [[zollx

We introduce the same decomposition for the output z, of (2.3):

Zn =2zp + 2,
a . a
2z =Czx2
4 — [o4
26 =Czx¢

We also consider the family (4}),,, defined for any t € {0, T] by

. t |
af = / u(r)e " 7dr
0
In the next sections we shall need the following result due to Ball and Slemrod|1}
and Ingham[12]

Theorem 2.1 ([1]) Let

40
fi)= 3 anemt

n=-0oo

where the a, are complez constants with only a finite number of them different
from zero, and the w, are real and satisfy

lim wpyy —wn 2 a > 0.
Then

’
26 Ylal 2 [ Ifera,

where { > 0 depends only on T and a.
If moreover
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2n
T> —,
o

then
T
@7 Tlel<n [ ISP,

where n > 0 depends only on T and a.

3 Open-loop systems

We consider here system (2.2) and establish existence, regularity, and observ-
ability properties for its solution and output, under some hypotheses related
to

e spectral properties of operator A,
e behaviour of B and C,

e input-output mappings.

3.1 Existence and regularity

Theorem 3.1 gives sufficient conditions for the existence and regularity of a
solution of (2.2) and of an associated output.

Theorem 3.1 (i) Let A, B, and C be such that there ezist some constants
a, B, v > 0 satisfying

(3.1) m wiye) —wik 2 @

k— 00

leklly <«
3.2 ,Vk>0
(3-2) {ubknu < B

Then, for all u € U and zo € X, the system (2.2) has a unique solution
r € C°[0,T}; X) C X such that the mapping

A X xU — X

(170, u) _ T

18 continuous.

(11) Moreover, if the input-output maps of the approzimated system (2.3)
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(3.3) {u — z5},>0 are equicontinuous from U into Y,

then the associated output z = C z is well-defined in Y and the mapping

A, XxU — )Y

(zo,u) +—— 2z

s continuous.

Proof of Theorem 3.1

Part (i)

We first establish an inequality involving the solutions z,(t) of the finite di-
mensional system (2.3), using Theorem 2.1. Then we apply existence theorems
due to Lions and Magenes in {16}, and the convergence properties of z,(¢) when
n goes to infinity.

To do this we need the following lemma. We note [2(U) = I2(IN, U).

Lemma 3.1 Under hypothesis (3.1), there ezists a constant ¢ > 0 such that

()50 € (V)
uelU =< . vt € [0,T]

(@) o ey < ellullu

Proof of Lemma 3.1

Consider (v),,, € *(U) and v € Y defined by
o(r) = ) v e,
k=1
Inequality (2.6) of Theorem 2.1 gives

ol < % on)esolliao) -

Moreover, for all u € Y, for all ¢ € [0, T
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t

(u(7), o(7))y dr

(u> v)Lz(O,t;U) =

S~

¢/ n :
(u(r), D v e“‘"") dr
k=1

U

Il
S~

0

n

= > (/Ot u(r) e+ dr, vk)u

=1

bead

n

= Z (ﬁi’ vk)U

=1

Eed

= ((44), ()
So we ha.ve

[((@k), (wdranl = ()30 SRR
< lullzzeewy vz v

< Nl ol

< —}Z— el ooy

where ( does not depend on n, and, by a density argument,
(@) < ellulle, Vte(0,T]

with ¢ = 1//C (]

Let us then prove the following inequality:
(3.4) lza®llx < ez (lzollx + lull) , VEe(0,T],

for all n > 0, where the constant ¢, does not depend on n.
Because of (2.4),

le2@)l = k}i:[wz (Vo )2, + (31, 802

= [z (0)II%

IN

lzoll% , Vte€([0,T).
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Besides,

il

llen (%

n t
— Wi T 2
D1 [, (ulr)sbiy e

< B 3" lai)?, by hypothesis (3.2),

k=1

< B laksollbw)

IN

B2 c? ||u|l? , because of Lemma 3.1.

We therefore obtain inequality (3.4), with ¢; = max(1,8¢) = max(1, 8//7),
which does not depends on n.

One can find in [16, 9.3 and 9.4] some theorems on the existence and uniqueness
of a solution z of (2.2), z € L®(0,T;H x V'), for zo € H x V' and u € U,
based upon the fact that z is the limit in L=([0,T}; H x V') weak-star of a
subsequence (z,,) of (z,).

In the same way, because of inequality (3.4), if o € X and u € U, one can
extract a subsequence (z,) of (z,) such that:

(z,) converges weakly-star in X’ toward a limit z € X.

The fact that such an z is the unique solution of (2.2) is due to a theorem in
{16, 9.4]. This implies that A, is well define as a mapping from X x I into X.
By construction

lzllx < lim {lz,]lx,
and inequality (3.4) implies that
(3.5) lizllx < ez (llzollx + lfulle).
Inequality (3.5) leads in fact to a stronger regularity in time of the solution.
Indeed, it implies z € C°(0,T; X), and the strong convergence z,(t) — z(t)

in X, for any t € [0, T). More details are given in [14].
This proves part (i) of Theorem 3.1.

Part (i)

Let us prove now the following inequality concerning the approximation of the
output:
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(3-6) lzally < e (lollx + [leeller) -

for all n > 0, where the constant ¢, does not depend on n.

We have
za(t) = Czi(t)

n

= Z["wk (Yo, dk) sinwit + (Y1, b ), coswyt]ck
k=1

Re Z c—iwkt [(yla ¢k)H - iwk (yO) ¢k)H] Ck
k=1

and, using once again Theorem 2.1 and hypothesis (3.2),

4 1 )

=2y < % (3 (v, 1) ~3 60 (Yor 1) 12"

k>0

= —=lleollx.
v
Furthermore, by hypothesis (3.3), there exists a C' > 0 such that
lzally < Clluller -
This proves inequality (3.6), with ¢, = max(v//(,C).
Now, because of (3.6), we may choose the subsequence (z,) used in the proof
of part (i) of the theorem, such that:

(z,) = (C z,) converges weakly in ) toward a limit £ € ),
which satisfies by construction

el < Jim I,
Then, inequality (3.6) implies

(3.7) €11y < c. (llzollx + llefler) -

In order to prove that z = £, we show now that the output z = Cz is well
defined for any initial data in a dense subspace of X x U. However, the
regularity property given for the solution z by part () of this theorem does
not allow us to apply the output operator C, which is not defined on such a
solution. So, we have to establish a stronger regularity property on z to define
the observation 2. Denote
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Ul = H{0,T;U) = {u € H'(0,T;U) / u(0) = 0}
and

So
S

A(D(A) x U.)
A(X xU)

spaces of trajectories of (2.2), which satisfy So C S, with dense embedding.
Since z = C z = C i, we have to prove that the second component of z, i.e. ¢,
is sufficiently smooth, in order to give a meaning to the output ((y,y) is the
solution of the second order system (2.1)).

Lemma 3.2 S, C L*(0,T;V x V)

Proof of Lemma 3.2

Let 2o = (yo,%1) € D(A) C X, and u € U} C U.
Let ¢ = (y,9) = Az(xo, u) the associated solution of (2.2), or of the equivalent
second order system (2.1). By part (i) of Theorem 3.1, we have

SoCSCX=L*0,T,V x H)

so that y € L*(0,T; V).
Let us show that y € L*°(0,T; V). For the autonomous part,

Ualt) = Y [—(yo, k), we sin wit + (1, Bi), cos wit) by
: k=1

and

n

gzl < 23 [whl(wo, #)ul® +wl (31, 66) ]

k=1
= 2|lmn A yollfy + 2[lma wall}
< 24wl + 2wl

= 2||zollp4

For the controlled part,

n

() = 3 |(atr), by +

k=1

SIN W T

|4

Wi



14 3 OPEN-LOOP SYSTEMS
since u(0) = 0; so

lE O = z |87, bk )y * sinwir] (£)]?

= 3 tt’t'r,b v sinw(t — 7)dr|?
31, ()b sinen(t = 7)

IA

n t )
o1 [ (), by i ar
k=1 0

IN

n t i
S [a(ryem s arf ol
k=1 70

at
< Bl(w)esollewy » by (3-2).
By assumption, © € Y and Lemma 3.1 implies
lge @I} < ¢ B allf-
Finally, for all t € [0, T)

(3.8) lg®llv < ¢ (Ilollpea) + iellr) -

Since (z,) converges weakly-star toward z in X, (¥, ) converges weakly-star
toward y in L>(0,T; H) (n = pu). By inequality (3.8), (¢a(¢)) is bounded in
V for zo € D(A), u € U!. So we may extract another subsequence (y,) such
that (3,) converges weakly-star toward y in L*°(0,T; V'), and

190wy < €5 (lzollpeay + 1l

[
Since C is well-defined and continuous on V, it follows that C = (0 C) is well
defined on S,.
We show now that T = A, as a mapping from D(A) x U! into Y. For any
v € C°0,T;Y), and any z, € D(A), u € U},
(éa v)y = }_’_{& (Zuv v)y = lim (C Yus v)y

T
= ul—l-ongo o (9.(8), C* v(t))yy. dt

Inequality (3.8) and the weak-star convergence of (§,) toward g in L>(0,T; V)
enable us to apply the Lebesgue theorem:
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T
(&v)y = /0 (9(2), C* v(t))yy. dt

= (C y, v)y

= (Cz,v)y

= (z’v)y

Then, as C°(0,T;Y)isdensein Y, 2 =(=Cy=Cz € Y for all £ € Sy, or
A, =T¢ on D(A) x U], and (3.7) gives

(3'9) ||Z||y <e (”10”-’( + ”u”U) ’

for all zo € D(A), u € UL

Let us prove now that the output z is well defined in Y for any initial data
zo € X and any control u € Y. In other words we show that an output z €
is associated to any solution z € S.

We have just seen that this is the case for £ € S5. From the first inequality
(3.5), the semi-norm ||z||s = ||zo||x + ||u|lu is a norm on S. Moreover, So C S
with dense and continuous embedding for || ||s and, for all z € Sy, (3.9) implies

lzlly = ICzlly < c.llzlls

so that C is continuous on 8y equiped with the norm || ||s.
By density, we can extend C into an operator (still denoted by C) continuous
on §. The observation z is then well defined in ), and satisfies (3.9) for any

zo € X, u € U: the mapping A, is continuous. This ends the proof of Theorem
3.1 ]

Remark 3.1 The operator C is first defined on Sy and then extended into an
operator on S by application of the Hahn-Banach theorem (although it may
not be defined on X'), and the following diagram commutes:
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D(A) x U’ So C S C C0,T; X)
N

X xU

Remark 3.2 Ho and Russell[11] give sufficient conditions for the regularity of
solutions of open-loop systems as the state evolution equation in (2.2), but do
not consider the problem of existence of an unbounded output.

Recently, Curtain and Weiss[9] studied unbounded observations associated
to particular systems (those of Salamon class), and showed that it is well-
defined under some sufficient conditions concerning the Laplace transform of
the input-ouput mapping. However, the Euler-Bernoulli beam we consider as
an application may not be modelled by such a Salamon system, since it is
equiped with colocated sensors and actuators (see Curtain(8]).

3.2 Observability

We give here a sufficient condition for strong observability of system (2.2).
Consider the autonomous system

{ z(t) = Az(t)
(3.10) 2=Cz
z(0) = z¢

Theorem 3.2 Under hypotheses (3.1), (3.2) of Theorem 3.1, and if there ez-
813 a constant v’ > 0 such that

(3.11) lleklly =2+, V>0,
then for all zo € X, the output z of the autonomous system (3.10) satisfies
(3.12)  lzlly 2 colizollx

for a constant ¢, > 0, and for every
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T>T0=—2—7r.
(a4

System (3.10) is observable ! for any time T > To.

Remark 3.3 Time T, from which system (3.10) is observable becomes arbi-
trarily short when

hm W41 — Wi = +00.

k— 00

Proof of Theorem 3.2

The output of system (3.10) is given by

2(t) = Z [— (Yo, Gk ),y wi SIn wit + (Y1, i), cOS wit]
k>1

= L e [ 9e) — k(00,801

Y/
k£0

If T > Ty = 27 /a, applying inequality (2.7) of Theorem 2.1, we obtain

Z I(yl’ ¢k)u - iwk (yOa ¢k)H|2 ”Ck”?/

xeZ
k#0

1
2|, > —

2

2 2
> —— T
> llollk

by hypothesis (3.11). This proves Theorem 3.2, with ¢, = v/ 2/7] []

4 Closed-loop systems

In this section we suppose that hypotheses of Theorems (3.1) and (3.2) are
satisfied.

We study the class of closed-loop systems obtained by introducing in (2.2)
a linear output feedback. We prove that these systems are well posed, and
remain observable. Due to the fact that the feedback is constructed from the
observation (and not from the whole state), this observability property leads
to a proof of uniform exponential stability of such linear closed-loop systems.

!The observability is taken here in the sense of Russell, [19, p.645)
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4.1 Well-posedness

Suppose now that the finite dimensional input and output spaces U and Y are
equal, so that U = ). We consider here the case where B = C* (and B = C*).
System (2.2) becomes

z(t) = Az(t) + C* u(t)
(4.1) { z2=Cz

z(0) = xo

Let 2o € X, u € Y. Let K € L(Y) be a linear mapping. Denote « = || K||¢(y)-
We study properties of the output feedback

(4.2) ug = — K z(u).

where z(u) is the ouptut of (4.1) associated to the input u.
Let v € Y and define the mapping

Yok tur —Kz(u)+v,

' Lemma 4.1 If k 13 small enough, then ¢, admits a'un'ique fized point
v € y ' '

Proof of Lemma 4.1
First, ¥, x maps ) into J:

l[%w.k (w)lly | = K 2(u) + vy
° mllz(w)lly + llvlly

re: ([[ully + llzollx) + lvlly

IAIA

from inequality (3.9), and Theorem 3.1. So, for all u € Y, ¥, x(u) € V.
Moreover, if & is small enough, %, x is a contraction on Y:

v,k (u1) — Yo k(u2)lly < k21 — 22]ly S ke, |Jur — ually

for inputs u;, up € Y, z; and z; denoting the corresponding outputs of (4.1),
still applying (3.9). Hence, if & < 1/c,, ¥, k is a contraction and admits a
unique fixed point vx = — K z(vg) + v in Y ]

Suppose that indeed k < 1/c,.
By Lemma 4.1, and Theorem 3.1, the system:



4.2 Observability 19

2=Cz

#(1) = (A = C* K C)z(t) + C* v(t)
(4.3) {
CE(O) = X9

obtained after introducing the feedback u = vg in (4.1), is well posed and
admits a unique solution z € &, and an output z € ).
Consider now the closed-loop system obtained by taking v(¢) = 0 in (4.3),

i(t)=(A-C KC)x(t)
(4.4) { z2=Cx

Remark 4.1 The hypothesis « small, used to establish the well-posedness of
the opéen-loop (4.3), is no longer necessary for the well-posedness of the au-
tonomous system (4.4). Indeed, it is sufficient to assume that K is non-
negative : in this case the operator 4 — C* K C is maximal monotoneous and
Hille-Yosida Theorem applies (see [2] for instance).

4.2 Observability

We show that, as a consequence of the observability of system (3.10), the
closed-loop system (4.4) is observable.

Lemma 4.2 If & 13 small enough, the closed-loop system (4.4) 1s observable
from time Tp = 27 /a.

Proof of Lemma 4.2

Denote by z° the output of the autonomous system (3.10) corresponding to
initial data zo, and by z the output of the closed-loop system (4.4), for the
same initial condition. We have

Iz = 2%lly 2 12°lly = llzlly

and, because of (3.9), as z — 20 is the output of a system like (2.2) with zero
initial conditions and a control u = K z,

Iz = 2%y < e:llKzlly

= crflzlly

So

e klizlly 2 1%y — llzlly
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and
N12°ly

By Theorem 3.2, for T > Tg, (3.10) is observable and there exists a constant
¢, > 0 such that

>
lelly > T

12°lly 2 o l|zollx

Hence
C
> 2 =C,
el 2 2 el = C ol
where C, = ¢,/(1 + K¢;) >0 ’ =

4.3 Exponential stability
Let |

B(t) = 5 (1)

the energy of a solution z(t) of (4.4) at time t. We show that, under a positivity
assumption on the gain K, observability of system (4.4) implies exponential
stability. This follows from the fact that the feedback is constructed from
the observation. The link between observability of a conservative system and
exponential decay for the solutions of the same system with dissipation has
already been pointed out. See for example Haraux{10] and Zuazua[20].

Theorem 4.1 If the feedback operator K € L(Y) is such that k is small
enough and :

(K&Ey 2 k|El}  k>0,VEeY,

then the energy of the closed-loop system (4.4) decays ezponentially: there
‘ezists a constant u > 0 such that for allt > 0,

E(t) < E(0) e,

Proof of Theorem 4.1

From the expression of E(t), we compute formally the energy variation be-
tween times 0 and T
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E(T)— B(@) = [ (2(6),4(t)) v

which gives in the case of system (4.4) and operator A,
E(T) - E(0) = —(K z,2)y

so that
B(0) - E(T) 2 k|21

by hypothesis. However, by Lemma 4.2, system (4.4) is obscrvable for T > T,
and

lzlly 2 Collzollx
for C, > 0. Hence,
E(0) — E(T) > kC? [lzolfy = 2 C2 B(0)
and
E(T) < (1-2kC?) E(0).
But, ¥Vt > 0,3p € N such that pT <t < (p+1)T, and
E(t) < B(pT) < (1 - 2k C2) B(0)
Let

1
p=—gz In(1-2kCY) > 0

<

We have
E() < E(0)e "W < E(0)e ™, Vt > 0

which proves the uniform exponential decay of the energy |

Remark 4.2 The exponential decay rate u of the energy is explicitly given in
term of constants involved in the behaviour of system (2.2) and of feedback
operator K by

1 2kc?

— In(1 - —-———(1 o)

b= )
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Recall that ¢, denotes the observability constant of open-loop system (2.2),
while ¢, is the continuity constant of mapping A,.

Remark 4.3 The output feedback uxy = —K z is optimal for the criterion
J(u) == ((Kz z)y + (K ', u)y) + E(T)

By Theorem 3.1, 1f u € ), J(u) makes sense for the system (2.2), and
J(uk) = E(0) < J(v)

for all u € V.

As it was pointed out by Lasiecka and Triggiani[13] and Pritchard and Sala-
mon[17], the optimal control problem is closely linked with the regularity
problem for the open-loop system. Moreover, the results of Zuazua in [21]
may be used to show that this feedback remains optimal in case of infinite
horizon. '

Remark 4.4 Stability properties depending on an observability assumption,
with estimations of the decay rate, have also been established for a class of
sublinear output feedbacks, in collaboration with Conrad, in [6], [7]. These
results depend also on a continuity hypothesis of mapping (A;, A.) related
to the open-loop system. Theorem 3.1 provides sufficient conditions for this
well-posedness assumption to be satisfied.

5 ‘Application to an Euler-Bernoulli beam

Consider a beam which is clamped at one end and controlled by a point force
at the other end. One observes the transverse velocity at the controlled end.

Let y be the lateral displacement of the beam. This system can be modelled
by the following Euler-Bernoulli equation

( 82?/ a4y
8t2($ t)+ax4(:l: t)=0 z€]0,1[,t>0
y(0,t) = %y (0 t)=0 clamped end
(5.1) y
9%y
@(l,t) =0, 5 3(l t) = u(t) controlled end
k 2(t) = -6—!:-(1, t) transverse velocity
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with initial data y(z,0) = yo(z) and %%(a:,O) = y;(z). Let us define
Q = 10,1
H L¥(Q)
Vo= {ve H(Q)/u(0) = 2(0) = 0}
U =Y =R (U=Y=L*0,T))
and for all v,w € V

0%, . O*w

(Av, W)y = q w(s) W(s) ds

Cv = v(1)
With these notations, (5.1)
(t) + Ay(t) = C u(?)
(5.2) 2(t) = Cy(t)
y(0) = yo, 9(0) = 4

or, with the notations of Section 1,

#(t) = Az(t) + C* u(t)
(5.3) z(t) = Cz(t)

Z(O) = T
We verify that operators A and C satisfy the hypotheses of Theorems 3.1 and
3.2.

Verification of (3.1)

We have?
Wi = ai
where the a; are the positive solutions of cosacha + 1 = 0 and take the form
1
aj :(14:—5)7r+<7;C

with |ox| < /2 and |ox| \, 0 as k — oo.
Then, (3.1) is true, with an asymptotic gap a = co.

Verification of (3.2) and (3.11)

The normalized eigenfunctions of operator A are given by

2Expressions and properties of a; and ¢, k > 0, are given by Ball and Slemrod(1]
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éi(z) = chayz — cosarz — y(ax) (shar z — sina, z)

where

cha +cosa

v(a) = sha + sina

so that be = cx = #(1) = 2(~1)*"! and |ck| = 2: (3.2) and (3.11) are satisfied
with f=vy=+"=2.

Verification of (3.3)

We show that there exists a constant ¢ > 0 such that
{o.") |lZ,C,||L2(0,T) < (,‘||u||L2(0‘T) , Vn>0
\“‘f‘ 1 IS

zi(t) = i b ckfu(T) * coswyT](t)
k=1

= % i b ek [u(T) * e‘“”"](t)

~ k=-n

k#0

= —[ux RT)(t)

o —

wirele

S thee T4 Y e 0<rST

e = =~-n =—n
ho (1) = kk';eo o
0 T>T,1<0

Denote by izg: the Fourier transform of hT. Then,

2|z ll2ory = llu* AIll2omy
< flu* hellaery
= llahg |2 (r)
< ”ﬂ”L’(R) ||h§||L°°(1R)
< Nullzzo,ry [R5 llLeo(ry
< clluflzzom

if ¢ i1s such that
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. c
(55 Wl < 5

for all n > 0. System (5.3) satisfies (5.5), due to the growth to infinity of
the wy, which is sufficiently fast to make the truncated transfer functions AT
uniformly bounded in L®(IR). A detailed proof of this property may be found
in [14] and [15). This makes (3.3) true for system (5.3).

Then, Theorem 3.1 applies and shows that for all 5 € X and for all u € U,
there exists a unique solution z of (5.3) such that

zt€Xandz €)Y,

and the mapping (zo, u) — (&, z) is continuous. This implies the well-posed-
ness of open-loop system (5.1) and proves the existence in L*(0, T') of the point
boundary observation z, for any control u in L?(0,T).
Moreover, since operator C satisfies also hypothesis (3.11), Theorem 3.2 gives
the observability of (5.3) from an arbitrary short time.

Let K > 0. The closed loop-system obtained by taking u(t) = —K z(t) + v(t)
has the same form as (4.3) and corresponds to the following explicit system
( 2

%g(x,t)+g%(:c,t)=0 z€]0,1[,¢>0
y(0,¢) = %(O,t) —0

g_i%(l,t) =0, %(l,t) = —K%(l,t) +v(t)
2(t) = %(u)

For K small enough, and every v € L*(0,T), this system is well posed. More-
over, for v = 0, Theorem 4.1 implies exponential decrease of energy.

This corresponds to a particular case of a result obtained by by Chen, Delfour,
Krall, and Payre[4] for serially connected beams, which have also been studied
by Conrad[5], and Rideau[18], to establish an estimation of the decay rate.

Regularity and stability results have recently been established for some more
general systems composed of non-homogeneous connected beams, using mul-
tipliers methods, by Conrad, Leblond, and Marmorat (in preparation). These
stability properties concern a class of non-linear output feedbacks and are
established with estimations of the decay rate.
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6 Extension to a wave équation
: R R S TN { . L PR

Consider here the following wave equation

9%y 0%y
6t2(x,) 62(3: t)=0 z€]0,1[,t>0
y(0,t) =0

66) 3§ ,
Yy .

=) = 210

which may model the torsion of a beam, y being the angle of the beam with
its rest position. We observe the angular velocity at the end of the beam, and
control by a point torque. Define here

= L*(Q) =)0, 1]
= {y € H'(Q)/y(0) = 0}
U=Y=R (U=Y =L*0,T))
and, for all v,w € V,
(Av,0)yy = [ S2(6) S2(s)ds
Cv=uv(l).

Let yo € V, y; € H. As in section 5, (6.6) can be rewritten as

§(t) + Ay(t) = CTu(t)
(6.7) z(t) = Cy(t) .
¥(0) = yo, ¥(0) =m

/Q'r). w1th the notations of Séctibn 1,

i(t) = Az(t) + C* u(t)
(6.8) { 2(t)=Cz(t)
1(0) =Ty

We verlfy now that operators A and C satisfy hypotheses (3.1), (3.2), and
(3.11) of Theorems 3.1 and 3.2. But hypothesis (3.3) is not verified here.
However, we show by an explicit computation that the conclusion of Theorem



3.1 remains true.

State regularity: application of part (i) of Theorem 3.1

Verification of (3.1)

Eigenvalues of operator A are given by Ay = wf for k > 1, where
1
Wi = (k — -é)‘ﬂ' .
Then

lim wiy —wp =7,
— 00

and (3.1) is true, with gap a = .

Verification of (3.2) and (3.11)

Eigenfunctions of A are given by
o(z) = V2 sinwp z.
So
b = ek = ¢i(1) = (-1)** V2,
and |ck| = |bel = V2. Then, 3.2 is true with 8 = vy = /2.

27

Then, part (1) of Theorem 3.1 holds, and system (6.8) admits a unique solu-

tion in X'. Moreover, the mapping A, is continuous.

Existence of the output

For the wave equation (6.6), hypothesis (3.3) cannot be checked by the compu-
tation method used for the Euler-Bernoulli beam. This is due to the fact that
eigenvalues of the wave operator statisfy wy ~ k and do not grow to infinity

as fast as eigenvalues of the beam operator (which satisfy wy ~ k?).

However, here also, formulation (6.8) of the wave equation (6.6) leads to the

following expression of the input-output mapping:

(6.9)  25(t) = = [u* AL)(t)

N
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limit as n — oo of the similar partial formulation page (5.4) related to the
beam, where

+00 . (e i ! :
. Z bicre™ ™ =2 Z e 0<7T<T
h = =—00 =—00
°°(T) kk;eo ' kk;&o
1] r>TortT <0

We derive here an explicit expression for the distribution hT. It provides an
upper-bound for this truncated impulse response, as a convolution operator
from L?*(0,T) into L*(0,T), and, thereby, boundedness in L*(0, T) of the out-
put z, and continuity of the input-output mapping are established. :
Thus, although we have no information about the uniform boundedness of AZ,
V¥n > 0, or wether hypothesis (3.3) holds, a direct computation shows that the
conclusion of part (71) of Theorem 3.1 remains true.

' Computation of AL

In order to write hT, explicitly for almost every T > 0, we first compute A%,
and then take its restriction to interval [0, T)]. So

® . e . 1
2 Z etwkf =92 z e!(k—a)ﬂ"r T Z 0
k=—o0 k=-00

RZ(T) = k#0
0 T<0

Define A%(7) = hZ(~7), for any 7 € IR. Then, for any 7 € IR, the following
even distribution

RS(T)+hS(T) =2 ). k=20 = 9 =T Yo et
kel keZ
can be computed by the Poisson formula ‘
1 2ikn 5
t_ € 0 = Z ktg »
0 weZ keZ
for any t; > 0. We obtain
hE(T) +h2(T) =478 S b =4 T (~1)* 64,
o ' ‘ keZ keZ
. .the 2-periodic alternating Dirac distribution. .
.1 .Hence, hZ is given by
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26+4 > (-1)* 824 on [0,00]

k>1
o __ 2
h =

0 on | — 00, 0]
Then, let

N =N(T) =E(%),

where E denotes the integer part. Restriction AL of A% to the interval [0, T)
is given, for any T # 2k, k € Z, by the following distribution of 7'(IR,)

N
(6.10) hl =26 +4 3 (~1)% 6, fort >0

0 -
k=1

The point here is that there remain only a finite number of Dirac masses in
the compact support of hZ .

Computation of Hill“[ “(R)

For wny v € IR, the Fourier transfoirs AL is given by the following trigono-
metric polyvuomial

RL(v) = 24 4(—e 8™ 474 4 ... 4 (=1)Ne-2Nimy)

[o o]

N
= 244 Z(_l)ke—m’kru
k=1

N
= 2414 Z(_l)ke—Zikru
k=0
1 - (__1)N+1 e~ 2(N+1)mv

= 244 -
+ 1+e—2t1ru

A straightforward computation leads to
- ~p 1
sup |h,(v)] = [hG(5 + k)| == =2+ 4(N +1)
veER 2
for k € Z. Finally,

(6.11) sup [AL (v)] = 4N +2 = 4E(€) +2
veER
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so that AZ is bounded in L*(IR).

We may not conclude to the uniform boundedness of kT, for any n > 0.

Remark 6.1 Boundedness in L®(IR) of the Fourier transform AZ follows then
from compacity of the support of hL. This is false when T — o0, as the
support of h% does not remain compact, and the transfer function % does
not belong to L*(IR)anymore.

By formulation (6.9) of the input-output mapping, expression (6.10) of rT
gives

N
o Nf@):2u“%+42}—1fu@—2k)
T k=1

S0,

(6.12) 26t 20y < (244 N) [|ufl20m) -

Though we don’t verify (3.3), inequality (6.12) - obtained by an explicit com-
putation - implies continuity of the mapping

L*(0,T) — L*(0,T)

u +— 2z

HT;AZ

L2(0.7T) ©

Remark 6.2 The bound 2 + 4 N, which occurs in expression (6.12), is reached
by inputs u of the form

u(t) = X » 0Sp<2

so that H:HTH = 2 + 4 N as a convolution operator in £(L?(0,T)). Hence, by
(6.11), 1AL ||Lo(ry = |IHT||, and this norm corresponds to the total mass of
kT in (L°(0, T))'.

The output z* of the autonomous system (with zero input) associated to (6.8)
depends only on zg, and, as hypothesis (3.2) is verified

12| z20.7) < <5 llzollx

by Theorem 3.1. Hence, A, is continuous.

Finally, fhe mapping
A=(A,A): X xL¥0,T) — X xL*¥0,T)

(z0,u) — (2,2)
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is continuous.

Recall that, concerning the state z, the continuity comes from the verification
of (3.1), (3.2), and application of part (1) of Theorem 3.1, but concerning the
output z, it proceeds from the obtention of an explicit expression (6.12) for
the impulse response.

Since hypothesis (3.11) is true, Theorem 3.2 implies observability of system
(6.8) from time Ty = 2.

Consider then an output feedback u = —K 2 + v, for K small, v € L*(0,T).
This leads to a closed-loop system which can be written as (4.3) or equivalently
as :

2 2
%t—g‘(ili,t)—g—x%(x,t)zo fEE]O,l[,t}O

Oy _ Qg
Zo(L,t) = =K S[(1,8) + v(t)

(0= 21,0

\

By the continuity of A and the observability property, Theorem 4.1 applies to
give uniform exponential stability of this feedback controlled wave equation
when v = 0. This is a particular case of a result obtained by Chen(3].
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