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Beaux ordres de réécriture et beaux préordres
Well rewrite orderings and well quasi-orderings

Pierre LESCANNE

Résumé

Cet article étudie de beaux préordres décrits comme des ordres de réécriture
et propose une nouvelle famille de beaux préodres qui étend le plongement ou
Pordre de divilibilité de G. Higman. Par exemple, un beau préodre comme
ceux proposés ici peut contenir des paires de la forme f(f(z)) > f(g(f(x))).
On donne des conditions pour lesquelles la cloture transitive d’une relation de
réécriture noethérienne est un beau préordre. Enfin, une tentative d’étendre
’ordre récursif sur les chemin est entreprise.

Abstract

This paper studies well (quasi) orderings described as rewrite orderings and
proposes a new family of well (quasi) orderings that extends the embedding
or divisibility order of G. Higman. For instance, the well (quasi) orderings
proposed in this paper may contain pairs of the form f(f(z)) > f(g9(f(z))).
Conditions under which the transitive closure of a well-founded rewrite relation
is a well-quasi-rodering are given. Finally, an attempt to extend the recursive
path ordering is proposed.
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Abstract

This paper studies well (quasi) orderings described as rewrite orderings and proposes
a new family of well (quasi) orderings that extends the embedding or divisibility order
of G. Higman. For instance, the well (quasi) orderings proposed in this paper may
contain pairs of the form f(f(z)) > f(g(f(z))). Conditions under which the transitive
closure of a well-founded rewrite relation is a well-quasi-ordering are given. Finally, an
attempt to extend the recursive path ordering is proposed.

Introduction and notations

In this paper, we are interested in properties of well (quasi) orderings used in proving
termination of rewrite systems, we especially propose an extension of Higman’s theorem (7].
Therefore we consider the set 7(F) of terms on a set F of symbols, that are terms where
each operator f € F has a fixed arity. Therefore we do not consider the set of varyadic
terms.as in Kruskal’s theorem [11, 18].

Most notations are borrowed from [4]. © is the set difference and the relation difference.
A (rewrite) rule is an oriented pair of terms. L{E) is the set of substitutions with range E,
i.e. the mapping from X to F and we write to the result of applying the substitution o to t.
Therefore, £(7(F)) (resp. E(7(F,X))) is the set of substitutions with range 7 (F)(resp.
T(F,X)). We say that a relation I satisfies the replacement property if

sk t= fli.,s,..) F f(h.ot000).
A relation F is invariant for a set ¥ of substitutions if
(VoeX)s k t=so F to.

A relation is fully invariant if it is invariant for £(7(F)). A fully invariant relation which
has the replacement property is called a rewrite relation, it is written — g if it is generated
by a set R of rewrite rules. If in addition it is transitive and reflexive it is called a derivability
relation and written < g. If the derivability relation is well-founded it is called a rewrite
ordering. We also consider two classical orderings on terms the subsumption ordering ® and
the encompassment ordering b, with the following definitions: a term s is subsumed by a

*This research was sponsored by ESPRIT Basic Research Action COMPASS #3264



term t, written s ¥ t, if there is a substitution o such that s = to and a term s encompasses
a term t, written s &1, if ¢ subsumes a subterm of s. The componentwise extension of
an ordering > on E is the ordering >“"? defined on sequences of elements as follows.
If (s1,...,5n) and (ty,...,t,) are two sequences of same length, then (sy,...,s,) =™
(t1y...,tn) if, for all 7 € [1..1], s; = ¢;.

Section 1 introduces the main concepts and their use in computer science. Section 2
presents known well quasi-orderings as well rewrite orderings. Section 3 gives the main
theorem of this paper. Section 4 proposes direct definition of well rewrite orderings and
of the main result for readers less familiar with rewrite systems terminology. Section 5
contains several examples of well rewrite orderings. Section 6 is an extension of well rewrite
orderings to a king of recursive path ordering. A short version of this paper was presented
at the fifth symposium on Logic in Computer Science [15].

1 The role of well quasi orderings

The paper where the concept of well quasi-ordering is probably presented for the first time
is due to Janet [8] (see also [13]) in 1920 (see [3, 6, 10] for other informations). It is
surprising to notice that this paper proposes also the ancestor of Grobner bases and that
the author already identifies well quasi-orderings as important tools for the termination of
the algorithms he presents. Here, we are interested in an aspect of well quasi-orderings
useful in completion procedures for rewrite systems, namely incrementality.

Incrementality

Actually, well quasi-orderings are important not only for theoretical reason in computer
science, but because they carry solutions for building friendly completion procedures for
rewrite systems. Indeed the concept of incrementality of orderings is then especially useful
to avoid unnecessary failures. This concept used in REVE {5, 12] was described as a main
feature of the decomposition ordering [9, 14]. A well-founded ordering is incremental if all
its extensions are still well-founded. From a practical point of view, one wants to answer
positively to the following question: can a well-founded ordering be extended (by adding
pairs that are currently incomparable) and still remains well-founded? For this, one has
to forbid the possibility of adding an infinite decreasing chain, therefore an incremental
ordering has to satisfy the following properties:

1. it is well-founded,
2. there is no infinite set of pairwise uncomparable elements.

This properties are precisely the definition of well quasi-orderings. Thus we may state the
following claim:

Incremental orderings
are
well quasi-orderings.

Alternate definitions of well quasi-orderings are already in Janet’s paper. They are fully
equivalent to the previous one and will be used freely in the sequel. They say that an
ordering > is a well quasi-ordering if and only if it satisfies one of the following conditions.



- Each infinite sequence (t,),eN contains a pair t;,¢; such that ¢ > j and ¢; > t;.

- From each infinite sequence (¢,),eN, one can extract an increasing subsequence. In
other words, there exists an increasing function ¢ : N — N such that t,(n41) 2 ty(n)-

Incrementality and completion

Usually incremental (or well quasi) orderings are used as follows. If in the middle of a
completion the procedure fails because an identity cannot be oriented into a rule, one tries
to see whether the current ordering can be extended to allow the system orienting the
identity; if this is possible, one knows that the termination of the already generated set of
rules is preserved, since the ordering is incremental and the completion may continue as
no failure would have happened. If the ordering is a recursive path ordering, the extension
is usually done by extending the precedence or the status [5] and optimal suggestions are
proposed to the users by the software. For instance, running a completion procedure on the
axioms of groups:

Txe = T
z*i(z) = e
(z*xy)*x2 = zx+(y=*2)

with a lexicographic path ordering based on a left-to-right status for * and a precedence
* > e and ¢ > e, generates the rewrite system:

Txe — T
exT — T
zxifx) — e
(z)*xz — e
ile) — e
i(i(z)) — =
(z*xy)xz — z+(y+*2)
zx(iz)*y) — y
(z)*x(z*xy) —

and the critical pair
Wz xy) = «y) *«(y)
that it cannot orient; however the system can continue if one increments the ordering by
adding the pair ¢ > * in the precedence.
Therefore incremental (or well quasi) orderings play a really important role. However,

currently the only incremental (or well quasi) orderings we can build are those that contain
the embedding which is the rewrite transitive relation generated by the rules

{f(xla"-vzn)_’zilfej: A 1SZSTL}

This is a big drawback since such incremental (or well quasi) orderings will never be able
to prove the termination of terminating rewrite systems like

f(f(z)) = fa(f(=)))



because the right-hand side is embedded in the left-hand side or, if one prefers, the right-
hand side rewrites to the left-hand side with the above embedding relation. We exhibit a
family of well quasi-orderings that includes the embedding as given above, but also includes
rewrite relations that contains rules like f(f(z)) — f(g(f(z))). These relations can be
described by sets of rewrite rules. Since these relations are both well quasi-orderings and
rewrite orderings, we propose to call them well rewrite orderings.

2 Some well rewrite orderings

There exist many results on well quasi-orderings (see [10]). We present here only two well
rewrite orderings through their underlying term rewrite systems.

2.1 Higman divisibility order

The divisibility order or embedding on 7(F) is the rewrite relation S emB wWhere —g g is
given by the following term rewrite system EMB

f(z1,...,20) s S for all ¢ € [1..n]

where the f’s are all the operators in . In other words g is the smallest derivability
relation, generated by EMB. Sometime a relation that contains EMB is said to satisfy
the subterm property, since the relation we consider have also to satisfy the replacement
property, we prefer to give the set EAMB of rewrite rules. In this new framework, Higman’s
theorem asserts:

Theorem 1 ({7]) The derivability relation 5 ¢pp is a well quasi-ordering.

2.2 Embedding with patterns

It is possible to consider an extension of Higman’s theorem based on patterns. In term of
rules, one basically considers a set P of rules

p(z1,...,2n) 2 T for all 7 € [1..n]

where each p is a linear term of 7((F,X)), i.e., a term where each variable occurs only
once, also called pattern, and n is the number of variables occurring in this pattern. The
set of patterns is written P. In order to make the derivability relation a well quasi-ordering,
the set P has to be unavoidable which means that every ground term but a finite set A,
must encompass a pattern in P; in other words

(Vt € T(F)© A) (3p € P) t .

F = {f(z1,-..,22)| f € F} is trivially an unavoidable set of patterns. Notice that F is
the set of patterns used in Higman’s relation —gap. With general patterns, one has the
following theorem: ’

Theorem 2 ([20]) The relation =p is a well quasi-ordering if and only if P is unavoid-
able.



3 An extension of Higman’s theorem

In our theorems we need a property a little stronger than unavoidability. Indeed, when with
an unavoidable set P, we require each term large enough to encompass a pattern in P, in
a basis G' we require every term large enough to match directly a unique pattern in G. Let
us give a formal definition of a basis.

Definition 1 (Basis) A basis G is a finite set of linear terms such that there ezists a finite
set A of ground terms and for every term t in T(F) © A there exists a unique term g in G
that subsumes t,in other words

(VMteT(F)oA)(3geG)t>yg.
and fort € A, there exists no term in G that subsumes t.

We now define what we call a basic set of rules.

Definition 2 (Basic sets of rewrite rules) A set of rewrite rules is basic if the set of
its left-hand sides is a basis.

The uniqueness of top pattern for every term in the case of a basic set of rules is not a
real restriction as shown by Corollary 1. It is important that the different left-hand form a
basis, therefore the definition prevent any term even ground terms to match two different
patterns on the top. For instance,

fz) — g(z)
fla) — a
is not a basic set of rewrite rules, since terms of the form f(a) have two matches on the

top. For reasons that will be made clear later on, we first define a relation generated by a
set of rules which is not the derivability relation generated by R,

Definition 3 (Pseudo-Derivability) Given a finite set R of rules, the R-pseudo-deriv-
ability is the relation i defined as follows.

S ?t
if and only if, either
s=1
or
(3(g,d) € R) (3o € £(F, X)) go = s A da%t (1)
or

(3(g,d) € R) (30 € £(F,X))(30 € T(F, X))
go=s A gd=1A (dla%dla,...,dngo%dnﬁ) (2)

where {g — d1,...,9 — dn,} are all the rules with left-hand side g.
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As said in proposition 2, pseudo-derivability is under some conditions an extension of deriv-
ability. Condition (1) says that a term s pseudo-derivates to a term ¢ if one can transform
s into t by a head rewrite. Condition (2) says that s pseudo-derivates to ¢, if s and ¢ have
the same pattern ¢ at the top and if for each rule ¢ — d, do pseudo-derivates to df. For
instance, suppose

R = {h(z,y) = f(z); h(z,y) — v}
we can assert that h(h(a,b),c) R-pseudo-derivates to f(h(a,b)) by (1). Furthermore,
h(s1,s2) R-pseudo-derivates to h(ty,t2), if f(s1) R-pseudo-derivates to f(t;) and s; R-
pseudo-derivates to t2.

Proposition 1 (Transitivity of pseudo-derivability) If R is basic then the pseudo-

derivability SR is transitive.

Proof: Let s, t and u be three terms such that s‘;Rt and t*L»Ru. The
proof is done by induction on the number of uses of rules (1) and (2) and works
as a “cut elimination”. Consider the first rule invoked in the proof of s Spt
and t &g u. There is no problem if an equality step is used or if s <> gt uses (1)
or if s<5pt and t<>pu use both (2). Now suppose s = go <spt = g6 uses (2)
and t = gf <> gu uses (1) which means there exists a rule ¢ — d; € R such that
d;0 g u, let us prove s pu. Indeed by (2) for all 1 < j < ny, d;o SR d;0,
hence for the specific 7 above mentioned, d;o ‘:’R d;8. Using now d;6 C»Ru we
can apply the induction and use transitivity to prove d;o < u. Therefore, (1)
can be applied to d;o Spu. O

Notice that the above proof uses the unicity of the pattern g, as it was required in the
definition of a basic set of rules.

Theorem 3 (Well quasi-orderedness of pseudo-derivability) Let R be a finite basic
set of rewrite rules. If the R-pseudo-derivability is well-founded, then it is a well quasi-
ordering.

Proof: We write i»R the relation :»Re =. The proof of the theorem
is based on Nash-William’s least counter-example method [16, 18] used in the
proof of Kruskal’s and Higman’s theorems. In those proofs, “least” means “with
respect to the size”, here “least” is “with respect to <i>R”. The proof works as
follows.

Suppose the pseudo-derivability S is not a well quasi-ordering. Therefore
there exists an infinite sequence

£0y 81, -- - yny. ..

which is a least counter-example in the following sense. It contains no pair (¢;, ;)
with 7 > 7 and ¢; Cmtj and there is no counter-example starting with s such
that 2 'i)Rs and more generally there exists no counter-example starting with

toy-.-,tn, s such that t,44 'im s. This is possible since :—>R is well-founded.
Since the system R is basic, there exists a left-hand side ¢ of a rule in R and a
infinite subsequence with top pattern g, which means there exists an increasing

function ¢ : N — N and substitutions oy, such that go, =1,



Let d1 ...dn, be the right-hand sides of the rules in R with left-hand sides g.
For k € [1..ng] and x : N — N an increasing function, a sequence (dk0y(n))neN
is not a counter-example. Otherwise suppose (dex(n))neN is a counter-example,
therefore

toy. . 1t<pox(0)—1 ’ dkax(O)’ dkax(l)’ cee
is a counter-example less than (,),eN; it is less than (1,),eN, since trivially

tpox(0) = 99%(0) J;R dkoy(0) and it is a counter-example because one can have
e neither tiL;Rtj for pox(0)>i1>j

® nor dkox(m)Qdeax(p) for m > p > ¢ o x(0), since (dkox(n))nEN is a
counter-example,

e nor dkax(m)‘gntj for m > 0 and ¢ o x(0) > j, since this would imply
toox(m) = gax(m)iR tj, which is impossible since (tn),eN is @ counter-
example.

Therefore, there exist n, increasing functions ¥y,...,%n, such that
10y, (n41) G 91943 (n)

420091 (n+1) G 92002091 (n)

dngowngo...owgod;l(n+1) ‘7{ dngowngo...o%owl (n)
Let us write ¥ = ¢, 0...0%;. 9 satisfies
99%(n) = Lo(w(n))

and
(Vi c [1..ng]) di0’¢(n+1) 7{ di0¢(n)

Using the last part of the definition of pseudo-derivability, one gets

Low(n+1)) G Lo(v(n))
which is a contradiction with the fact that (¢;);eN is @ counter-example. O

In the previous theorem, the key condition is well-foundedness since it is rather easy
to check that a set of rewrite rules is basic. To make the proof of well-foundedness easier
it is often better to work on rewrite orderings instead of pseudo-derivabilities. To extend
Theorem 3 to rewrite orderings, we have to require a specific property on the sct of rewrite
rules and the derivability relation that it generates. We call this property projectivity.

Definition 4 (Projectivity) A set R of rewrite rules is projective, if for every left-hand

side g of a rule in R and for every pair (0,8) of ground substitutions, one has

[dla :’R diOA...ANd;o :’R d;f A .../\dngU :’R dn90]
-
9o >p go

where {dy,...,dn,} is the set of right-hand sides associated with g.



The relation —gap that we called embedding is projective, indeed since the rules are of
the form f(zy,...,z,) — 2;, projectivity means

[31 —)EMBtl A.../\S{—’EMBt{A.../\Sn——)zMBtn]
=
f(s1,.0058n) —imp f(t1,. .., t0)

and is obvious. For the embedding with patterns projectivity means

[s1 2Pt A ASioRtiA L A Sy =) L]
==
P(S1y .-y 8n) =5 p(ty,. .. t0)

where p is a pattern and is also obvious. An intuitive interpretation of projectivity and
a justification of the name is as follows. A term s rewrites to a term t with the same
top pattern, if all “projections” of s rewrite to the “projections” of t. Here, “projection”
means replacement of the top pattern g by d if a rule ¢ — d exists. This also means that
the knowledge of derivations d;oc =g d;0 can be lifted up as a derivation go =g gf. The
situation can be complicated when the right-hand side of a rule is a non variable term and
especially when this right-hand side overlaps other left-hand sides. This is a typical situation
with basic term rewrite systems. It is then not trivial that what is known on derivations
between instances of right-hand sides can be lifted-up to derivations between instances of
left-hand sides. Projectivity has been shown by Uwe Waldman to be undecidable (see
appendix). In the case of projective term rewrite systems, derivability always contains
pseudo-derivability.

Proposition 2 If R is a projective set of rewrite rules, then the R-pseudo-derivability <> g
is contained in the R-derivability g, i.e. J»R C Sp.

Proof: The proof is easy from a careful examination of an axiomatic defini-
tion of derivability which is the same as pseudo-derivability except property (2)
that is:

§= f(S15-+esSm) A f(t1,--stm) =1t
A(S1yeeesySm)(ZR)™P(t1y - ytm) (2)

for derivability. O

Therefore, we may state the main theorem as a corollary of Theorem 3.

Theorem 4 (Well rewrite orderings) Let R be a basic and projective set of rewrite
rules. If R-derivability is well-founded, then it is a well quasi-ordering.

Corollary 1 Given a set S of rewrite rules such that the derivability relation i»g has no
loop, if R is a basic, projective and terminating set of rewrite rules such thatl — r € R
implies | Hsrthen bsisa well-quasi ordering.

Proof: This comes from the preservation of well-foundedness by restriction
of an ordering and the preservation of well-quasi orderedness by extension of an
ordering (or incrementality). O



This corollary works in the specific case where § D R. Since the relation with —p is trivially
well-founded, we may state a corollary about embedding with patterns.

Corollary 2 If P is a set of pattern that contains a basic set of pattern, then the relation
Lp is a well quasi-ordering.

and more specifically about embedding.

Corollary 3 The relation — 545 is a well quasi-ordering

4 A direct definition of the ordering

In this section, we give a direct and axiomatic definition of the well rewrite orderings,
without invoking the concept of rewriting.
R is a given set of pairs of terms. We define an ordering >g based on R as follows.

s>pt=> f(...,s,...)>r f(...,t,...) replacement

s>pt=s0 >pto instantiation
S>RIANL>puUu = s>RU transitivity
(V(s,s')ER)s>gp s foundation

Properties of R. In addition R satisfies the two following properties:

¢ For almost each term ¢ in 7(F) i.e., each term but a finite number, there exists a pair
(s,s') € R such t is an instance of s. R is said basic.

e Given a term s, and {(s,s}),...,(s,s,)} the set of pairs of R where s occurs as first
component, if
S0 >R S0 A ... A sho>psi

then
so >plo.

R is said projective.

With these properties > g is a well quasi-ordering if and only if it a well founded ordering.

5 Examples

5.1 An example that contains a rule f(f(z)) — f(g9(f(z)))

In this section, we show that the derivability relation associated with the set of rewrite rules
T:

f(U(=z) — fle(f(=))) (1)
9(9(z)) — S(2) (2)
flg(z)) — = (3)
9(f(z)) — = (4)

where S(z) is either z or g(z) or g(f(g(z))) is a well quasi-ordering.
We drop parentheses in the sequel.



Claim 1. The derivability relation > is well-founded. Indeed the rewrite relation iv_r
either decreases the number of subpatterns ff or gg or else decreases the length of the
whole string.

Claim 2. T is basic. If A is the set {f(a),g(a)}, it can be easily seen that one of the

patterns f(f(z)), 9(g(z)), f(g(z)) or, g(f(z)) subsumes any term in 7(F) O A.

Claim 3. T is projective. For rules (3) and (4) and for rule (2) if S(z) is either z or ¢(z)
the projectivity is obvious, let us prove it for rule (1), the proof for rule (2) when S(z)
is g(f(g(z))) is symmetric and therefore will be omitted. In this precise case projectivity
means:

fofe ffB = ffa2 ffB (5)

The proof is done by induction on the n length of a derivation fgfa 7 fgff3, where a and
B are two given strings and it never requires the right-hand side of rule (2).

n = 0 The induction hypothesis means fgfa = fgff3, therefore a = § and
ffa2 f1B.

Assume the property is true for n — 1 and suppose further the first rewrite takes place
at the position z, i.e., in
n-1
fefazy = f9fB

the first letter of the pattern is the i-th symbol in the string fgfe.

e The first rewrite takes place at ¢ > 4, then
n—1
fefo— fafy =v"2 f9fB

where the first rewrite affects the a part of fgfa, hence

[l ffA
By induction

14 2 518
Therefore

ffal f18
g.ed.

o The first rewrite takes place at 3. We can write
!
fazy

and .
v=fgv "—T> fefp

10



— The first rule used is rule (1). We can write @ = fo'. Therefore

ffa'?fgfa' =9

or
o

foz fga=1"

The induction hypothesis is then
fofa— fafee"Z TafB
and by induction
ffga s f1P
using again
fa fga
one gets
ffe—= ffga f1B.

g.e.d.

— The first rule used is rule (3). We can write o = go'.

hypothesis is then

The induction

fafge = fao' " fofB
and by 98~ 8

fgo' = B
therefore
ffo= ffoo 5 f1B.
q.e.d.
e The first rewrite takes place at 2, then
Jofa fa"Z fofp
We have
fefB 7 fB
therefore
fo T B
and
ffat f18
qg.e.d.

o The first rewrite takes place at 1, then
n-1
Jofo— fo3' 918
and the proof continues just as above.

Notice that <% # —7; indeed ffga 571 fa, but one does not have f fga—%fa.
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5.2 A generalization

Given an ordering > on a set A, an ordering > on B is an epimorphic image of >, if there
exists a surjective function ¢ : A — B such that

é(a) > ¢(b) = a >b.

In this case, it is known that if > is a well quasi-ordering, then > is a well quasi-ordering.
This result can be applied to the previous example to show that the following term rewrite
system generates a well quasi-ordering. For this, we define the following morphism

T({fh""fmagla""gn}) - T({fvg})

that maps the f;’s onto f and the g;’s onto g and one gets a well rewrite ordering described
by the following rules:
for (i,j,k,p) € [1.m]* and I € [1..n],

filfi(=)) =~ fela(fp(2)))
for (3,7,k) € [1..n]%,
9i(gi(z)) — gi()
for i € [1..m] and j € [1..n],
filgi(2)) — =
for j € [1..m] and 7 € [1..n],
9i(fi(z)) — =

By a simple generalization of the reasoning used for the previous example, one sees easily
that this set of rules generates a well rewrite ordering.

5.3 Another example that cannot contain the embedding

In [1], Bachmair, Dershowitz, and Plaisted mention an ordering that cannot be a simplifi-
cation ordering. It can be defined by the set of rewrite rules

f(h(z)) - f(i(2)) (1)
g9(i(z)) 9(h(z)) (2)
f(f(z)) f(z) (3)
9(9(z)) 9(z) (4)

L A

f(i(=)) z (5)
9(h(z)) z (6)
h(z) T (7)

i(z) z (8)
and proved to define a well rewrite ordering. This system can be easily proved basic and
terminating. Again the interesting property is projectivity. Only rules (1) and (2) pose
problem and because of the symetry of the definition with respect to f and ¢g and h and %,
one can only focus on rule (1). This leads to show that

fi(@)) = f(i(B)) = f(h(e)) = f(h(B))

We need first a lemma.

12



Lemma 1 i(a) ®) as > i(e) = i(B) ) Jé;

Again we prove the projectivity on the number of rewrites in f(i(a)) = f(i(8)), if n = 0,
then @ = . For the general case, suppose f(i(a)) % f(i(8)), for k < n.

e a5 B, there is nothing to prove.

o If f(i(a))> f(i(B)) there is no rewrite at the top, but

by ni() By Ay i)

then (8

asy i) p
which means that the rewrite by (8) can be shifted on the right and which implies
a > .

o f(i(a) = f(7) =¥ 5 f(i(B)), where the first rewrites from f(i(a) to f(7) are all
done below the top and the rewrite from f(vy) to 4’ is done at the top. Three cases
have to be considered according to the rule which is used to rewrite f(v) to v’

~ f(3) B v wich means f(h(v1)) © f(i(1)), the length of f(i(1)) > S(i(8))
is smallest than the length of f(i(a)) — f(i(8)), therefore by the induction

hypothesis f(h(v1)) = f(h(B)) and f(h(a)) ™ f(i(a)) = f(h(1)) > F(h(B))-

- f() ) 4" wich means f(f(11)) ®) f(71). Since the first rewrites are below the
top, we know that i(a) = f(7;), in this scquence of rewrites there is at least
one use of rule (8) at the top that can shifted by Lemma 1 yielding i(a) —

1(f(m)) ) f(m) and we can consider that all the other rewrites are done below
the top. This means @ = f(y1). On the other hand f(v1) = f(i(8)) ) B, thus
a5 B

f(7) = +" wich means f(i(v1)) = 7. By induction, f(i(a)) = f(i(y1)) implies

F(h(@)) = f(h(n)) and since 31 = £((i(8)) 2 B, f(h(m)) > F(h(B)), then
F(h(a)) = F(B(B)).

5.4 A well-founded pseudo-derivability

We consider now an example of a non projective set of rules on 7({f,g,h,a},X) which
provides a well-founded pseudo-derivability

e
W) — = e e

It is obviously basic, but it is not projective because of ffa — fgfa and fhfa /4 fhgfa.
However the pseudo-derivability is well-founded and the proof uses an argument similar to
this of Section 5.1. Therefore the pseudo-derivability is a well-quasi ordering.
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6 An ordering based on patterns

In this section, we are going to describe an extension of the recursive path ordering [2]. We
use a precedence that is an ordering between patterns.

Definition 5 (Pattern precedence) A precedence on a set of patterns P is an ordering
such that p > p' implies p’' = f(s1,...,8n) with f € F occurs only in rules of the form

f(S815-.-,80) — s
and p > q for every pattern of the form g = f(t1,...,tn).

In the following we are going to use two abbreviations: >,,,g) stands for >,,,g) U =
and (>,po(B)) ™7 stands for (>,,,(8])°"? © =.

Definition 6 (Pattern Path Ordering) Given a basic set of rules B and a pattern prece-
dence >, the pattern path ordering or ppo w.r.t. B and > is written >pp,g); it is defined
as follows: ’

5= f(81,-++48m) = g0 >ppop) t = h(t1,.. s tn) = ¢'7

if and only if one of the following holds

1. g> g’ AS > ppo(B] i1 A.LLAS > ppo[B] tn
comp

2. (Iugy--- um)) (S15-.+y5m) > ol B] (U1y-e s Um) A U1,y Um) Zppo(B)

3. (3[_(] — d] € B) do prO[B] t

Notice that the pattern path ordering uses a componentwise composition instead of a
lexicographical composition as the classical lexicographical path ordering does. This is done
to make the proof of the replacement property obvious. The pattern path ordering is not
reflexive as seen from its definition. It is transitive.

Proposition 3 (Transitivity of the ppo) The pattern path ordering is transitive.

Proof: Let use the abbreviation § for (s1,...,5m) and f&for f(s1,...,5m)
and let s = f§=go,t=ht = ¢'r and u = k% = ¢"8 be such that s > ppo[B] t
and t >8] u- The proof is done by induction on (z,j) where 7 is the number
of calls to the definition for proving s >,,,(8] ¢, ¢ is the number of calls to the
definition for proving t >,.(g) u, and (i,5) > (¢,j') if j > j'or j = j'Ai > 7"
Let us look at the way the proofs are done.

comp

o The first step of s >,pop) t uses (2). Let § > opolB
By induction, f >,,,p) t and t >,,ip) v give fT 2,5 u, then by (2)
S >ppo[B) U-

o The first step of s >0} t uses (3). do >,p0(p) t and t >p,,(8] u give by
induction do >,,,(p) « and then by (3) s > (5] u-

1 v and fU 2 ppo[B) -

o The first step of s >p,5p) t uses (1) and the first step of t >,,,1p) u uses (1).
Then g > ¢’ > ¢" and (Vi € [1..n])s > 0[] ti and (V5 € [1..0'])t > p0(8) ;-
By transitivity g > ¢” and by induction, (Vj € [1..n'])s >,,,(p] u;- Then
(1) applies.

14
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o The first step of s >p,,(p t uses (1) and the first step of t >,p) u
uses (2). One has g > ¢, (Vi € [L.n]) s >ppp) tir T >;‘;}ZIPB] 7, and
h¥ = pp >8] ¢- By induction, (Yi € [L..n]) s >,,,(B] vi; therefore, since
g > p (by property on precedences) by (1) s >, A¥. By induction
ho >pp0iB) w and s >p008) AT gives s >,p,(B] U-

o The first step of s >pp) t uses (1) and the first step of t > 0[] ©
uses (3). From g > ¢’ we know that ¢’ occurs only in a rule of the form
h(vy,...,v,) — vi. Therefore, the first step of ¢ >,p0(p) © is ti >,p0(B] U-
Since s >,p0(] ti is a part of the proof of the first step, s >,,,(p) © comes
by induction.

0

In the definition of the pattern path ordering w.r.t. B, (2) and (3) are the definitions
of the derivability associated with B. Therefore, S>g C >ppoB] and if the derivability is
well-founded, the pattern path ordering is a well quasi-ordering, therefore it is well-founded
and incremental.

Proposition 4 If B is a basic, projective and, terminating set of rules, the pattern path
ordering ts a well-quasi ordering.

In [19], another extension of the recursive path ordering is proposed. It is based on
Theorem 2 and unavoidability; there is not always a pattern at the top and the relevant
pattern is found through a hierarchy using the concept of decomposition.

7 Conclusion
This study raises a lot of open issuc. Among them, are

e To apply the pattern path ordering or another extension to the proof of term rewrite
systems,

o Toextend the scope of our main theorem especially by relaxing the condition that the
left-hand sides have to form a basic set,

e To propose a constructive proof of the main theorem like this of J. Russell and
C. Murthy for Higman’s lemma [17].
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Appendix
Undecidability of the projectivity

Uwe Waldmann
Dortmund University, Germany

In this section, one finds a proof of the undecidability of the projectivity due to Uwe
Waldmann.

Theorem 5 (Undecidability of the projectivity) The projectivity is undecidable even
in the case of monadic term rewrite systems or Thue systems.

The proof of this theorem requires a lemma on reachability in term rewrite systems
whose proof is casily obtained by coding Turing machines for instance.

Lemma 2 Given a monadic signature F, a term rewrite system R over T(F) and two
ground terms t € T(F) and t' € T(F), it is undecidable whether t Sp t'.

The proof of the theorem is now done by reducing the proof of reachability for two terms
t ad ¢’ to a proof of the projectivity of a term rewrite system built from R.

Now suppose given two terms ¢ and ¢’ of 7(F) and a rewrite system R. One builds an
associated rewrite system R’ on 7(F') where ' is defined by

F=F b‘J {avbaf,h'vkl—-vr}

with @ and b fresh constant, f and A monadic functions and k,_,, a n;-ary function if /
contains exactly n; variables. R’ is defined by

R = R {l- ki(z1,...,2q,) | for cach I — r € R}
w(a) - 16t — f(8) 8 h(a) — h(b) & f(z) = h(z)

The proof is now made of three lemmas:
Lemma 3 R Y {{ = ki=.(21,...,Zn,)} is projective with respect to R’

Proof: ki_.;(21,.-,21,)0 =R kimr(21,...,25,)0 implies 2,0 S 2,0 for

all m € [1..n;) which implies that lo S g [6. O

Lemma 4 {fa(a) — t,t’ — f(b),h(a) — h(b)} is projective with respect to R’

Proof: All rewrite rules are ground O

From Lemma 3 and Lemma 4 we see that R’ is projective if and only if the only rule
f(z) — h(z) is projective with respect R’ if and only if f(a) =g f(b).

Lemma 5 f(a) =g f(b) if and onlyt Sgpt’

Proof: f(a) =g f(b) if and only if t g f(b) if and only ¢t S p #/. Let
us show that this last derivation can be made using rules of R only. Suppose
indeed that t Sy t' using a rule | — kiar(z1,...,2n,) at position p. Then
there exists a variable-deleting rule that is applied above p and the application
ofl — kj_,(z1,...,25,) can be omitted. A similar argument holds for ¢’ — f(b).
Hence in the derivation ¢ < t' none of the function symbols is generated. Thus
the rules f(a) — t, h(a) — h(b) and f(z) — h(z) are not applied, thust St
a
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