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Stochastic Orderings on Partial Sums of Random Variables
and on Counting Measures of Random Intervals

Alain JEAN-MARIE and Zhen LIU
INRIA Sophia-Antipolis
2004 Route des Lucioles
BP 109
06565 Valbonne, FRANCE

April 11, 1991

Abstract

Relationships are established between the stochastic ordering of random variables, of
their random partial sums, and of counting measures of random intervals. Two types
of results are obtained. First, conditions are given under which a stochastic ordering
between sequences of random variables is inherited by (vectors of) random partial sums
of these variables. These results extend and generalize theorems of Borovkov, Ross and
Stoyan. Second, conditions are provided under which the counting measures of a given
point process in two ordered random intervals are also ordered.

These results are applied to several comparison problems in queueing systems. It
is shown that if the service times in two M/GI/1 systems compare for some stochastic
ordering, the busy periods compare for the same ordering. Various bounds on waiting
times and response times are provided for queues with bulk arrivals. The cyclic and
Bernoulli policies for customer allocation to parallel queues are compared in the transient
regime. Stochastic ordering relations are established for the cycle times in polling systems.

Keywords: Partial Sums, Counting Measure, Stochastic Ordering, Stochastic Bounds,
Busy Period, Bulk Arrival, Routing, Polling System.



Ordonnancement Stochastique de Sommes Partielles de
Variables Aléatoires et de Mesures de Comptage d’ Intervales
Aléatoires
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11 avril 1991

Résumé

Nous étudions les ordonnancements stochastiques existant entre les sommes partielles
aléatoires de variables aléatoires et entre les mesures de comptage d’intervalles aléatoires.
Deux types de résultats sont présentés. D'une part, nous donnons des conditions sous
lesquelles un ordre stochastique entre deux suites de variables aléatoires se transmet aux
(vecteurs de) sommes partielles de ces variables. Ces résultats étendent et généralisent des
théorémes de Borovkov, Ross et Stoyan. D’autre part, nous obtenons des conditions sous
lesquelles les nombres de points d’un processus ponctuel qui tombent dans des intervalles
aléatoires de longueurs stochastiquement ordonnées sont également ordonnés.

Ces résultats sont ensuite appliqués a plusieurs probléemes de comparaison stochastique
en théorie des files d’attente. Nous prouvons que deux files M/GI/1 dont les distributions
des temps de service sont stochastiquement ordonnées ont des périodes d’activité ordon-
nées pour le méme ordre. Nous obtenons également diverses bornes pour les files avec
arrivés groupées. Dans le probleme de 'allocation des clients a des files en paralléle, nous
comparons la politique aléatoire (“Bernoulli”) et la politique cyclique, dans le régime tran-
sitoire. Enfin, nous établissons des résultats d’ordonnancement stochastique pour les temps
de cycle dans un systeme de “polling”.

Mots Clef: Sommes Partielles, Mesures de Comptage, Ordonnancement Stochastique,
Bornes Stochastiques, Période d’Activité, Arrivées Groupées, Routage, Polling.



1 Introduction

In this paper we address two related problems: the stochastic ordering of random partial
sums and the stochastic ordering of random counting measures of some point process
associated with random intervals.

In the first part, we study the relationship between the stochastic orderings of random
variables and those of (vectors of ) their random partial sums. We provide conditions under -
which a stochastic ordering between sequences of random variables is inherited by (vectors
constructed with) random partial sums of these sequences. :

The problem of comparing random partial sums of random variables arises in the study
of stochastic systems with random dynamics, such as queues with bulk arrivals, vacation
models or polling systems. It has been considered by several authors: Borovkov [7], Ross
[18] and Stoyan [19]. Our results generalize theirs by weakening the statistical assumptions
and by introducing other stochastic orderings. We also correct a mistake in the results of
Stoyan. We then extend the ordering relationships to vectors of random partial sums.

In the second part, we compare the number of occurrences of a point process (i.e.
the number of “arrivals”) in two random intervals the lengths of which are stochastically
ordered. This is, in some sense, a problem dual to the previous one.

The problem of comparing stochastically point processes has been studied by several
authors, for instance Brown [9], Whitt [22], Lindvall {13], and Rolski and Szeckli [17].
Our problem differs from theirs in that we fix the point process and take two random
intervals whereas in [9,13,17], roughly speaking, the authors fix the interval and compare
the counting measures of two point processes.

It turns out that the structure of the point process dictates the way the ordering
between the intervals is inherited by the numbers of occurrences. Any point process
preserves the strong stochastic ordering, and any stationary point process preserves the
convex ordering. The situation is more complex for pure renewal (Palm) processes, for
which the preservation of the increasing convex ordering depends on the distribution of
the interarrivals, and more precisely on the convexity of the renewal function. Processes
with Gamma interarrivals are analyzed in detail and classified.

We apply these results in five examples of queueing systems. Some extend and gener-
alize previous results and others are original.

The first example shows that in two M/GI/1 queues for which service times are or-
dered, the busy periods are ordered with the same ordering relation.

The second one consists in comparing single server queues with bulk arrivals: the
GX/G/1 model. We assume that interarrivals and service times are non-stationary. We
study the bulk waiting times and construct for them the best possible upper and lower
bounds in the sense of increasing convex ordering, among those that use GIX /GI/1 queues
(i.e. with stationary interarrivals and service times). The third example focuses on the
GIX /GI/1 model. A lower bound in the sense of the increasing convex ordering is obtained



for the stationary customer response time by taking a deterministic bulk size.

The fourth application is concerned with the problem of customer allocation to parallel
queues. For such systems, it is known [15] that the cyclic (Round Robin) allocation policy
yields a smaller stationary customer waiting time (in the sense of the increasing convex
ordering) than the Bernoulli (random) policy. This result is extended to the transient
regime.

The last example deals with the comparison of polling systems. In a globally gated
polling system, if the service times and/or the walking times are comparable for some
ordering, then the cycle times are ordered for the same ordering relation.

. The paper is organized as follows. In Section 2, we present the notation and some
preliminaries on stochastic ordering. In Section 3, we analyze the relationship between the
stochastic orderings of random variables and those of their random partial sums. In Section
4, we study the conditions under which the vectors of random partial sums are ordered.
In Section 5, we present results on the inheritance of the stochastic ordering between
random intervals by the number of occurrences of point processes in these intervals. The
applications are presented in Section 6.

2 Notation and Preliminaries on Stochastic Ordering

We introduce here the notation for stochastic orderings and recall their basic properties.
The reader is referred to [19] for more details and proofs. Throughout this paper, increas-
ingness and positivity are understood to be non-strict, except when stated otherwise.

We begin with the definition of integral stochastic orderings. Let n be an arbitrary
(strictly) positive integer. Let C¢ be a class of functions from IR™ to IR. Let X,Y € IR"
be two random vectors.

Definition 2.1 (Stochastic Ordering) The random vector X is said to be smaller than the
random vector Y in the sense of <¢ (noted X < Y), ifVf € Cc, E[f(X)] < E[f(Y)],
provided that the ezpectations ezist. The binary relation <. is called the integral stochastic
ordering, or simply the stochastic ordering, generated by the class of functions C.

A binary relation <¢ thus defined is known to realize a partial preordering on the space
of real distribution functions (or random variables) on IR". We shall often use “ordering”
instead of “preordering”.

Definition 2.2 Let C}, C%, CL,, CR,, C,, be respectively the class of all increasing,
convez, concave, increasing and convez, increasing and concave functions from IR"™ into
IR. These classes generate respectively the strong stochastic ordering (<4 ), the convez
ordering (<cx), the concave ordering (<cy), the increasing convez ordering (<icx), and the
increasing concave ordering (<icy).



These five relations are actually ;artial orders. Other examples include the class of Schur
convex functions (see e.g. {16]), the class of convex symmetric functions, the class “increas-
ing product” functions, that is: f(z1,...,2s) = [17 fi(z;), where for all 4, f; : IR — IR is
increasing. When fi(z;) is a polynomial with positive coefficients, this class is called the
class of “moment functions”, noted C%. One may also consider the class of linear functions
CP, for which the relation X <; Y reduces to EX < EY.

We shall sometimes omit the superscript n. The dimension of the origin space will always
be clear from the context. From the definition, it can be easily seen that:

Lemma 2.3 We have the following equivalences:

i) X <xYV & —X < =Y
i) X <Y & X200 Y

i) X <Y & =X 2> -Y
V) X Six Y ® =X iy =Y

V) X SStY & -X 28! -Y.

Lemma 2.4 The following implication relations between the stochastic orderings hold:

i) Sst & Siexs
ii) Lex = Siex-

i) <cv = <icv-

We shall also need the following analytical characterization of the increasing convex and
increasing concave orderings:

Lemma 2.5 Let X,Y € IR be two random variables (RV’s).

o X <;ex Y if and only if for alla € R, E[X - o]t < E[Y - q]t,
® X <icvY ifand only if for alla € R, E[a— X|* > E[a-Y]*,

where [z)¥ = max(0, z).

Definition 2.8 Let < be a stochastic ordering. The sequence of random variables { X, }5°
is increasing (resp. decreasing) in the sense of <, denoted by {Xn} 1 L(resp. {X,} | L)
if for alln > 1, Xy <¢ Xnp1 (resp. Xnp1 <c Xn).



In what follows, =4 denotes equality in distribution. The following two theorems are
due to Strassen [20]:

Proposition 2.7 Two random vectors X,Y € IR" satisfy X <4 Y if and only if there
ezist two random vectors X' and Y’ defined on a common probability space, such that
X =4 X', Y =Y, and X' < Y' componentwise almost surely (a.s.).

Proposition 2.8 Two random variables X,Y € R satisfy X <cx Y (resp. X <ix Y) if
and only if there ezist two random variables X' and Y' defined on a common probability

space such that X =4 X', Y =4Y', and X' = E[Y'|X'] (resp. X' < E[Y'|X"]) a.s..

Corollary 2.9 Two random variables X,Y € IR satisfy X <cxY (resp. X <y Y) if and
only if X <iex Y (resp. X <ievY) and EX = EY.

Definition 2.10 (Convolution property) The stochastic ordering <. on random variables
of IR™ is said to satisfy the convolution property if for all random variables X1, X,,Y,,Yz €
IR™, with X, independent of X, and Yy independent of Yz, the relations X, <. Y; and
Xy <cYaimply X1 + X2 <c Y1 + Yo

Definition 2.11 (Stability with respect to translations) A class C™ of functions,is stable
with respect to translations if for all a € R™, f € C" implies f, : z — f(z + a) € C™.

It is easy to see that the stability with respect to translations implies the convolution
property (cf. [19, Proposition 1.1.2]):

Lemma 2.12 Let </ be the stochastic ordering generated by the class Cc. If C. is stable
with respect to translations, then <, has the convolution property.

Consequently, the orderings <ut, Scxy Levy Siexs Sicv satisfy the convolution property.

When the RV’s are defined on IRt", the stability with respect'to pdsitive translations
implies the convolution property. Thus, the moment ordering <, on positive RV’s has
also the convolution property. '

3 Random Partial Sums

In this section, we consider the relationships between the stochastic orderings on the
random variables and those on their random partial sums.



3.1 Description of the Problem
All random variables used in this section are defined on a common probability space. Let

- <ty <t e, be integral stochastic orderings satisfying the convolution property.

- A and B be two positive integer valued RV’s,

{X»}$° and {Yn}{> be two sequences of real valued RV’s, mutually independent in
each of the sequences,

- U=%%X;and V = T.2Y;. By convention, U = 0if A = 0 and likewise for V.
It is assumed that

- ASC; B’
- Xn<g, Ynforalln2>1,

- the sets of RV’s {4, B} and {{X,} ,{Ya}} are mutually independent.
The question is:

Under which conditions on the sequences {X,} and {Y,} is there an ordering
relation between U and V: U <, V for some <, ?

This problem arises in the study of some stochastic systems, for instance the GIX /GI /1
model (see Borovkov [7]) and branching processes (see Ross [18]). Other applications
include polling systems and vacation models [21]. The most general results are stated by
Stoyan {19, Proposition 2.2.5, p. 45], (see also Borovkov [7, Proposition 4, p. 143] and
Ross {18, Lemma 8.6.7, p. 278]). In our notation, they write as:

Proposition 3.1 Assume that {X,} and {Y,} are sequences of independent positive ran-
dom variables. Let <€ {Sicx, Sst} If {Xn} 1L and {Y,} 1L, and if <, =<¢,=<¢,
then <c,=<¢.

It turns out that the assumptions can be somewhat relaxed and that results are also
available for other ordering relations.

3.2 Main Results

In this subsection, we present the results on the relationships between <., and <,,<¢,,
and leave their proofs to Section 3.3. We first present results for the most used orderings,
and then propose a generalization.



Proposition 3.2 Assume < =<q and <;,=<q. IfY, 2 0 as. for n > 1, then
S53=Sst'

Note that one does need the condition Y, > 0 a.s. in order that <, =<g. It is not
sufficient that EY, > 0. For example: if A = 1,B = 2 as. and {X,}, {Y,} i.i.d. with
X, =4 Y, = (-1,1) with probability (1/2,1/2). Then U = X and V = (-2,0,2) with
probabilities (1/4,1/2,1/4) so that neither X <4 Y nor Y <, X.

However, the stochastic increasingness of the sequences {X,} and {Y,} , required in
Proposition 3.1 is not necessary for the <, ordering.

Proposition 3.3 Assume <;, =<y and <g,=<iex. If EX 2 0 or EY,, > 0 forn > 1,
then <, =<jex-

The assumption that EY; > 0 is necessary for <c, =<icx. Otherwise, take in particular
{X,} and {Y,} to be iid. and X, =4 ¥;;. If now EA < EB, Wald’s Lemma implies:
(EX = EY <0)= (EU = EALEX > EB.EY = EV).

Proposition 3.4 Assume <c,=<icx and <c,=<icx. If either X, > 0 a.s. forn > 1 and
{X.} ticex, or Y, 20 a.s. forn > 1 and {Y,} 1icx, then <z, =<jex-

One may have observed that Proposition 3.4 slightly relaxes the assumptions on the
stochastic increasingness of the sequences {X,} and {Y¥,} in Proposition 3.1 for the <;.,
ordering.

The positivity of {X,} or {Y,} assumed in Proposition 3.4 is necessary. Otherwise,
one has the following counterexample (cf. [7, p. 144]): A = 1 as., B = (0,2) with
respective probabilities (1/2,1/2) and {Xn} , {Y5} iid. with X, =4 ¥, = (-1,1), also
with probabilities (1/2,1/2). With the function f(z) = [z]*, one gets: Ef(U) = 1/2 >
1/4 = Ef(V).

Proposition 3.5 Assume <, =<icv and <g,=<iev. If either X;, > 0 a.s. forn > 1 and
{Xn} licv, or Y, 20 a.s. forn > 1 and {Y,} | icv, then <g,=<icy.

Proposition 3.5 also appears in Stoyan’s Proposition 2.2.5 [19, p. 45] but is misstated
with “{X,} 1icv”. The result does not hold with {X,} 1 icv: if it were, then with Wald’s
Lemma, one would have in particular: (A <cv B, {X,} T cv, {Ya} T ov) = (U <o V),
which, using Lemma 2.3, is equivalent to: (B <cx 4, {Xn} | cx, {Ya} | ex) = (V < U).
This is not compatible with Proposition 3.6 below.

Indeed, consider the following counterexample: let A take the values 0 or 2 with
probabilities 1/2,1/2. Let B = 1 a.s. Take {Xn} ={Y.} . Let X; be a RV with mean
1 and second moment &, and X, = X3 = 1 a.s. for n > 2. Then EU? = (3+ «)/2 and
EV? = k. Therefore, if k > 3, EV? > EU? and V < U is impossible.



i’roposition 3.8 Assume <p, =< and <¢,=Lcx. If either X, > 0 a.s. forn > 1 and
{Xa} 1cx, or Y, 20 as. forn>1and {Y,} 1 cx, then <gy=<cx.

In the statements of the above propositions, we assumed the positivity (in mean or
almost surely) of the sequences of {X,} or {¥;} . Results can be established for negative
random variables. In Tables 1 — 5 we provide, for easier reference, lists of statements
equivalent to Propositions 3.2 — 3.6. These are easily proved by changing the signs of X,
and Y, then exchanging the roles of {X,} and {Y,,} and/or using Lemma 2.3 to reverse
the direction of the orderings.

l [ <c, | ¢, | Conditions | <, |
(a) Sst Sst Yn Z 0a.s. Sst
(b) | 26t | Sat | Ya < 0a.s. | <4

(C) Sat | 2ot | Xn<0a.s. | 24
(d) | 26t | 26t | Xn20a.8. | 24

Table 1: Statements equivalent to Proposition 3.2

[ [<e [ <e | Conditions [ <, |
(a) <ot | Siex | EXn200r EY, 20 | <jex
(b) Zst Sicv EXn S 0 or EYn .<_ 0 Sicv
(C) St | 2iex | EXn £ 0o0r EYn S0 | Zicv
(d) 2st | Ziex | EXn 2 00r EY, 20| 2iex

Table 2: Statements equivalent to Proposition 3.3

( [ <¢, [ <e, | Conditions | <c, |
(2) | <iex | <icx | either X, > 0 a.s. and {X,,} Ticx
or Y, > 0a.s. and {Y,} 1icx <icx
(b) | 2icx | <icv | either X, < 0a.s. and {X,.} | icv
or Y, <0a.s. and {Y,} |licv Licv
(c) | <iex | icv | either X, <0 a.s. and {X,} | icv
orY, <0a.s.and {Y,} |icv icv
(d) | Ziex | Zicx | either X, > 0 a.s. and {X,} Ticx
or Y, > 0a.s. and {Y,} 1icx Siex

Table 3: Statements equivalent to Proposition 3.4



[ <c, | <c, | Conditions B

(a) | <icv | Siev | either X, > 0 a.s. and {X,.} | icv
or Y, 2 0a.s. and {Y,} | icv <iev

(b) | Zicv | Sicx | either X5, <0 a.s. and {X,} T icx
orY, <0a.s. and {Y,} Ticx Sjex

(c) | Siev | Zicx | either X, €0 a.s. and {X,} 1 icx
orY, <0 a.s. and {Y,} Ticx >

(d) | Siev | Zicv | either X, > 0 a.s. and {X,} |icv
orY, > 0a.s. and {Y,} | icv Dicv

Table 4: Statements equivalent to Proposition 3.5

L l <c l <c, ] Conditions ] <531

(2) | €ex | Lex | either X, > 0 a.s. and {X,} T cx

orY, >0a.s. and {Y,} 1 cx <ex
(b) | <ex | Sex | either X, < 0a.s. and {X,} T cx

or Y, <0a.s. and {Y,} T cx <ex
(¢) | €cv | Lev | either X, €0 a.s. and {X,} | cv

orY, <0a.s. and {Y,} | cv <cv

(d) | <ev | Lev | either X, 2 0 a.s. and {X,} | cv
orY, >0 a.s. and {Y,} | cv <ev

Table 5: Statements equivalent to Proposition 3.6



To conclude, we note that Propositions 3.2 — 3.6 can be generalized as follows:

Proposition 3.7 Let <¢,, <, and ¢, be three integral stochastic orderings. The rela-
tion <c,=<c, holds under any one of the five following conditions:

1. (a) <gy = <ot 2 <, and
(b) Yo, 20 as. forn2>1;
2. ((l) SL, = <t and .<_£2 < Siexy and
(b) either EX, >0 or EY; >0 forn > 1;
3. (a) <, = Siex & Zg,, and
(b) either X, 2 0 a.s. forn > 1 and {Xpn} Ticx, or Y, 20 a.s. forn> 1 and
{Ya} 1icx;
4. (a) <cy = Siev = Ly, and
(b) either X, > 0 a.s. forn > 1 and {X,} |icv, orY,, > 0 a.s. forn > 1 and
{Yn} |icv;
5. (a) SCI = Scx = S[a, and

(b) either X, >0 a.s. forn 21 and {Xp} T cx, orY, 20 a.s. forn> 1 and
{Ya} 1 ex;

As an application of the above proposition, we obtain the moment ordefing on the
partial sums of positive RV’s X,,,Y, € IR*:

A B
an <m EYm
1 1

if A <jex By Xn <m Ya, n 2> 1, and if {X,} or {Y,.} is a sequence of i.i.d. random variables.

Remark In the case <g, =<, =<, =<u, the sequences {X,} and {Y,} can be made
of dependent random variables, provided that <c, holds between the infinite sequences,
instead of each element. The proof relies on Strassen’s theorem, as in the proof of Propo-
sition 4.3.

3.3 Proofs

We prove Propositions 3.2-3.6. The proof of Proposition 3.7 follows trivially.

Proof of Proposition 3.2. By Strassen’s Theorem (cf. Proposition 2.7), there exist
two random variables A’, B’ such that

A'=¢gA, B '=4B and A'< B a.s.,



Let f be increasing. Then

A’ A’ B’
Ef(U)=Ef(Q_Xn) S Ef(3_Ya) S Ef(Y_Ya)= Ef(V),
1 1 1

where we used the convolution property for the first inequality, and the positivity of Y,
for the last inequality.
(m]

The proofs of the other propositions are treated together.
There are two possible schemes of the proofs. Both take an arbitrary function f € Cc3.
Let Uy = TF, X; and Vi = L, V..
o0
Ef(U)= Y Ef(Ux)P(A = k) = Eg(4),
k=0

where g(k) = E f(Ux). Likewise, with h(k) = F f(Vk),

Ef(V)= ih(k)P(B = k)= EK(B).
k=1

The goal is to prove U <¢, V,ie. Ef(U) < Ef(V). We proceed as follows:
Scheme 1:
i/ Prove that the function k ~ g(k) is in C¢y. Then we have 3 g(k)P(A = k) <

Y g(k)P(B = k);
ii/ Prove that g(k) < h(k) for all k. This yields the result.

Scheme 2:

i/ Prove that g(k) < h(k) for all k. This gives: 3 g(k)P(A =k) <3 h(k)P(A = k);
ii/ Prove that the function k — h(k) is in C¢,, hence the result.
In both schemes, we need to prove g(k) < h(k), which is true when f € C¢y (Lemma 3.8).

We must therefore have C¢, C Cc3, which implies that the ordering <¢, has to be weaker
than or equal to <.,.

The symmetry of both schemes explains the fact that Propositions 3.3-3.6 need assump-
tions on {X,} or on {Y,} , and not on both. All the proofs will be given with the
assumptions taken on {X,} and using Scheme 1.

Lemma 3.8 Take f € Cc,. Then g(k) < h(k) for all k > 0.

10



Proof This is in fact the convolution property, using the independence assumption of
the RV’s in each of the sequences {X,} and {Y,} .

8]

Lemma 3.9 (increasingness) If either

i) EX, >0 for alln > 1 and f is increasing and convez, or

ii) X, >0 a.s. for alln > 1 and f is increasing,

then g is increasing.

Proof With the first assumption: EX, 2 0 = 0 <jcx Xn. f is increasing and convex,
therefore:

g(k+ 1)~ g(k) = Ef(Ux + Xi1) — Ef(Ur) 2 Ef(Ux) — Ef(Us) = 0.

Thus, g is increasing. With the second assumption, the inequality is obvious.
' a

Lemma 3.10 (convexity) Assume X, > 0,a.5. Vn > 1. If either

.i) f is convez and {X,.} 1 cx, or

ii) f is increasing and convez, and {X,} 1 icx,

then g is convéz.
Proof Let f be a convex function. We have, for some RV’s Z,, =4 X,;:
k k=1
g(k+1)=g(k) = Ef(Xesr+ Y Xa)= Ef(Ze+ ) Z,)
1 1
k k-1
> Ef(Ze+3_Xa)-Ef(Ze+ ) Zn)
1 1

k k=1

2 Ef(EXn)_Ef(ZZn)
1 1

= g(k)-g(k-1)

The first inequality results from the assumption that the sequence {X,} is increasing for

the <.« order. Therefore, we have Zy <.x Xi4+1. The second inequality simply results

from the convexity of f, using Z, > 0. The function g is convex. The proof is similar for

the case where f is increasing convex and X, increasing in the sense of the <;., ordering.
0
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Lemma 3.11 (concavity) Assume X,, > 0,a.s. Vn > 1. If either

i) f is concave and {X,} | cv, or

ii) f is increasing and concave, and {X,} | icv,

then g is concave.

Proof The proof is as above: let f be a concave function:

k-1

k
ok +1) = g(k) = Ef(Xey1+ 3. %) - Ef(Ze+ 3 Xn)
1 1

k k-1
< Ef(Zk+)_Xn)-Ef(Zc+)_Xn)  (decreasingness of {X,} )
1 1
k k-1
< Ef(ZXn)— Ef(z Z,)  (concavity of f)
1 1

= g(k)-g(k-1).

Thus ¢ is concave.
o -

Proof of Proposition 3.3. Take f increasing. Lemma 3.8 applies. As EX, > 0,
Lemma 3.9 applies also, so that g € C¢,.
a

Proof of Proposition 3.4. Take f increasing and convex. As Cz3 C Cc4 anyway,
Lemma 3.8 applies. If X,, > 0 and {X,} 1 icx, Lemmas 3.9 and 3.10 apply also, and g is
increasing and convex.

0

Proof of Proposition 3.5. Take f increasing and concave. As Cc3 C Ccp, Lemma
3.8 applies. If X, > 0 and {X,} | icv, Lemmas 3.9 and 3.11 apply also, and g is increasing
and concave.

u}

Proof of Proposition 3.6. Take f convex. As <c,=<cx, Lemma 3.8 applies. If
Xn > 0and {X,} 1 cx, Lemma 3.10 applies as well, and g is convex, i.e. g € C¢;.

This Proposition can also be shown directly from Proposition 3.4 and the facts that
EU = EA-EX,, EV = EB . EY) (a type of Wald’s identity) and that EA = EB,
EX, = EY;, which entail EU = EV.

: 0
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4 Vectors of Random Partial Sums

In this section, we study the relationship between the stochastic orderings on the random
variables and those on the vectors of the random partial sums of these random variables.

Let

{an}$° and {b,}{° be two sequences of positive integer valued RV’s, mutually inde-
pendent in each of the sequences,

{X,}$° and {Y3}{° be two sequences of real valued RV’s, mutually independent in
each of the sequences,

- Ap =3 "a;and B, =31,

-Sy =Y 1" Xiand T, = 3/ Y;,

-U=(5,,5N),V=(T1, -+, Tn), where N is an arbitrary positive integer.
‘As in the previous section, all random variables used in this section are defined on a

common probability space.
Assume that
- <r,,<c, are stochastic orderings generated by the classes which are stable with
respect to translations,

- an <g, by foralln > 1,

- Xpn <, Yy foralln 21,

- the sets of RV’s {{2,}$°, {ba}$°} and {{Xn}§°, {Ya}$°} are mutually independent.

We are interested in finding a stochastic ordering <, such that U <., V.

We first prove the following general result:
Proposition 4.1 Let {Crn}32, be a sequence of classes of functions such that

(a) for all z € IR, the mapping (Z1,...,%n-1) = f(Z1,...,Zn-1,2n-1 + z) belongs to
C'Rn-l,

(b) for all (z1,...,7n-1) € IR""1, the mapping z — f(z1,...,Zn_1,Zn-1 + =) belongs
to C'Rl . :

The ordering associated with Crn is noted <gpn. Assume that there is an ordering <c€
{<ats Sicxs Sievs Sex} such that: <g, = <¢ = <c,. Assume further that either of the
sequences { X, }52, or {Yo}32, is composed of positive i.i.d. RV’s. If <ga=<,,. then for
all n,

(51,.++,Sn) <rn (T4, - .., To). (1)

13



Proof We show the assertion by induction on n. Without loss of generality, we assume
that the sequence {X,} is composed of positive i.i.d. RV’s.

For n = 1, the relation S; <z: T follows immediately from Proposmon 3.7. Suppose
that for some n > 1, relation (1) holds. Let

Sz(sla"',sn), TZ(TI)"',Tn)) 8:—‘(81,"',8"),

Bz(Bla"',Bn), ﬂz(ﬂla""ﬂn)-
Then for all function f € Cgn41,

E [f(Ta Tn+1)]
S P(B=p) [ EUT,Tan)lT = s,B=BdP(T = 5|B = p)
ﬂ LR

i

r ﬂn+byx+l
ZP(B:ﬂ)/ E f(T,s,,+ > Yj)]dp(:rzsm:m
8 ™o

1=0n+1

v

[ Brntant
Srm- B[ E|f (T,sn > Xj)] dP(T = 5|B = f)

J=Bn+1

(according to condition (b) and Proposition 3.7)

[ an41
3B =) . / (T,s,. +Y x,-)

=1

dP(T = s|B = 3)

(using the i.i.d. assumption on {X,})
Sn4l

= E|[f|[T,sn+ Y Xj||dP(T =)
R 1 j=1 J

v

R" J-_—l

- . :
E|f (s,s,, + )f Xj) dP(S = s)

(due to condition (b) and the induction assumption)
= E [f(S, 5n+1)] .

Therefore, relation (1) holds for all n > 1.
0

Remark: The above proposition still holds when the conditions on the sequence
{Crn}3%, are replaced by

(a) forall z € IR the mapping (z1,...,Zn-1) — f(z,2 + Ty,...,z+ Tn-1) belongs to
CRn—l,

(b) for all (z4,...,Zn-1) € IR™*"?, the mapping z — f(z,z + 21,...,2 + Z,;) belongs
to ch,

14



The proof is similar: instead of conditioning on B and T, we condition on b; and T; and
use the induction assumption

(Sza Y Sn+l){$;=sl) SR" (T2) ° °$Tﬁ+1){bl=ﬁth=avl}-

Corollary 4.2 Let <c€ {Sst’ Scxa Scw Sicxa Sicv}- Assume that Sl:;:SC; S£3=SC- If
either of the sequences {Xn}o2, or {Yr}32, is composed of positive i.i.d. RV’s, then
<e;=Zc-

When <, =<, thei.i.d. assumption is not necessary. We have the following stronger
results:

Proposit_ion 4.3 Assume that <g, =<c,=Sat- IfYa 2 0 as. for alln > 1, then

SC;; =Slt'

Proof According to Strassen’s Theorem (Proposition 2.7), there exist sequences of
random variables {a,}{°, {b;,}5°, {X,.}$°, and {Y,;}$° such that

Vn2>1: an =d Qn, b, =4bn, X;=d4Xn, Y,=aYa,
and that
Vn>1: a, <b, as, X,<Y, as.

Using now the fact that Y, > 0 a.s. (which implies that Y;] > 0 a.s.) for all n > 1 yields
that

Vn>1: A=Y a, <> b, =B, as,
=1

and that
A B!,
Vo> 1: Sp=Y X, <> Y. =T, as.
=1 i=1
Therefore

U'=(8,Sy) (T, -, Ty) =V’ as.

Since in each of the sequences {an}$°, {6,}$°, {Xn}$°, and {¥,}$°, the random variables
are mutually independent, we have that U’ =4 U and V' =4 V. Appealing again to
Strassen’s Theorem yields immediately

U<aV.

Proposition 4.4 Assume that <g, =<, <£;=<icx: IfYn 2 0. a.s. for alln > 1, then
SL;;‘:Sicx-

15



Proof  The proof is similar to the above one. According to Strassen’s Theorem (Propo-
sitions 2.7 and 2.8), there exist sequences of random variables {a;, }{°, {b,}5°, {X/}°, and
{Y}5° such that

Yn2>1: a; =4 Qn, b:‘ =4 by, X," =4 Xp, Y,: =4 Yy,

and that ,
Yan>1: a, < b, as., X, < E[Y,X,] as..

Using now the fact that Y, > 0 a.s. for all n > 1 yields that
Vn>1: Ay =) a, <> b, =B, as.,
and that

Al B,
Yn>1: S.=Y X}<E [Zy; | {X;}J = E[T. | {X.}] a.s..
J=1 J=1
Therefore
U’ = (S;" ‘ !sj\l) S E[(T{’ * aTI’V) | {Xv,‘}] = E[V, l {X:x}] a.s..

According to Jensen’s inequality on conditional expectation, we obtain that for all convex
function f: Rr+Y - IR,

E[f(UN < E[f(EIV' | {X.}))] < E[E[f(V') | {X.}]] = E[f(V")].
Using now the facts that U’ =4 U and that V' =4 V yield
E[f(U)] = E[f(U")] < E[f(V")] = E[f(V)].

1

Therefore U <jcx V.
O

Remark: As in the previous section, equivalent statements of the above three proposi-
tions can be formulated for negative random variables.

5 Counting Measure of Random Intervals

We now turn to the problem of counting the number of occurrences of a point process
(number of “arrivals”) in random intervals the length distributions of which are stochas-
tically ordered. This is in some sense the “dual” problem of the problem of random sums.

Let:

- P be a point process, and N be its associated counting measure,

- X and Y be two positive random variables, independent of P, with no mass at 0,

16



. Nx = N(]0, X]) and Ny = N(]0,Y]).

Let <c€ {<sty Lexs evs Siexs Siev}. Assume that X <o Y. What can we say of the
ordering relations between Nx and Ny ?

To answer this question, we will study several classes of point processes (stationary,
renewal), both in continuous and discrete time, and try to obtain the strongest possible
result in each case.

It will be shown below that for <, ordering, the point process can be of any kind.
However, for the convex ordering (<cx, <icx), the ordering between Nx and Ny depends
strongly upon the distribution of the point process. The Poisson process has the particular
property to be the only one among pure renewal processes to preserve the convex ordering.

5.1 General Processes

Without further assumptions on the process, we have the property:
Proposition 5.1 If X <4 Y, then Nx <4 Ny.

Proof Using Strassen’s Theorem, we have X < Ya.s. on some probability space. As
P is independent of X and Y, we can construct it on that same probability space. For
each realization on this space, we will have Nx(w) < Ny(w), hence the result.

]

5.2 Stationary Renewal Processes

In this subsection, P will be a stationary renewal process with interarrivals = following a
distribution F: F(z) = P(r £ z). To avoid excessive complications, it is assumed that r
has a finite mean E7 and that F has no mass at 0 (i.e. no simultaneous arrivals). The
first arrival occurs at 7o which follows the distribution G(.) with

G(z) = El; /0 “(1 = F(8))dt.

It is well-known that for stationary processes, E(N¢) = t/Er. Therefore, by condi-
tioning, we have EX = EY = ENx = ENy. This allows the hope for a result with the
convex ordering, and indeed:

Proposition 5.2 Let <€ {<cxy Sevs Siexs Siev} If X <c Y, then Nx <. Ny.

Proof Let ®; denote the k-th fold convolution of F with itself. By convention,

$9 = 1. The probability that there are exactly k arrivals of the process in the interval
]10,t)is G*x @x_1(t) — GxPx(t)if k>0and 1 - G(¢) if k= 0.

17



Take a function f : IN — IR. We have, denoting by X (.) the distribution function of
X: 00 o
Ef(Nx) = [ @)X (@), Ef(y)= [7 g(a)¥(ds),

where:

9(z)

]

10+ 3 £(B) (G » ®uos(2) — G x Bu(z)
k=1

F0)+ Sk +1) - f(K) Gx Bu(z)

k=0

It is clear that if f is increasing, so is g. Now observe that:
G Bi(z) = / CIORLOLS

This is easily seen from the definition of G. Replacing in g(z), we have:

10) + Z(f(k+ 1) - ) [ (@) - Busr ()5

g9(z)

8

FO)+ (1)~ FODE 4 30k +1) - 218+ f(k - 1) / w2

k=1

ﬂ

If f is convex, the coefficients of the series are positive. The integrals are increasing and
convex functions of z because ®4(t) is increasing in t. This proves that g is convex, hence
the result for <. and <;cx. If f is concave, so is g, hence the result for <., and <;,.

a

Proposition 5.2 actually holds for any stationary process [4]. It has a counterpart for
discrete time processes.

Let 7 be an integer random variable such that P(r = 0) = 0. We define the “residual
life” of T as the variable 7o with distribution:

P(ro = k) = %P(r >k), k>1. (2)

We call “stationary discrete renewal process” a process with independent interarrivals
distributed according to some RV 7, and with the first arrival time distributed according
to 7g. Note that with this definition,
Er? 1
Er =
0= 2E + 2

which slightly differs from the continuous case.

Proposition 5.3 Let P be a stationary discrete renewal process. Assume that X and Y
are integer valued RV’s. Let <c€ {<cxs Sevy Siexs Siev}. If X <c Y, then Nx <¢ Ny.
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Proof The proof is similar to that of the time-continuous case. Let, for k > 0, m > 0:
$e(m) = P(ry + ...+ T = m), and ¢o(m) = 1l{n—0). Using the definition of 7o, one
obtains the probability of exactly & arrivals in ]0, n]:

—

m-—

P(Na=k)= =3 (@4(m) —ua(m), k20,21,

Er

m=0 I=
Now:
Ef(Nx) = S g(mP(X =n),  with: g(n)= 3 f(K)P(Na = k).
n=0 k=0

Using the expression of P(N,, = k) above, one has:

o(n) = J0)+ (F0) = SOV + 5 DU+ D =200+ Sk =D) 3 5 lh).
=1 m=1 =0

One can then conclude as above.

5.3 Pure Renewal Processes

In this subsection, the process will be a renewal process with interarrivals 7 following some
distribution F. There is an arrival in 0. Again, we assume that F' has no mass at 0 (i.e.
no simultaneous arrivals).

It turns out that these processes do not have the nice order-preserving property of the
stationary processes. This can be scen immediately from the following counterexample.

Take the process deterministic with 7 = 1. Take X = 1 so that Nx = 1. If Y takes
the values (2/3,8/3) with respective probabilities (2/3,1/3), then EY = 4/3 > EX and
ENy = 2/3 < ENx. Therefore, not even the ordering of the average is conserved, and
this rules out all possibility of convex or increasing-convex ordering between Nx and Ny.

Expectations are actually reversed for a large class of arrival processes, as we shall see
in Proposition 5.5 below.

On the other hand, the result of the previous section, applied to the Poisson process,
shows that the ordering between X and Y is passed on to Nx and Ny: indeed, the Poisson
process can be seen at the same time as a pure renewal process and a stationary renewal
process.

Our purpose is therefore to find out if other processes can preserve an ordering between
X and Y on to Ny and Ny.
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5.3.1 General Interarrivals

As in the renewal case, take a function f :IN — IR. We have now:

Ef(Nx) = [ g(@)X(do),

with:

a(z) = F0) + S(FK) = f(k = 1)) @(0) . 3)
k=1

In particular, if Vk, f(k) = k then g(z) = 3°3° ®«(z) is (up to the constant 1) the
renewal function of the process, which will be denoted by go(z) from now on.

Let us first state a simple lemma showing the importance of the convexity of g:

Lemma 5.4 Let f be a function IN — IR. Let g be defined by (3): if the function g is
strictly convez (resp. concave) on some interval [a,b], then there ezist RV’s X and Y such

that X <o Y and Ef(Nx) < Ef(Ny) (resp. Ef(Nx) > Ef(Ny)).

Proof Assume that g is convex on [a,b]. Take any Y with support included in [a, b],
and X = EY. Of course, X <.x Y. Now, using Jensen’s inequality, E f(Nx) = g(EY) <
Eg{Y) = Ef(Ny). Likewise, if g is concave on {a, b}, then Ef(Nx) > E f(Ny).

O

This lemma has an obvious counterpart in the discrete time case.

Results concerning the concavity of a renewal function are not abundant. The only
result known to us is for the class of DFR distribution, and was first proved by Brown [9]
(see also [13], [17]):

Proposition 5.5 (Brown) If T has a distribution with decreasing failure rate (DFR),
then go is concave.

Corollary 5.6 If T has a DFR distribution, and if X <x Y, then ENx > ENy.

Proof According to Lemma 2.3, X <. Y is equivalent to Y <., X. If r has a DFR
distribution, then go is concave and ENx = Ego(X) > Ego(Y) = ENy.
(]

5.3.2 Exponential Interarrivals

Our first result states, quite in accordance with intuition, that the Poisson process alone
preserves the <. order.
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Lemma 5.7 If for any RV’s X, Y such that X <.x Y we have ENx = ENy, then 7 is
exponentially distributed.

Proof According to Lemma 5.4, the function go can not be strictly Cconvex or concave
anywhere. As go is left continuous and go(0) = 0, it has to be linear. The Poisson process
is the only pure renewal process with a linear renewal function. '

a

The above lemma and Lemma 2.3 imply that

Proposition 5.8 The relation Nx <.x Ny holds for any RV’s X,Y € IR such that
X < Y if and only if T is ezponentially distributed. The same holds for <.

In the discrete time case, the same argument gives the corresponding result:

Proposition 5.9 The relation Nx <.x Ny holds for any RV’s X,Y € IN such that
X <« Y if and only if T is geometrically distributed on {1,2...}. The same property
holds for <...

5.3.3 . Interarrivals with Convex Renewal Functions

The following lemma and its corollary show that the convexity of the renewal function
plays an essential role in the propagation of the <;cx order.

Lemma 5.10 Assume that go is convez on the interval [0,a). Then for all RV’s X, Y
with support in [0, a}, the relation X <ix Y implies Nx <icx Ny.

Proof  Let a be a positive integer. Let f(k) = [k — a]* and g, be the function defined
by (3). If for all a, the function g, is convex, the lemma is proved.

Clearly, ga(z) = > 3%1 ®x(z) = ®a(z) * go(z). As F has no mass in 0, $,(0) = 0 for
any a > 1, and go(0) = 0. Consequently, we have:

z C
ai(z) = [ iz - 1) B\t + gl(0)8(2) -
wherever this derivative exists. The functions ¢, and go are increasing. Therefore, if
g6 > 0 on [0,a], g, has the same property.
0

Lemmas 5.4 and 5.10 imply:

Corollary 5.11 The process P preserves the <;cx ordering if and only if its renewal func-
tion is convez. : .
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No general sufficient conditions are known for‘gp to be convex. Simple analysis provides
a number of necessary conditions.

Assume that go is convex. It should be clear that F has to be continuous. Next,
assuming that E7 is finite, the study of go in the neighborhood of 0 and +oco give the
following conditions:

o F has a derivative at 0, and F'(0) < 1/ET;

e If F has two derivatives at 0, then F”(0) + F'(0)? > 0;

o If F(z) ~ Az®, 2 — 0, then a > 1 and A < 1/E~;

- o If r has a finite variance o2, then 6/ET < 1.

This last condition is a consequence of the asymptotic result (from [11, p. 366]): go(t) —
t/ET — 0?[2(ET)? - 1/2,t — co.

5.3.4 Gamma Interarrivals

In order to investigate in greater detail the behavior of go for other processes than Pois-
son or deterministic, we turn to Gamma distributions, a family which is stable under
convolution, with the hope of obtaining explicit results. If 7 ~ f, 5, we have:

kv=1
@k(x)—/ (?t()ku) eadt, k>1,

and

N
go(x)—-/o ;WC tadt .

The study of g by analytical means turns out to be quite complicated, and yields
only partial answers which we complement by numerical studies. The case of Erlang
distributions is however completely settled. Our results are summarized as follows:

Proposition 5.12 (Classification of Gamma Processes)

1. Ifv < 1, go is concave.

If v =1 (Poisson process), go is convez.

If v €]1,2|, extensive numerical ezperiments indicate that go s convez.
If v = 2 (Erlang-2 interarrivals), go is convez.

If v is an integer greater or equal to 3, go is neither concave nor convez.

S A o

If v 2 2, go is convez near 0.
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7. If v belongs to an interval of the form 12k + 1,2k + 2[, k > 1, go is neither concave
nor convez. :

8. If v belongs to an interval of the form 2k,2k + 1], k > 1, numerical evidence shows
that go is neither concave nor convez. '

Proof Point 1 follows from proposition 5.5, since Gamma distributions are DFR for
v < 1 ([18, p. 280]). Point 2 has already been mentioned. Points 3 and 8 are illustrated .
by Figures 1 and 2.

For points 4 and 5, It can be shown (e.g. {11, p. 495]) that for all integer v:

a? =

1
gg(z) = 7 zwk(wk _ 1)e(w"—l)az , W= e2x1r/u .
k=1

For v = 2, this is simply gj(z) = a%e~2>% which is always positive. For v > 3, this
function .can be shown to oscillate. Consider for instance the behavior of gg(z)exp((1 —
cos(2n /v))az) when z goes to infinity.

For point 6, it is easy to see that when z — 0, g§(z) ~ a’z*~2/T(v — 1), which is
always positive near 0 if v > 2.

For point 7, we remark that function go can be expressed using modified Mittag-Leffler

functions [10, pp. 210-]. The asymptotic analysis of these functions gives:

—-v=-1
95(z) = a’e* <(—of()_—u) + 0(3“"")) y T oo

The function T is negative on intervals | — 2k — 1, =2k[, £ > 0. On the other hand, Point
6 states that gj(z) is always positive near 0 if v > 2. Hence the result.
8]

5.3.6 Other Families of Interarrivals

To conclude this section, we checked whether some families of RV’s have a convex renewal
function or not. The following results can be obtained through routine calculations on gg
or its Laplace transform.

o If 7 is uniformly distributed on [a,b], go is not convex: one can check that it is
concave at ¢ = b.
o If 7 is the sum of two exponential RV’s, then gq is convex.

e If 7 is the sum of three exponential RV’s with parameters A;, A2 and A3, then gq is

convex if and only if A; €](vVA2 — vVA3)2, (VA2 + VA3)?[.

o If r is the sum of two Erlang-2 RV’s with parameters A; and A,, then go is convex
if, and only if A; €](3 — v8)A2, (3 + v8)Aq[.
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¥ P, X8

Figure 2: The function gg(z) for v from 7/2 to 17/2 with step 1
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5.4 Preservation of the <., ordering

According to Lemma 2.5, the preservation of the increasing and convex order is equivalent
to: (X <iev Y = E[a~ Nx|* > E[a - Ny]*, Va), or to (X <iev Y = Emax(a,Nx) <
E max(a, Ny), Ya € IN). Using the computations of the previous subsection, one obtains:

Proposition 5.13 The process P preserves the <icy ordering if and only if for alla € IN,
the function 3 %_, ®i(z) is concave.

6 Applications

In this section, we apply the results established in the previous sections to various analysis
and control problems arising in queueing systems. We obtain new and more general results
for these application examples.

6;1 Busy Period of the M/GI/1

Let 0! and ¢(?) be two random variables. Consider two M/GI/1 queues with the same
arrival intensity, and for which the service time distribution is that of o(!) and ¢(?) respec-
tively. Let Y()) be a 'RV with the distribution of the busy period in steady state in queue
ii=1,2.

Proposition 6.1 Let <€ {<s, <ex» Sevs Siexs Siev} o) < 0@, then YW < Y ?),

Proof Let v; be the number of arrivals pf the Poisson process in an random interval
whose length is distributed according to o). The variables Y{9),i = 1,2 are known to
satisfy the equation ([12, p. 211]):

W “
Y = o) 4 Zy_j(t) , (4)
i=1
where the )’j(i) are i.i.d. random variables with the same distribution as Y ). Let now,
for i=1,2, {(a,(f),1/,(".),)}3° be a sequence of i.i.d. RV’s distributed according to (o(*), v()).
Consider the scheme:
7 = of
0 0 L0
s ) t
Zagy = Onia¥ ) Zni, n20,

i=1

where the Z,(z are i.i.d. RV’s with the same distribution as Z,(f). We claim:
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Claim 1: Vn > O,Z,(,i) <at Z,(:ll.
We have obviously Z(i) <st A(i) By induction, if Z(.)1 <st Z,(.‘), then because
(a,(,i),u,(.i)) ("n+1v n+1) and because the RV’s Z,(,'ZIJ and Zr(:..)w are assumed to
be independent of the other variables, we can apply Strassen’s theorem to obtain

Zr(:) Sst Zv(:-z-l

Claim 2: 2" converges in law to a proper RV with the distribution of Y9,
The sequence Z,(‘) is stochastically increasing, therefore it converges. That the limit
is a proper RV stems from the fact that EZ(‘)l = Eo) + AEoli )EZ(') and that this

recurrence converges if AEo() < 1. The limit satisfies equatlon (4) which is known
to have only one solution. .

Claim 3: If o) <, ¢(?), then Vn > 0, Z,(;l) <t Z,(;z).
We prove this claim by induction on n. Clearly, Z(l) <c Z( ). Assume that the
claim holds for some n > 0. According to Proposmons 5. 1 and 5.2, v <. ()

Using Propositions 3.2—3.6 implies that ZJ:‘;’ Z,(,IJ) <e X o Z(z) However, this

=1
does not allow us to conclude that Z,(,l+)l <c Z( ), as o0 and u() are correlated.

Let feCg.
Ef(z3)) = /Ef(s+ 2 z{)) dp(e™M = ),
i=1

where N(s) is the (random) number of arrivals of the Poisson | process in the (fixed)

interval ]0,s]. Clearly, EN(’) Zm }:JN.(;) Z,(f,) for all fixed s. As the function
2+ f(s+2)isin Ce, we obtam

Ef(z%),) < / Ef(s+ Z z%) dP(eW = 5) .

To conclude, we need to show that the mapping g : s — Ef(s + Zf’_(l’) Z(z)) is in
Cc. Let A be the intensity of the Poisson process. We have:

g(s) Z fx(3) (/\8) - with fi(s)=Ef(s+ Z Z(2)

k=0
By differentiation,
k
J(s) = Zwmx fena() = Sl EL e,
9"(s) = Z[f [(8) + Afes1(8) = fi(8)) + A*(fra2(8) — 2fi41(8) + fr(8))]
k=0
('\s)ke-,\

k!

If f is increasing, then (cf. Lemma 3.9) fi(8) is increasing in both s and k. Therefore,
g is increasing. If f is convex, then fi(s) is convex in s and in k (cf. Lemma 3.10)
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and, because f’ is increasing, f;(s) is increasing in k. If f is concave, then (cf.
Lemma 3.11) fi(s) is concave in both &k and s, and as —f’ is increasing, fi(s) is
decreasing in k. Claim 3 is therefore proved. '

According to Claims 2 and 3, the relation Y(®) <, Y(2) holds if the < ordering is
preserved for the limit RV’s of weakly convergent sequences of RV’s. In case <c=<,,
this is trivially true. For the cases <g=<cx, Sicx, One can verify that the conditions of
Proposition 1.3.2. of Stoyan [19] are fulfilled. For the cases <g=<cy, <icv, One can still
apply Proposition 1.3.2. of Stoyan [19] by changing the signs of the RV’s (cf. Lemma
2.3).

O

The proposition easily extends to busy periods with an initial load. For i=1,2, let
Y () be the first busy period of an M/GI/1 system with services distributed according to
o). Assume that the queue has initial unfinished work W{)(0), or an initial number of
customers N()(0) and that it starts a service at ¢ = 0.

Corollary 6.2 Let <£€ {<ut, Sexs Ses Siexs Siev}e o) < o), and either WV (0) <
w@(0) or NO)(0) <z N?)(0), then YV <, Y2,

Proof If N(l)(O) <c N(z)(O) and o1) <, (2, then from the results of Section 3,
w1 (0) <, W)(0). The busy period is now given by the equation:

7 = Wéi)+iyj(i),

i=1

where v; is the number of arrivals in the interval ]0, W(‘)(O)] and the RV’s }’j(i) are indepen-
dent and identically distributed according to a standard busy period. Given Proposition
6.1, the same proof as in Claim 3 above yields the result.

G

6.2 Queues with Non-Stationary Inputs

This example illustrates the interest of relaxing the assumptions of Proposition 3.1 to the
monotonicity of only one of the sequences {X,} and {Y,} .

Let X be an integer valued random variable. Consider a single server queue with
batch arrivals (denoted by G* /G /1), with i.i.d. bulk sizes distributed according to X,

interarrival sequence {r,(,l)}3° and service time sequence {a,(‘))}g°. These two random
sequences are mutually independent but are not identically distributed. Let {W,(tl)}3° be
the sequence of successive bulk waiting times, with Wél) = 0. The goal of this subsection

is to find systems with stationary input that provide (closest) lower and upper bounds in
the sense of <.« for the waiting times.

These systems are constructed with the RV’s 7 () and 73, 6 such that
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o Vn >0, -7(?) Siex "Tr(tl) Siex _7.(3), and o(? Siex 07(;1) Siex o3,

e For any RV 7 and o, if Vi > 0, —7 <jcx —r,(.l)

o ,and o <ijcx ol ), then —7 <jex =7,
and 0 <jex O

e For any RV 7 and o, if Vo > 0, —r,£ ) <,cx -7, and a,(‘ ) <icx 0, then —7 () <iex =T

and o3 Liex O- ’
Let {W,(tz)}0 (resp. {W,(,a)}0 ) be the sequence of bulk waiting times in the GIX /GI/1

queue with W, (2) = 0 (resp. W( ) = 0) and with the interarrivals and the service times
distributed accordmg to (2 and o (resp. 70 and 0(®) respectively.

It then follows from Corollary 4.2 and Loynes’ scheme that

Vn 2> 0, (Wén’ T Wé?)) Siex (Wél)v ot "Wr(;l)) Siex (Wés)’ *y W'£3)) (5)

The existence of the RV’s 7(2),¢{?) and 7(3,¢(® are guaranteed by Proposition 6.3
below.

We use the following notation: let Y be a positive RV. Its complementary distribution
function is Fy(t) = P(Y > t) and we note ¢y(z) = [;° Fy(t)dt. It is easy to see that
for £ > 0, ¢y is a continuous, decreasing, convex function which tends to 0 when z goes
to infinity. Conversely, if ¢ is a function that satisfies these properties, then there is a
positive RV Z such that ¢ = ¢z.

Proposition 6.3 Let Y, and Y; be two positive random variables. Let Z, be the RV
such that ¢z, is the conver hull of ¢x and ¢y on IR*, and Z; be the RV such that
¢z, = max(¢x,dy) on RY. Then

l) Zl <1cx Yl >iex ZZ and Zl Sicx Sicx Z2;

ii) if EY; = EYs, then Z; <cx Y1 <ex 22 and Zy <cx Y2 <ex 23,

iii) For all RV Z € RY, if Z <;ex Y1 and Z <iex Y2, then Z <icx Z;,

iv) For all RV Z € R*, if Y1 <icx Z and Yz Sicx Z, then Z; <jx Z.

Proof Both functions max(¢x, ¢y) and the convex hull of ¢x and ¢y are continuous
and convex functions, decreasing to 0, and Z; and Z; are well defined.

Claim i) follows from the well known characterization of the <;.x ordering: A <;.x B &
¢4 < ¢p. Claim ii) follows immediately from the fact that if EY exists, ¢y (0) = EY so
that if EY; = EY,, then EZ, = £Z; = EY;.

For Claims iii) and iv), we use Stoyan’s result [19, p. 9] that if f is increasing and convex
on IR* with f(0) = 0, then there exists an increasing function g such that f(t) = f; g(u)du.
Thus, Ef(X) = [3° ¢x(t)dg(t), provided the expectation exists. This property is easily
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extended to functions with f(0) # 0. The Claims iii) and iv) now follow immediately
from the facts that dg > 0 and that ¢z, (resp. ¢z,) is the largest (resp. smallest) convex
function smaller (resp. greater) than both ¢y, and ¢y,.

o

6.3 Comparison of Queues with Bulk Arrivals

In this subsection we study again qucues with bulk arrivals. We obtain a lower bound
(in the increasing convex ordering sense) for the stationary customer response time with
a system with deterministic bulk size.

Let X be an integer valued random variable. Let X = |EX]. Let {W?2}$° be the
sequence of bulk waiting times in a GIX/GI/1 queue with i.i.d. bulk sizes distributed
according to X. Similarly, let {Wﬁ}g° be the sequence of bulk waiting times in the
GIT/GI/I queue with the same interarrival and service distributions, but with bulk size
equal to X. Let {0,}5° be the sequence of service times of both queues. It is clear that
the bulk waiting time in a GIY/GI/1 queue are the same as customer waiting times
in a GI/GI/1 queue with service times distributed according to the RV 6x = E{{ o;.
Obviously, X <jcx X, and by Corollary 4.2 we can prove, using Loynes’ scheme, that

Proposition 6.4 (Ordering of vectors of bulk waiting times in transient regime) For all

n2>0: . —
(Wo, ... . W) <iex (WE,..., WP .

We now turn to customer response times in stationary regime, denoted by R¢ and R°,

corresponding to the systems with bulk sizes X and X, respectively. If W? and W’ are
the steady state waiting times of bulks, we have:

R = Why 3 m, (6)

where C(X), the “typical number” of a customer in a bulk, is distributed as: P(C(X) =
k) = P(X > k)/EX. Taking expectations:

1 o% 4+ (EX)?
ER® = EW® + Er|=4+ X227
AT (2 TTEx )

whereas

e 1 (EX)?
c _ W T il I
ER = EW® + Er(2+ 2EX)

Thus, ER® > ER". In fact, we propose a much stronger result:

Proposition 6.5 (Comparison of stationary customer response times)

R’ <iex R (M)
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Proof Introduce the integer valued random variable X defined as:

£ = {_Y_ with probability p=X +1 - EX
X + 1 with probability 1 —p

It is easy to see that X < X (with equality if EX is integer). Denote by 6% = 217 o

and 63 = 2{‘ o;. Owing to Proposition 3.2, 65 <s 75, which implies, as in Proposition
6.4, that for all n, X ,
Wa,.. \W,) < (WE,...,W2).

It is easy to see that when ET > EX - Eo (the standard stability condition), Wf, and W}
weakly converge to the stationary bulk waiting times W and W, respectively, when n
goes to infinity. Furthermore, the relation Wi <at W,‘:, Vn 2> 1 implies:

w <o W (8)

We have EX = EX and actually we prove that: X <ex X. Indeed, let f: IR — IR, be
a convex function and let f : IR — IR be the piecewise linear function, interpolated from
f at points (n, f(n)),n € IN. Then Ef(X) = Ef(X)> Ef(EX) = F(EX), because [ is
convex and EX <, X. But f(EX) = pf(X) + (1 - p)f(X +1) = Ef(X).

Consequently, from Proposition 3.6, G <cx Gx and as in the above proposition, for
all n, . . '
(W, .., W) Sicx (WS, ..., WP).

Owing to Proposition 1.3.2. of Stoyan [19], we obtain, for the stationary bulk waiting

times, that _
Wb <, Wb, (9)

Relations (8) and (9) entail that
Wb Sicx Wb- (10)

In order to prove the <;.x ordering between response times, we first show that
C(X) <u C(X). (11)

This result is analogous to the implication <cx=><s_4 in continuous time (see. [5), [1}).
The proof uses the characterization of the increasing convex ordering (see Section 6.2),
and the definition of C(X):

-~ x ~ o0
R X @ V:v,/ P(X>t)dt5/ P(X > t)dt
X T

& YnelN, Y P(X2k) <Y P(X2k)

k=n k=n

because both X and X belong to IN,
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= VnelN, fj P(C(X)=k) < i P(C(X) = k)

k=n =n

& VYrnelN, P(C(X)2n) < P(C(X)2n),
because EX = EX. Finally, this is equivalent to (11).

According to Lemma 6.6 below, C(X) <at C(X). This, together with (11) imply that
C(X) <u C(X).

Now, in view of (6) and Proposition 3.4, we finally obtain:

.I_zc Sicx R¢.

Lemma 6.8 Let X; and X, be real valued RV’s with supports included in [0, o] and [a, 00),
respectively, for some a > 0. Let C; and C3 be the “residual lives” of X, and X, defined
by:

1t .
PCi<t) = ’ET/O P(X; > u)du, i=1,2.
Then:
C1 < C2.

If X1 and X, are integer valued, and the residual lives C(X,) and C(X3) are defined by
(2), then:
C(Xl) st C(X2) .

Proof The function P(C; < t) is concave. As P(Cy £0) >0, P(C; £ a) =1, and by
concavity, P(Cy <t) > t/a for all 0 <t < a. Therefore, if 0 <t < a, since EX; > a,
P(C2 < t) = t/EXg < t/a < P(Cl < t).

Ift> a,
P(C;<t)<1=P(C; < 1),

Hence the result. The proof for the discrete case is similar.

6.4 Comparison between Cyclic and Bernoulli Routing Polices in Tran-
sient Regime

Consider a system of ' symmetric ./GI/1 queues in parallel. Queues are numbered from
0 to K — 1. The system is initially empty. Customers arrive according to a sequence of
i.i.d. interarrivals {7,}§°. Customer n requires a service g, where {0,}§° is a sequence of
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i.i.d. random variables. When a customer arrives to the system, it is immediately routed
(allocated) to one of the queues."

We want to compare two routing policies:

e “Bernoulli”, where customer number n joins queue N, with {/N,}5° being a sequence
of i.i.d. RV’s uniformly distributed on {0,1,...,K - 1}.

s “Round Robin”, where customer number n joins queue n mod K.
k]

Let {W2}%° and {WFR}&° be the sequences of waiting times of the customers with Ber-
noulli and Round Robin routing, respectively.

Makowski and Philips [15] showed that under the natural stability condition, these
sequences weakly converge as n goes to infinity, and that: W2 <;., WER We extend this
result to the transient regime.

Proposition 6.7 (Comparison for the transient regime) For all n > 0:

"Vr{tR Siex WnB . : (12)

Proof The proof is based on the use of Loynes’ scheme (cf. [2], [1] and [14]) to construct
a GI/GI/1 system which is a lower bound for the system with Bernoulli routing.

For the Round Robin system, it is clcar that the customer response times in each queue
are the successive response times in the GI/GI/1 system with i.i.d. services {0,}3° and
i.i.d. interarrivals {7;}§°, where

K |
T =d Z:T,'. (13)

=1

For the Bernoulli routing, define the K sequences {uf}3, k=0,...,K—1,by: uk =1
if N, = k and 0 otherwise. For cach queue, define a “virtual waiting time” for customer
n by the recurrence:

Vok = 0,
Vi, = V4 ubon -t n > 0. (14)
The actual waiting time of the n-th customer is then given by:

K-1
WE=>3" WiV, n20
k=0
Developing recursively (14), and using the i.i.d. assumption to shift sums, these equations
lead to the following “Loynes’ Scheme™:

wé = o,
8 K-1 . m X m+1
_ Z 3 2 : Koy, _ E : .+
o - k=0 n osil‘é“,’f-llg_o e i=1 K mel (9)
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If n < K, WRR = 0 so that relation (12) trivially holds. If n > K,set n = Kp+ K + ! in
(15) for some p > 0 and 0 < I < K. Then,

K-1 m m+41

B — k . ko, _ 1+
WKp+I\'+l =d Z UKp+ R+ 0<m<IIPpﬁxK+l-l.[Z Ui 0; i Z T']
k=0 - - 1=0 =1
K-1 n x n+1
k +
2> Uprpt I max Uu; oy — T
Z st ; Kp+K+1 OSnSKp-Q-K—I['Z_(:) (] 'z__; t]

by restricting the range of the max,

K-1 Km+K-1 Km+K
k kg 1+
2a 3 Uiperkugax ] > wei— 30wl
k=0 == 1=0 1=1

by further restricting the range of the max to n’s of the form K'm,
K=1 m Km+K

’ ~k
=4 Z ulf\-p+l\'+1 021%)((»[2 a; — Z 1,',]+ (16)
k=0 - T i=0 =1
where we set: o
' L Ki+K-1 .
i = Z uo; .
i=Ki

For all k, the sequence {3%}$° is an i.i.d. sequence. Moreover, we have that for all k£ and

i
o ; j K-j
&F =4 Zaj , where Pla=j)= (A) (71{-) (1 - %) . (17)

i=1 J

Since u¥ is independent of u/,, m < n, we can assume, with no loss of generality, that

ukp+K+1 = 1. Consequently, incquality (16) reads

m Km+K

WI?;H-I\'-H st 0‘2‘,,?%‘,,[2‘.’3 - Z n)t. (18)
= =" 4=0 1=1

Now, 1 = Fa <. «, therefore by Proposition 3.6, we have 0; <« &f for all k,1.

Consider now a GI/GI/1 system with i.i.d. interarrivals {r]}$° defined by (13) and
ii.d. services {5,}, where &, =4 61, Vn > 0. Let {W,}$ be the sequence of successive
waiting times in this system. One rccognizes on the right-hand side of (18) the Loynes’
Scheme associated with this system:

. m Km+K
WKp+l\"+1 =d 0121"?-2(”[2 5.'1 - Z 1'.']+ .
= ="i=0 i=1

Therefore, (18) should be read as:

B —
Wiork4t 2ot WKprK4l -
But from standard comparison results, g, <.x &, implies W,fm <iex Wy for all n. Finally,

B
Wl}\iﬁl\’u Siex Witp+ K +0» p20,0<I<K.
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6.5 Cycle Time of a Cyclic Polling System

Consider a polling system consisting of a single server and K > 1 queues with infinite
capacity, numbered by 1,2,---, K. The server visits the stations in a cyclic order, that
is, 1,2,--+,K,1,2,--.. Without loss of generality, we assume that the server is at queue
1 at time zero. The initial state of the polling system is described by the vector V =
(M, - -+, Vi), where V; is the (independent random) number of customers present at station
i at time zero, 1 < ¢ < K. Customers arrive at the queues according to Poisson processes
with parameters Ay, -+, Ak, respectively, The n-th customer (n > 1) of queue i requires
ol > 0 service time. For every i = 1,:-+, I, the random variables o{,---,0%,--., are
ii.d.. The sequences {0}}%, arc mutually independent. We first assume that there is
no switch-over delay. At the n-th visit of the server to a queue, the server serves all the
customers that were present at this queue at the beginning of its last visit to queue 1. This
service discipline is introduced by Boxma et al. 8] and is called the “Globally Gated”

discipline.

For n > 1, the time spent by the server at its n-th visit to queue ¢ is referred to as the
n-th station time at queue ¢, denoted by S}. The n-th cycle time is defined to be

Cn=Sl4..-48V

Proposition 8.8 Consider two globully gated cyclic polling systems whose initial states,
customer arrival rates and service limes are specified by V() = (Vl(’), cee, V,((’)), {Ag’), <o
2}, and {09, n 21, 1 <i < K), for j = 1,2, respectively. Let <c€ {<at, Scxs Sovs
Sicxs Sicv}- If

/\El)=/\‘(2)’ i=1,-- K,

and
VD < v ot < o8 Wni n>1,1<i< K, (19)

then
SH) <, §E p>1, 1<i<K, (20)
cM <, ¢, a1, 1<i<K. , (21)

Proof It follows from the assumption (19) and Propositions 3.2—3.6 that
vi, 15i<K,  §iW < 572,

so that
C%l) <¢ 0{2).

Suppose that relations (20,21) hold for some n > 1. For system j, j = 1,.2, denote by

N9 the number of arrivals in quecue i during the time interval ] X (), X () 4 C,(.j)], where
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x0) = CU) -+ C(j) . Since the arrivals are Poisson processes, N.,,(") is equivalent

in law to the number of arrivals in queue ¢ during the time interval ]0, C(’)] Owing to
Propositions 5.1 and 5.2, we have

Vi, 1<i<K, Ny <o N,
Appealing again to Propositions 3.2—3.6 entails that

Vi, 1<i<k, S§"W<, 542

n+l =L 941
so that
1 2
Cv(t-gl Cr(vzl )

which completes the proof of the assertion by induction.

Remark: In an analogous way, once can show that if
(,\(‘) i ,’,\S\{)) < ()\22),-- (2))
componentwise, and
v =, v g =, 603 whi o a>1,1<i< K,
tl;en, for the globally gated and glohally exhaustive systems,
S < 53D p>1, 1<i< K},

cW < CP®.  n>1.

Remark: All these comparison results for the polling systems can easily be extended
to the case where switch-over times are incurred when the server switches from one queue
to another. In this case, the station time is defined to be the time interval between
the arrival instants of the server at two neighboring queues. The stochastic orderings
sty Lexs Sevy Siexs Siev still hold when the switch-over times are thus ordered.
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