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Abstract

The output of a shaft encoder is basically a quantized measurement of the shaft angle.
One method of angular velocity and acceleration measurement is by finite difference of angle
measurements (net pulse counts) at regular time samples. It is shown that these estimates
become significantly degraded as sampling rates increase

Kalman filtering of the angle measurements, based on some model of sign;al generation,
is proposed. Asymptotic analysis at constant sampling rate as the intersample time tends
to zero shows that the error variances tend to zero, but at decreasing rates for the angle,
velocity and acceleration errors. The analysis also suggests the use of multiple-integrator
systems to model the angle signal. .

A triple-integrator model is used if the acceleration is to be estimated, or double-
integrator model if not. It is possible to include an externally-generated model of the third
derivative or acceleration signal. Example show that the angle estimates are only slightly
better than the raw measurements, that the velocity estimates improve by a factor of 2 to 4,
with an order of magnitude improvement for the acceleration. The improvements are greater
at shorter sampling periods.

A second dassical method of estimation of angular velocity and acceleration uses the
pulse arrival times. It is shown that this method also becomes degraded at high sampling
rates, especially the acceleration estimates.

A Kalman filtering solution is possible here as well, but for asynchronous data. The
asymptotic analysis shows that the time constants of the Riccati error covariance equation
are short, so that quasi steady state conditions hold.

Because of the computational burden imposed by the real-time propagation of the Riccati
equation, a suboptimal solution is proposed. This is essentially a weighted least-squares

solution within each sampling interval, taking into account the error covariance update at




the end of the interval. A low-speed modification is introduced, to include the informatior
that an encoder pulse was not produced during a given time interval. The proposed algorithm
may incorporate an external signal model, or may use such an estimate to adjust the variance
of the plant driving noise in the model. The effect of time measurement errors is studied
and examples are given. The estimation errors are generally smaller than in the case o;
the Kalman filter at constant sampling rate, but the error transients that stem from rapid.

step-like acceleration changes are attenuated only by a factor of about two.

Keywords: Robotics, control, angular velocity, angular acceleration, estimation
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Résumé

La sortie d’'un codeur est une mesure quantifiée de 'angle. Une méthode bien connue
d'estimation de la vitesse et de 'accélération angulaires est celle des différences finies des
mesures d’angle (comptes nets des impulsions) A intervales réguliers. On montre que ces
estimés se détériorent rapidement avec 'augmentation du taux d’échantillonage.

On propose le filtrage de Kalman des mesures d’angle, moyennan't certains modeles
linéaires stochastiques du signal. Etant donné un taux d’échantillonage constant, une anal-
yse asymptotique selon laquelle la durée entre les échantillons tend vers zéro montre que
les variances des erreurs d’estimation tendent vers zéro. L’analyse appuie aussi l'usage de
modeles a intégrations multiples. |

On se sert d’'un modele avec trois intégrat.ions pour estimer l'accélération, et d'un modele
avec deux intégrations si seulement la vitesse doit étre estimée. On peut aussi ajouter comme
entrée un signal externe modélisant la troisieme dérivée on l'accélération. Quelques exemples
démontrent que les estimés de I’angle ne représentent qu’une faible amélioration sur la sortie
brute du codeur, que les estimés de la vitesse sont de 2 & 4 fois meilleurs que ceux de la
méthode des différences finies et que I’amélioration des estimés de I’accélération est de l'ordre
de 10. L’amélioration est plus prononcée si le taux d’échantillonage est élevé.

Une seconde méthode classique d’estimer la vitesse et 'accélération angulaires est basée
sur les temps d’arrivée des impulsions du codeur. On montre que cette méthode donne aussi
des résultats qui se détériorent avec 'augmentation du taux d'échantillonage surtout pource
qui est de l'accélération.

Une filtre de Kalman est possible ici aussi, mais pour donnée asynchrones. L’analyse
montre que les constantes de temps de I'équation de Riccati sont courtes, de sorte qu'il est
permis de supposer un régime quasi permanent.

Le fardeau numérique amené par l'équation de Riccati nous amené a proposer une




méthode sous-optimale. Il s’agit essentiellement d’'une méthode des moindres carrés pondéré:
appliquée i chaque intervale d’échantillonage, tenant compte de la covariance de 'erreu:
au début de l'intervale et mettant i jour la covariance avant le début de l'intervale suiv.
ant. On présente une modification pour les situations ol la vitesse est basse, se servant de
'information contenue dans le fait que le codeur n’a pas produit d’impulsion pendant w
certain intervale de temps. Le nouvel algorithme peut incorporer un modele externe d'ur
signal, on encore peut, suivant ce signal, ajuster la variance du bruit d’entrée du modéle
On étudie aussi l'effet des erreurs de mesures temporelles, et on donne quelques exemples
Les erreurs d'estimation sont généralement plus faibles que celles du filtre de Kalman a tau:
constant, mais les transitoires d’erreur dues i des changements rapides de I'accélération ne

sont atténuées que d'un facteur de deux.

Mots clés: Robotique, commande, vitesse angulaire,taccélération angulaire, estimation
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Chapter 1 : INTRODUCTION

1.1 INTRODUCTION

An optical shaf£ encoder is basically a disk with two sets of regularly-spaced slots se:
along concentric circles. The passage of a slot in front of a light beam produces a pulise‘
the net number of pulses in a given direction, multiplied by the (constant) angle betweer
slots, gives the angular displacement in that direction during the counting period. The twc
sets are in quadrature, so that it is possible to deduce direction of motion by knowing whi
pulse train leads the other.

Low-cost encoders (such as one finds on a PUMA) have a basic resolution of about 20
pulses/rev. Encoders of 5000 to 10000 pulses/rev are now available at costs of the orde
of $1000. It is possible to use so-called multiplicative decoding, by triggering on the leadin
and trailing edge of each pulse, thereby gaining a factor of 4. Of course, in Robotics, it i
also common to place the encoder on the motor shaft to gain a factor of 50 to 100 on th
measurement of the joint angle.

In commercial robots, as well as in many research units, joint velocity feedback is used
either for PD control or for more complex state feedback. Tachometers are not alway
used in robots; the angular velocity is often derived from the joint angle measurement

obtained by an optical shaft encoder. Joint acceleration is sometimes desired, for purpose
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of identification (1] or control [2,3].

It is possible to use accelerometers to measure joint acceleration, but such instruments
would measure the total rotary motion of a joint: the acceleration of the shaft could be
isolated only by a kinematic calculation. As is the case with velocities, acceleration is also
inferred from angular position.

There are some results on angular velocity estimation, fewer on angular accéleration.
The velocity results fall in two categories: finite-difference and inverse-time. Finite-difference
schemes count the net number of pulses during a fixed interval of time, multiply by the angle
corresponding to successive pulses and divide by the duration of the interval. References 4,
5, 6] represent several physical implementations of the finite-difference scheme, with very few
variations in the basic principle. The inverse-time method deduces velocity as the interpulse
angle divided by the time between successive pulses [7, 8]. Here again, the focus in the
literature is on the physical implementation rather than on the method.

In [9], the velocity estimation problem is posed in terms of Kalman filtering. A linear,
noise-driven, time-invariant system is assumed to represent the angular motion to be mea-
sured. An exact position output is given at those time instants when a pulse is generated,
but with a random error as to the time of occurrence. The random time error can be trans-
formed to a position error (through multiplication by the velocity), and the problem then
appears as a state estimation problem for a LTI system with non-uniform observation times
and state (i.e. velocity)-dependent measurement noise covariance. The examples given in
the paper lead one to believe that the results are applicable with relatively large interpulse
intervals, so as to allow time to compute the complete time-varying Kalman filter equations.

A different scheme using a phase-lock loop [10] came to light recently. No comparisons
were made with that particular methods, but it would appear to be suitable to speed control
applications, where the velocity is reasonably high and varies relatively slowly.

To describe the nature of the problem, consider an encoder system with an interpulse




angle 0. Let T, be the sampling interval of the control system, and let N, be the number
of pulses measured during the interval T,. The angular velocity estimate by finite difference
is NpOm /T,; this relation shows that the estimate is quantitized, with a quantitization step
6m /T,. To illustrate, let 8, = 0.003 deg (encoder resolution of 300 pulses/rev., x4 decoding,
100 : 1 gear ratio) and T, = 0.01s. Then 6m /7T, = 0.3 deg/s;. that resolution may be
appropriate at high angular velocity, but represents only 10% resolution at 3 deg/s, a figure
that is not uncommonly low for a robot approaching steady state. Of course, at 1kH:z
sampling frequency, the resolution becomes a rather unacceptable 3 deg/s.

The acceleration estimates are worse. The application of the usual finite difference

formula shows that the quantum is now 0m /T2, or 30 deg/s® in the above example.

The finite-difference schemes are limited by the encoder resolution; in the case of inverse-
tixhe methods, it is the measurement errors that are the dominant effect. Due to manufac-
turing errors and other such causes, successive encoder pulsé do not correspond exactly to
anéula.r differences of 8m. Errors are thought to be as much as 25% of 6. Assuming exact
measurement of the time between successive pulses, the velocity estimate would be off by
the same percentage, the acceleration by as much as twice that percentage.

Finite-difference methods operate at constant sampling rates; inverse-time schemes work
asynchronously, according to the occurrence of pulses. This report will consider both
constant-rate and asynchronous methods. The constant-rate algorithm turns out to be a
Kalman filter for a system with uniform sampling rate. That is due to the fact that, under
suitable assumptions, the knowledge that thcj output lies between two known levels is ap-
proximately equivalent to observing the output corrupted with Gaussian white noise. Since
sampling periods are normally small compared to system time constants, some effort is de-
voted to the asymptotic behavior of the Kalman filter, as the sampling period tends to zero.
It will be found that the Kalman gain for an nth-order, all-pole system tends to that of the

nth- order in integration: that justifies the rather common usage of an all-integrator model,
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which is followed here. A triple integrator models the process when acceleration estimates
are wanted, a double integrator is used if only velocity estimates are required. Simulation
runs are made, with an underdamped second-order system as the test system; even though
the theory is stochastic in nature, the response of a robot is better modeled by a deterministic
system. To conclude, the use of an a priori model to improve the estimation is considered.
It is found that the degreevof improvement, if any, depends on the modeling accuracy of the
third derivative, for acceleration estimation, or of the acceleration, for velocity estimates.

The generalization of the inverse-time approach is, like [9], a Kalman-based method.
In order to simplify the computation, the plant noise is ignored within a sampling period
T,, so that the Kalman filter becomes the solution of a (simpler) weighted least-squares
problem. This allows all pulse arrival times within a system sampling period to be processed
“in batch”, a useful outcome since estimates are only desired at the sampling instants of the
control system. The effect of plant noise is taken into account through a modification of the
error covariance at the end of each sampling period. A novel aspect of the algorithm is that
information is also obtained, at low velocities, from the fact that a pulse has not occurred,
l.e. that the output has not crossed a new level (triggered a pulse) for over a certain period
of time. This greatly improves the performance at low velocities. Simulations are also run,

as in the case of the constant-rate method.




Chapter 2 ESTIMATION AT CONSTANT SAMPLING RATE

2.1 The Finite Difference Method

The finite-difference method is reviewed in this. section, for an encoder whose operation
is illustrated in Fig. 1. The dotted lines represent the nominal quantization levels of the
encoder; they are équally spaced, with a a spacing 6m. The solid lines show the true levels,
distinct from the nomix_:al levels by errors ¢n—i1,6n,€n+1. Pulses are emitted whenever the
angular output 6(t) crosses the true levels, at times ¢;,t2,¢3. The ¢ are assumed to be
independent, zero-mean, identically-distributed random variables, with a distribution such.
that | ¢ | < 0m/2 (so as to ensure that level : cannot go above level i + 1). The ¢
corresponding to level i is constant in time, and is therefore the same at every crossing of
that level by the output, an assumption that was respected in the simulation work.

With reference to Fig. 1, if the counter is sampled at time t,,t; < t; < t3, and if the
sign of the velocity is known to be positive, then §(t,) is known to lie between levels n and
n+l.

If the sign of the velocity is not known, then #(¢,) can only be pinned down to be between
levels n — 1 and n + 1. Assume the latter case, for the moment. Then, Prob. (6(t,)| last

level = n, €q—1,€n+1) = Uniform distribution, (n — 1)0m+ €az1 to (n + 1)0m+ €ns1.




It is clear that
E[6(2,)| last level = n,ea1,6n41] = nOm + ﬁ;;iﬂ-
and that the estimate 8(t,) is
8(t,) = E[6(t,)] last level = n] = nfm. Q)

To calculate the variance, write 9=0-Fand

E[6?] last level = n,€ne1,ens1]
1 /(ﬂ+1)9m+¢,.+1
(

(6 — mbnm)2ds

1
3(93, +6m €nstl —0m tn-1 + ﬁ“ + &._1 + €u+1€u-l)
and

var (8) = E[?| last level =n] = o ;2’ 2)

where r = E[¢?].

If the sign of the vﬂocity is known, then Equation (1) is replaced by
- 1
¥ts) = (n % 5)0m (3)

where the + applies for positive velocity, the — for negative velocity. The variance in that

case is

e ) = AT @

In order to write the finite-difference estimate, let ¢,_; and t, represent consecutive sampling
times, with t, —=¢,_; = T, and let n(t,),n(t,~1) represent the encoder readings at ¢, and ¢,.;,
respectively. In the absence of knowledge concerning the sign of the velocity, the angular
velocity estimate is

G(t,) =~9(t,) "Tg(t.’-l). (5)




! , o)
P &y —
(0+1) O f :
En ‘ /
n9m f © ‘%
‘ €n-1
(0=1) B f
th-1 thel tn t

Figure 1 Encoder input-output characteristics.
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By Taylor’s theorem,

B(tecs) = 8(t,) = v(t.)T + %a(t, —eT)T?, 0<a<l (6)

where a is the angular acceleration.

Then,

v(t,) = 6(ts) -T0(t.-1) + %a(t, -al)T (7)

and _ _
a(t:) - g(ta-l )

U(ts) = v(t,) = B(t,) = T

+ %a(t, - al)T. (8)

The estimation error ¥(t,) has a deterministic component and a stochastic component, with
1
rﬁdetl < §Ia|ma.xT (9)

where |a|max = maxy(, 1,77 la(t)].

The stochastic component has a variance

var [Ustoc] = % var [§). (10)

Equation (10) assumes' that E(t,) and 5(t,_1) are independent, which in turn requires that
n(ty) and n(t,—;) differ by at least 2; thus, Equation (10) is not valid at very low velocity.
In the case where the sign of the velocity is not known, Equation (2) is used in Equation
(10) to yield

262 +2
ar Buo] = 52 (1)

Comparing Equations (9) and (11), the deterministic error is proportional to T, while
the standard deviation of the stochastic part goes as 1/T. This suggests that there is an
optimal T for the finite-difference estimate of velocity.

The acceleration estimate is

B(ty) — 20(ty—1) + 8(ty—2)

alt,) = =




Straightforward application of Taylor's Theorem yields

oft,) = 2= ”("T:;) *+8tsz) % §(to~aT)T + 3 8¢, - 28T)T
for some a, 3 between 0 and 1, and
a(t,) = aft,) - 3(t,)
_0(t,) = W(teaa) +8(t0=2) 1 4
= e —30(t,-aT)T+§8(t,-2BT)T.
Therefore

S w
ﬁdezl < §| 6 |muT

with
n m
|0 lmax = max |8 (¢)].

tefts ts —2T]

The stochastic component has a variance
4 ~
var [Gaoc] = 77 var [f]
where it is assumed that n(t,),n(t,-1),n((ts~2) are all different by at least 2.

For the case where the sign of the velocity is not known, Equation (2) yields

4 +2r

(13)

(14)

(13)

(17)

Here again, comparing Equations (15) and (17), there is an optimal T for the finite-

difference estimator of acceleration.

Example 1

" Let ¢ follow a triangular distribution with — €y <¢<¢m. It can be shown that, for such

a distribution, the variance r =c$,, /6. Use 6 = 0.003°, ém= 0 /4,T = 0.01s.

From Equations (11) and (17),

1/2 (:003)(1 + 1/48)/2
0.01

Std. dev (Tyoc) = (§ )

- = 0.247 deg/s

12 (.003(1 + 1/48)1/2
.0001

Std. dev (Gaoc) = (%

= 35.0 deg/s’.
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Note that the encoder error has little influence on the result; for reasonable tolerances,

r<0;"n.

2.2 Filtering Solution

Obviously, it is necessary to use filtering in order to reduce the variances; that is especially

so at high sampling rates. It is useful to postulate a linear, stochastic model to represent

6(t):

x(t) = Ax(t) + Tw(t)

y(t) = 8(t) = Cx(t) + e(t). (18)

In this model, the states z;,z2,z3 are taken to be the angle, angular velocity and angular
acceleration, respectively; if the acceleration is not of interest, only z; and z; need be so

defined. Thus,
C=[100---0]

In Equation (18), w(t) is the usual white Gaussian noise, zero mean with covariance g Itis
recognized that robotic motion is not well characterized by such.a stationary random process,
and that ¢ may be looked upon simply as a filter parameter to be adjusted.

The scalar output y(t) is the measurement, equal to the latest encoder count times the
resolution . The error e(t) is the quantitization error, assumed white, zero mean and
of variance R given by Equations (2) or (4), depending on whether or not the sign of the
velocity is known.

The optimal filter is, of course, the Kalman filter. Because the observations are equally
spaced in time; the discrete steady-state version is used; this is in contrast to [9], where the
Kalman filter is time-varying because of the asynchronous observations. A few remarks are

in order:
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1. Because e(t) 8 not Gaussian, the Kalman filter is suboptimal. It is, of course, the best
linear filter in the least-squares sense.

2. One could use the raw estimates of velocity and acceleration (Equations (5) and (12))
as filter inputs. There is no advantage in this, f the model is valid: the result will
yield exactly the same filter transmission y to Z. There may be something to be gained,
however, if the model is poorly defined: some structures can be more robust than the
Kalman filter.

2.3 Asymptotic Analysis

Since modern robots operate at high sampling rates, it is useful to examine the perfor-
mance of the Kalman filter as the sampling time tends to zero. The equations of interest

are
P(t +1/t) = AgP(t/t)AY + Qq
P(t/t) = [I - KC|P(t/O){I - KC)T + KRKT
K = P(t/t = 1)CT[CP(t/t - 1)CT + R|™! (19)
All matrices are constant; Ay and Q4 are the A and Q matrices for the discrete-time model
that corresponds to the system of Equation (18) at the given sampling rate. Note that R
does not vary with the sampling rate: that is a crucial feature of this analysis.
For small sampling period T,
Ay=AT =1+ AT

T T
Qi=gq /o eAU=TITrT A" (-7 dr = or17. (20)
Equation (20) is used in Equation (19), which is manipulated to yield

P=P+ APT + PATT - PCT(CPCT + R)"ICP + oITTT
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- APCT(CPCT + R\-1CPT - PCT(CPCT + R)-ICPATT
+ APATT? = APCT(CPCT + R)-'CPATT? (21)
where P = P(t +1/t).
It is assumed (to be justified later) that P is of the order of T to some po\sitive power.
If only terms of order up to T? are retained, there results

AP + PAT - PCT(RT)™'CP + IT7 = 0. (22)

This is the continuous-time Kalman filter equation for the system of Equation (18), but with
the measurement noise variance equal to RT. It is also the dual of the LQ control problem
defined by |
x=ATx+CTu o
oo . S . N
J;/ gxT TIT x4+ T Ru?dt - 3
. 0 . : R

which is seen to be the so-called cheap control pr’-éblen’i...

Basic results on this problem may be found in’ [11], and are summarized as follows:

1. im P = P

T—0
[ <]
2. Jim / qx? ITTxdt = x7 (0) Pox(0)
—=YvJo
3. If diim (ITx) > dim (u), then Py # 0
4 If dim (I'Tx) = dim (u) and

H(s) =TT (sI = AT)CT has all LHP zeros, then P, = 0.

Here, CT is a column vector, and u is a scalar. Furthermore, there is no loss of generality with
respect to second-order statistics if the model of Equation (18) is chosen to be minimum-
phase. Therefore, Condition 4 is satisfied and Py = 0.

There remains to solve for P as a function of T. Two authors [12, 13] present solutions,

under the condition expressed in this case as

crr’ceT s> ¢
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corresponding to BTQB > 0 in the control problem The condition is reasonably practical
in the control case; it states, roughly, that at least one of the state variables that are driven
directly by u appear in the performance index. The condition is much less practical in
filtering, since it requires the output to contain at least one variable driven directly by the
plant noise. Here, since C = [1 00 --- 0], the condition CT # 0 requires that the model
contain a white noise velocity component, which is not realistic. No other results could be
found, as it appears that work on the cheap control problem virtually stopped in the mid
seventies.

The problem is solved here for the all-pole case,'whic.h is adequate to present purposes.
The model is lllustrated in Fig. 2, with an all-pole G(s) of order m > 0; this structure entails
. some loss of generality, in that neither a nor v may have white noise components. The fact
thai G(s) is all-pole does take away some generality, but rather little since a given spectrum
can be achieved arbitrarily dosely by a high-order G{(s).

The state space model, in companion form, is

[0 1 0 0 -coe-- 0 ]

0 0 1 0 --v--- 0
B

0 0 0 0 0 1

L 0 —-@g —Q1 - —GM—IJ

The solution is worked out for the dual control problem. The following result is proved
in Appendix A: A }
Lemma 1: The solution of the Riccati equation (22) is of the form F; = P,-‘J»Tzl'%j-*—l,
where F; is a constant and n = m + 2 is the order of the system. This leads to

Theorem 1 The solution of the Riccati equation (22) for small T is R;T%—’ir';ﬂ. where

P,‘, is the solution of the same Riccati equation, but with T = 1 and ap = 61 = @m-1 = 0.
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The Kalman gain is that related to this modified Riccati equation, divided by 7.
Proof: Write Equation (22) element by element, with

Pj = Pyat™==*, p=(T)1%,

For 1,j # n,
PLP . o »
_ UR 1“413-:—) +“2n(Pj..i+l“2"-.-, '_*_}p'pd+1#2n-|-1) =0
or
AR pr 4P =0 2
——F thmtha= (24)

For j = n,1 # n,

] L ]
_PliPln 3n~t n—3=2

AR W2 4 WP (P ab™ T = a0 P

— AP o — e P ) = 0

Leaving out all terms except those in §3"= yields
-PL P, + u.+1.n =0 (25)

Finally, fori=j=n,

2

P » - ] -
—p g+ 2t (a0 P = AP

—am-1P,p) =0
Since n > 0 (because n = m + 2, m > 0) the leading terms are
-2 +g=0. (26)

It is easy to verify that Equations (24), (25) and (26) are precisely the Riccati equation of
Equation (22), for the case ap =a); =--- =am_1 =0and T = 1.
The Kalman gain is
K =PCT/R
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It is written out as

Pl.l “Zn-l
K= _1_ sz #2n—2
R :
A, »

There now remains to justify the assumption made to go from Equation (21) to Equation

(22). The discrete Riccati equ.ation is

P=(I+AT)[P - PCT(CPCT + R)“ICP)(I + AT)T + qITTT (27)

The following result is demonstrated in Appendix A:

Theorem 2:  The solution of Equation (22) is also the solution of Equation (27), to the
lowest powers of T.

Remarks:

2n-1

1. The diagonal elements of the covariance matrix are B = P\ T vy yPr = PLT I ,

ns2it] 1
--Pi = P;T +o+ Pan = P;,T%; the term in T gets progressively larger as the

index ¢ grows. Ignoring the relative magnitudes of the P

%y this means that the covariance

becomes larger with larger i. For instance, with n = 3 and T = 0.01,T%/¢ = 0.0215,T%/6 =
0.1,T'/% = 0.464.
2. The fact that the asymptotic gain and covariance do not depend on the coefficients

80,31, - - Gm-1 1S significant, in that it supports the choice of an n-integrator model if

the sampling period is small.

3. The effect of varying T can be readily assessed, since it is necessary to solve only one

continuous-time Riccati equation and multiply the elements of the solution by powers of

B.




16
2.4 Models to be used

If angular acceleration is to be estimated, the model

010

0

. 0 01
X = 0 0 0 X+ [?} w
y=[(1 0 O0]x+e (28)

is postulated.

The corresponding discrete-time system is

1 T 3T°
x(kT+T)=10 1 T |x(kT)+ w(kT)
0 0 1
SIS o o s
e e ]
In Robotics, the behavior is perhaps better described by a deterministic system, which
can be written as
0 1 0 0 "
x=|0 0 1|x+[0] 6() (29)
‘ 0 00 1

The white plant noise of Equation (28) is a surrogate for the third derivative. Clearly,
"
the more wide-band 6 is, the better the correspondence will be between the two models.
i

Equation (29) suggests that it may be possible to use a model 6 poq(t) of the third

derivative. In that case,

0 1 0 0 " 0 " "
x=10 0 1}x+ (0| Omod+ [0} (6 = 6 mod) (30)
0 00 1 1
The corresponding discrete-time system is
1 T %TZ %Ta " ’
x(kT+T)= |0 1 T |x(kT)+ |1T?| 8 m(kT)+ w(kT)
0 0 1 T

with the Q matrix as before.
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Here, the random input w models the difference § - 5',,,4. If there is to be an improve-

ment over the case where a model of 8 is ot used, the intensity of the “noise” g — énmd

must be less than that of 4. Roughly speaking, the error in modeling the third derivative
must be smaller than the third derivative itself.

For velocity estimation only, the model is
. 01 0
o [s -
y=[1 O]x+e (31)
Corrapond'ing to Equation (29), one writes
. 01 0
x=[0 o]x-i-[l]a(t) (32)
and, rather than Equation (30),
. 01 0 0
x=[0 0]x+[l]am°d+[1](a—am°d). (33)

The corresponding discrete-time model is

(kT +7T) = [(‘) f] x(kT) + [%17.0] 6mod (kT) + w(kT)
with
I8 172
= E(w(kT)w? (kT)] = [s 2
Q = E(w(kT)w" (kT)] ?|ire T]

The high-frequency content of a(t) is not as high as that of é", so that modeling a(t) by
white noise has less justification. On the other band, it is easier to model a(t), so one would

expect to do better using @mod (t)-

2.5 Examples

Figure 3 shows a bare-essentials model of a robot joint. The transfer function is
(1/J)(kp + kps)

32+59-s+5}

. | (34)

LA
¥d
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Figure 2 Angular signal model.

64 1 Ye 4 -

f <

Figure 3 Robot joint closed-loop model.
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The nominal case is for J = 1,kp = 6,k, = 100 so that
y 6s + 100

va > +6s+100
The pole pair has an wy of 10 rad/s and a damping factor ¢ of 0.3, leading to somewhat

(35)

underdamped responses; that was thought to create a greater challenge for estimation than
would have been provided by overdamped signals.

The desired acceleration ay4(t) is shown in Fig. 4a, for an amplitude A = 1. The values
A =1 and A = 10 were used, corresponding to slow and fast trajectories. The responses
y(t),y(t) and 5(:) are shown in Fig. 4b, c and d for A = 1.

There was no attempt to include the estimation in the control loop: the intent was only
to generate reasonably realistic signals to test the estimator.

In certain runs, a model is assumed to be available, to generate é"mod OF Gmod- That
mode] is taken to be of the same structure as the main one, with J = 2,kp =6,k = 100

Unless otherwise stated, the shaft encoder resolution is taken to be 6, = 0.003 deg. and
¢ assumed to have a triangular distribution with ;= 0.00075 deg. The sampling period is
T =0.01s.
Example 2

This is to assess the degree to which the asymptotic solution (Theorem 1) approximates
the true solution, for small T.

Since the result holds only for the all-pole case, we use

y _ 100
ag  $(s? + 6s + 100) (36)

and model ag by white noise, @ = 1.0 and R = 62, /12 with 6, = 0.003°. The controllable
canonical form is used. .

The Kalman gains, for the fully discretized system, is given in Fig. 5 for a range of
values of the sampling period T (dotted curves). The gain as calculated via the asymptotic

formuiae is also given (full curves).
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Figure 4  Angle, velocity and acceleration signals, A= 1.
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Figure 5 Kalman gains: true values (dotted), asymptotic approximation (full) va
sampling period.




22

Example 3
This is to explore the effect of replacing the “true” model by a simpler triple or double

integrator. The Kalman gain is computed for the system of Equation (34), in the state form

01 0 0 0
gjoo 1 ooy ol
00 0 1 6
0 0 —100 —6 64
y=[(1 0 0 0]x+uv (37)

Let the discretized system be of the form

X(t+1) = Agx(t) + walt)

y(t) = Cx() + v(t)

with E[wdwf] = Q.

The Kalman filter is
X(t+1t) = Ag(] - KC)X(t|t = 1) + AgKy(t)

where X is the Kalman gain.

Similar equations are written for the simple models of Equations (29) and (31)). Since
these models are not of the same order, it is appropriate to make the comparison on the
basis of input-output behavior. Specifically, discrete bode plots of the transfer functions
Z2/y and T3/y (for the triple integrator of Equation (29), only the first for Equation (31))
are calculated and displayed in Fig. 6.

There is a problem in choosing the value of ¢ for the two simple models, since the plant
noise drives those systems differently from that of Equation (37). The ¢’s were adjusted until
a good fit was obtained (by eye); ¢ = 1.0 was used for Equation (37), ¢ = 40 for Equation
(29) and ¢q = 0.2 for Equation (31). For the model of Equation (37), the variance of the

third derivative turns out to be 677. The sampling period was T = 0.01s in each case. This
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shows that it is possible to use the simpler models to generate pear-optimal input-output
characteristics.
Example 4

This is a simulation, using the system of Fig. 3 with the input of Fig. 4, with A =10
and a sampling period of 0.01s. Figure 7 shows the angle error due to the quantization
of the shaft encoder, and the angular velocity error of the finite difference estimate. (The
angular acceleration estimate is a multiple of 30 deg/s?, and is totally useless). Kalman
filter estimates using the triple-integrator model, are shown in Fig. 8, for g = 200; that
value corresponds roughly to the square of the maximum slope of the angular acceleration.
Estimates were also computed for ¢ = 20, but are not shown. All estimates are a priorl
estimates, i.e. X(t + 1[t).

Table I summarizes the means and standard deviations of several numerical experiments
including this one. The results for ¢ = 200 and ¢ = 20 are similar, which seems to indicate
that the choice of ¢ is not crucial. An explanation for this may be gleaned from Fig. 9, where
the magnitudes of the transfer function from plant noise input to angular velocity error and
angular acceleration error are displayed. It can be verified that the plant noise inpht., in this
.case the third derivative, has most of its energy between 0.8 and 30 rad/s. Since T = .01,
that corresponds to the range of wT between .008 and .3 in Fig. 9. The magnitude is slightly
higher for ¢ = 20 than for ¢ = 200 in the low frequency range; that is offset to some degree.
by the fact that the error variance due to observation noise is a bit larger for ¢ = 200 than
for ¢ = 20.

The Kalman filter estimates of the angle are marginally worse than the raw estimates;
that is possible because the plant noise is not white, so that the Kalman filter need not be
optimal. The Kalman filter estimates of angular velocity are better than the finite difference
estimates by a factor of 2 in the standard deviation, the acceleration estimates are improved

by an order of magnitude.
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Figure 8a Fast trajectory, Kalman filter error for angle, velocity and accelerations,
¢ = 200, triple integrator.
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Figure 8b Angular acceleration: true (full curve) and Kalman filter estimate (dot-

ted), ¢ = 200, triple integrator.
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Figure 9 Transfer functiohs, 3rd derivative to angular velocity and acceleration,
triple integrator, ¢ = 20 (full curve), ¢ = 200 (dotted).
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The numbers in bracket are the standard deviation values for the Kalman filters. They
vary much more with ¢ than the simulated standard deviations; that is explained by the fact
that ¢ is a design parameter rather than the input variance. The input is, of course, the
same in all cases. The “theoretical” values do give an order of magnitude estimate of the
simulated values, however.

Example 5

This example is similar to the previous one, except that a doubleintegrator model is
used. Acceleration estimates are not produced, of course. Results for ¢ = 20 are shown in
Fig. 10, and summarized in Table I, along with results for ¢ = 2. There is little difference
between the results for the two values of q. The estimates are worse than the finite difference
estimates, and significantly worse than those obtained with the triple-integrator model.
Example 6

This is a follow-up on Example 5. Since the error standard deviation goes as 1/T fo;'
the finite-difference estimate of velocity, and since Theorem 1 shows that the dependence is
TY/® for the Kalman filter, it follows that a reduction in the sampling period T should give
the edge to the Kalman filter. Table I shows that the improvement is as expected.

This example shows that there is a crossover point, in terms of the sampling period, below
which the Kalman filter becomes better than the finite-difference estimate. This point occurs
at relatively large sampling periods for angular acceleration, between 0.005s and 0.001s for
angular velocity, and at some smaller value for the angle (recall that the covariance goes to
zero as T — 0).

Example 7

In this example, the use of a model is evaluated, specifically the one where J = 2, as
opposed to J = 1. The function é”md is used as an input to the Kalman filter, for the triple-
integrator model. The means and standard deviation of the estimation ertors are given in

Table I, for ¢ = 20,9 = 2 and ¢ = 0.2. As can be seen, the results for the values ¢ = 0.2 and
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q = 20 are significantly worse than for ¢ = 2, and the results for ¢ = 2 are only marginally
better than the results for ¢ = 200 without model. Fig. 11 shows that the difference between
the actual and modeled third derivative functions is almost as large as the actual function,
so that the use of 5‘,,,4 does not really reduce the magnitude of the function to be modeled
by white noise.

Example 8

This example is similar to Example 7, but uses a double-integration model and the
modeled acceleration amoq. Results are given in Table L The improvement is more significant
here than was the case in Example 7: one observes a reduction of the order of 30% in the
standard deviations. As Fig. 12 shows, the angular acceleration model is more accurate
than that of the third derivative of Fig. 11, which explains the improvement. It will usually
be the case that the higher derivatives are less accurately modeled.

Example 9

In this and the next example, a slow trajectory is used, with A = 1. The peak angular
velocity is only 2 rad/s; the actual velocity and its finite-difference estimate are given in Fig.
13.

Since all signals are cut by a factor of 10, compared to the case where 4 = 10, it would
make sense to decrease ¢ by a factor of 100. The value ¢ = 2 is used, with the triple-
integrator model, to design the Kalman filter; the measurement noise covariance is as before.
Fig. 14a) shows the encoder output error (dotted) and the Kalman filter estimation error
for the angle. Figures 14b) and c) display the angﬁla.r velocity and acceleration estimation
errors. The means and standard deviations are given in Table II.

As expected, the finite-difference data are about the same as in the case where 4 = 10.
The Kalman filter estimate means and standard deviations are given for ¢ = 0.2,2 and 20.
While there appears to be a minimum at or near ¢ = 2, it is a very shallow minimum, and

performance does not depend heavily on ¢q. Comparing the results with those obtained for
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Figure 11 Actual 3rd derivative and error between actual 3rd derivative and its
model.




3
[¢]
E
3
i | m
“ 3
, [ =4
w 9
r]
A &
el 000 o« u
o u
1 “ . i< .W
G 3
N [ =4
n : m
g v
(&) u : b
gt - g T c : .. -
;| - 1 E ;
, u . gy e
T E [ =
2 E < ;
E - n
e 9
............... r
- Kkt
A | “
3
; 3
g a
<
(3]
-y
| 41—t m
) ;
~ (Y]
R
S P
vy m _ ~ . O
] . c

(z s/33p)uonesspry |
”I




Angular velocity(degfs)

34 -
ANGULAR VELOCITY,FINITE DIFFERENCE ESTIMATE,A=1
2.5 — , : — -

Time(s)

Figure 13 Slow trajectory (A = 1), angular velocity and its finite-difference esti-
mate.
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Figure 14 Slow trajectory (4 = 1), Kalman filter error of angle (dots are encoder

error), velocity and acceleration, ¢ = 2, triple integrator.
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A = 10, the standard deviation decreases by about 25% for the angle, by a factor of about
3 for the velocity and 5 for the acceleration. Since all signals are reduced by a factor of 10,
the relative error is obviously larger for the smaller signals.
Example 10

The double integrator model is used in this example, with ¢ = 0.02 and 0.2 as the Kalman
filter design parameters. The means and standard deviations are also shown in Table 1. Here
again, the results are relatively insensitive to the choice of q. The standard deviation is

greater than that obtained with the triple integrator model, but by a factor of less than 2.

2.6 Conclusions

It is permissible to draw certain conclusions from these results, albeit with some caution
because of the limited nature of the simulations.

1. Kalman filtering results in only marginal improvement in the angle estimates, over those
provided directly by the encoder. The velocity estimate standard deviations are generally
improved by a factor of 2 to 4, even more at shorter sampling periods. There is an order
of magnitude improvement in the estimate of the angular acceleration.

2. If only velocity estimates are sought, the use of the double integrator is possible, but
the standard deviation of the estimation error is 2-4 times worse than in the case of the
triple integrator.

3. The results are relatively insensitive to the choice of ¢. It is reasonable to use the square
of the maximum slope of the acceleration or velocity, as the case may be.

4. The use of a model of the third derivative or of the acceleration is beneficial only if,
roughly speaking, the modeled signal is in error by less than the signal magnitude. Since

that was not the case in our simulations, the improvement was marginal.
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Method Angle Angular Veloc. Angular Accel.
Al T | q (deg) (deg/s) (deg/s2)
Mean Std Mean Std Mean Std
Finite Diff 0 .01 | - (1333 | 1.16e-3 |2.10e-4| 1.37e-1 [-8.33e-2( 2.17e+1
(9.01e-4) (2.47e-1) (3.50e+1)
Kalman, Triple §~ | ~ | 200 | 1.33e-3 | 1.33e-3 |3.73e-4 | 6.08¢-2 | 1.62e-3 1.85
~ Integ. (1.25e-3) (7.51e-2) (3.10)
" mlo» | 20 | 1.33e-3 | 1.27e-3 |3.13e-4 | 6.63e-2 | 2.44e-4 2.04
(9.39e-4) (3.96fe-2) (1.14)
Kalman, Double | » { » | 20 | 1.34e-3 | 222¢-3 | 7.06e-4 | 1.77e-1 - -
Integ. ' (4.86e-3) (16.43e-1)
” nlon 2 | 1.34e-3 | 2.10e-3 |6.92e-4 | 1.77e-1 - -
(2.10e-3) (2.18e-1)
Finite Diff. n1.005] - | 1.19e-3 | 1.27¢-3 |2.10e-4 | 2.60Qe-1 - -
(9.01e-4) (4.95e-1)
Kalman, Double | » | - 2 | L.1%e-3 | 1.50e-3 |2.13e-4 | 1.3le-1 - -
Integ. N - (1.25¢-3) (1.74e-1)
Kalman, Triple |~ | .01 | 0.2 | 1.36e-3 | 6.51e-3 |8.63e-4 | 21le-1 | 7.45e-3 3.38
Int, with Model ‘
" ” " 2 1.34e-3 | 1.32e-3 | 4.05e-4 | 5.75e-2 | 2.95e-3 1.79
" n| » | 20 |-6.62e-2 | 6.76e-2 |3.03e-4| l.lle-l | 5.67e-3 1.644
Kalman, double | » | » 10.02] 1.34e-3 | 2.84e-3 |6.76e-4 | 1.58e-1 -
Int, with Model
" ] » | 02| 1.34e-3 | 1/51e-3 | 5.56e-4 | 1l.14e-1 - -

TABLE 1




Method Angle Angular Veloc. | Angular Accel.
A|T]|q (deg) (deg/s) (deg/s)
Mean Std Mean Std Mean Std
Finite Diff 1{.01] - |1.34e-3 | 1.40e-3 | 6.69¢e-4 | 1.28e-1 | 4.8.3e-2 | 2.19e+1
Kalman, Triple | » | » [0.2 | 1.34e-3 | 1.12¢-3 | 1.27e-4 | 2.80e-2 | -1.11e-3 | 4.05e-1
Integ.
n | » | 2 |1.34e-3 | 1.12e-3 | 3.88e-6 | 2.34e-2 | -2.23e-3 | 3.57e-1
" nl » 120 |1.34e-3 | 1.12e-3 | 6.93e-5 | 3.16e-2 | -T.24e-4 | 5.24e-1
Kalman, Double | » | » | .02 | 1.34e-3 | 1.28e-3 | 1.86e-4 | 4.00e-2 - -
Integ.
" m| o» b 2 11.34e-3 | 1.24e-3 | 1.6Te-4 | 4.08e-2 -

TABLE I
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Chapter 3 ESTIMATION USING PULSE ARRIVAL TIMES

3.1 The Inverse-Time Method

The inverse-time method clculates angular velocity from the duration of the interval
between successive pulses. With reference to Fig. 1, the angular velocity estimate is

(B4 1)0m+ tasi =nbm— ¢,
lntl = tn

T(tas1) = (36)

In practice, time measurement is inexact; that is taken into account as a measurement

error §t,, assumed to be a zero-mean, white process with variance r;. Thus, Equation (36)

becomes
~ Om + €n+]l — €n
v(t = 37
( "+l) lns1 + 5tn+l -ty = 6t ( ‘)
One linearizes, under the assumption that |§tg41 = 8ta]| < |the1 — ta], to obtain

- Om €rt] — € Otnyy — 6tn]
v(t = 1+ - 38
(tnsi) tatl — tn [ bm tael = in (38)

If tat1 = tn is small, 0m/(tn+1 — ta) is 3 good approximation for v(ta+1), as the Taylor
series of Equation (6) showed. To the extent that this is true, U(tn4) is an unbiased estimate

of v(ta+1). The standard deviation of the error is

. or 2 172
Std. dev (v - v) = |v(t,.+1)[ [92_ + (—t-:r—_lt—)?]

2 1/?
= otms) [ 77+ 20 (39)

m m
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The corresponding expressions for acceleration are

- - Stasy — bty
a(tny1) = Iv(t,.+1)(1 + e"*’azn = t:x — )) - v(ta)

(1 L tn —&"")]/(t,.+1 ~t)

om th —tp-1
and
-~ la(ta+1)l r
Std. dev (a - @) = o) : )] [2(vz(tn+1) + v(tn+1)u(ta) + Uz(tu-l))g,g
/2
+ 2(v* (tat1) + VP (tas1 )07 (ta) + v* (tzv))y’.:l--]l (40)
Example 11

Consider the encoder of Example 1, with 8, = 0.003 deg, ¢n= 0m /4,7 =ezm /6. Assume
time measurements are accurate to the microsecond, or r; = 10~1%s2,

The bracket in Equation (39) is the relative error. The two terms in the bracket are

r 1
0z - &8
2

2L L = 0.222 x-10~5¢?
g2,

For the last quantity, due to time measurement error, to be comparable to the other, v would
need to be of the order of 300 deg /s. A (reasonable) velocity of 30deg /s corresponds to
100us between pulses, so the lus error is not serious.

In this example, the relative error is about 14%, contributed almost entirely by the
encoder level error.

Now consider the acceleration, for the specific values @ = 10deg /s? and v = 30deg /s.

V(‘n+l )_V(t")

Froma =
th+1—tn

, and since tp41 — tn = 0.0001s, one obtains v(tn4+1) — v(ta) = 0.001.

Since v(tp+1) = v(tn), Equation (40) becomes

a la(tas))l 1o 2 r r 112
Std. dev (e — @) = 00T [ﬁv (tns )5?,: + 6”‘(“-4»1)@
Ia(tn-i—l)l

= [56.2 + 0.534] v

= 7530|a(tns1)]
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which shows this estimate is practically useless.

3.2 Filtering

Clearly, the situation calls for filtering. It is possible, of course, to generate the raw
estimates and then filter; however, given a model of the signal, the optimum filter is the
Kalman filter. Kalman filtering was applied to this problem in [9], to good effect. In this
case, the observations are not equally spaced in time: an output is generated whenever an
encoder pulse is produced, an event whose occurence time depends on velocity. This means
that the full, time-varying Kalman filter must be used. It is difficult in practice to propagate
the Riccati equation at such a fast rate, so the application of the full Kalman filter is limited
to low-velocity, or low-resolution, applications.

It is pertinent to investigate the usefulness of thé stationary Kalman filter developed
previously, in particular the asymptotic form for small time intervals. In order to do that it
is necessary to examine the asymptotic form of the dynamic Riccati equation.

Recall that, from Theorem 1, the solution of the Riccati equation tends to the form

P, = P",Tl'%l*—l, where P“J

satisfles a continuous-time Riccati equation. The matrix P
is actually the a priori covariance P(t;4|t;), where ¢; is the kth pulse occurence time. With
each t; is associated a duration &; = t34) — Y, so that both P and A are time-varving.
Note that A is distinct from T: T is the control system sampling period, while A is the
interval between pulses. If, as is normally the case P and A change slowly compared to
the sampling rate, it is possible to speak of derivatives P and A, defined by the usual finite

difference formulae. The following result is then established:

Theorem 3 The elements of the a priori covariance matrix P* satisfies the equation

A1/2n1'>'_°j =[AoP* + P°A} - P°"CTR™'CP" + oITT});;

M—i-j+1 A
+( %n )P'.J an=1 (41)
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where Ag is the system A-matrix with ag = @) = - = am-) = 0, and [};; refers to the ij

element.

Proof: The Riccati equation, for small A, is
Pt |ts) = (I + AAL)P(talteor) = P(telte-1)CT(CP(teltec1)CT + R)“1CP(tilts_y)]
(I + AA)T + qTT7 A,

= P(ti|tioy) + ADL P(tiltey) + P(tiltio1)AT &

— P(tilteo1)CTRTICP(tiltsoy) + oTTT A

Now,
P(t te) — P(telte~
( k+1| k)Ak ( k| k l) = AP(tkltk—l) + P(tkltk-l)AT
R—l
+ QITT = P(tilte-1)CT Z-CP(tultens)
or

. 1 .
P=AP+ PAT 4+ qr1T — PCTE-A——‘CP

(42)
From Theorem 1, P,; =}’,‘JA"’"—";":};‘"l so that
b o_Adn—i—-g4+1., M—1—54+1\ _, 2n—-t1-j5+1,;
hj=4 2n F; +< 2n )P'JA 2n 4 (43)

For i,j < n, combining Equations (42) and (43) yield, to lowest power of T,

dn—1—-7+1., Py P . . dn—1-;
A————F) = (——R—*'P,.m + P | A—F—
2n—-1i—3+1

2n—1—-3+41.
- praSRTioIt
2n Y 2n &
s 2 e dn—i—y
or, dividing by A=5~,

e PP . m-i-j+1\ .. A
A1/2 }Du = (-_JE—) + Pj',‘+1 + i.j+l) -_ ( 5n > Ps] A'.’n—l
2n

The cases where 1 or j (or both) are equal to n follow in similar fashion.

Remarks:

1. At constant A, P* tends to the steady state, as expected, and does so with a time

constant of the order of AY/?" i.e. rapidly if A is small.
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2. The Riccati equation is in quasi steady state if |A|/AZ3=L is small, say less than M, M >
0. This can be translated into a condition on the angular velocity and acceleration, by
using the approximation v = 8 /A. It is straightforward to show that the condition

becomes
|v|l+l/2a

la] < M D
m

Taken together, these remarks suggest that a calculation of the gain and covariance,
on an instant-by-instant basis using the steady-state results, is at least plausible. Thus it is
permissible to speak of a covariance that depends instantaneously on A. It is also possible to
do the same for the Kalman gain; this was not pursued, because the appraximation scheme:

of the next section was thought to be better.

3.3 A Suboptimal Filtering Solution

;A. suboptimal solution is presented, motivated by the following consideration: it is not
necessary to have estimates at each pulse arrival time, only at the sampling intervals of the
control system. This points to the possibility of a “batch” processing of all data that.become
available during the sampling interval T. These data, of course, are the pulse occurrence
times. Depending on the angular velocity, there can be anywhere from 0 to several hundred
pulses generated in the interval T.

The idea is based on the fact that, in the absence of plant noise, the Kalman filter
solution is equivalent to that of the Weighted Least Squares problem, which admits a batch
as well as a sequential solution. Plant noise is therefore considered absent (¢ = 0) during each
sampling interval, nT < t < (n + 1)T. The estimate error covariance is updated (upwards)
at each sampling instant, to counteract the effect of ignoring plant noise.

In t‘.erms of modeling, this is equivalent to assuming a piecewise quadratic model (piece-

wise linear, for the double integrator); the joint angle function is described as ag +a1t+ %az t2
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within a sampling period, but the coefficients change from one period to the next. Given the

deterministic behavior of robot motion, this type of model does not appear inappropriate.

The model is

y=[1 0 O]x+e (44)
With w(t) =0,
y(te) = 21(0) + z2(0)¢; + %33(0)12 + e(ty).
Define y
Jx(0) = Y Flu(t) = xT(0) & ()? + (x(0) = ) A x(0) - %) (49)

where

Xg = Prior estimate of x(0)
Py = Error covariance of prior estimate,

assumed to be positive definite.

The Least Squares solution is

x(0) = arg min J(x(0))

or
-1

[RZy (tx) tk +P0 } (46).

If x(0) is Gaussian, this is the optimum as well as the Least Squares solution.

N
2(0) = [%Z 8 (t) 87 (1) + By
k=1

With x(0) = x(0) — X(0), it is well known that

N -1
v (%(0)) [ Dol +P‘] . (47)
k=1

:Ul
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The optimum estimate of x(T') is
£(T) = £T%(0) ~ (48)

where A is the system matrix in Equation (44). This is the estimate that would be generated
by the Kalman filter, with ¢ = 0.

Substituting for ¢ in Equation (47),

v @) = M (49)

1 1 ﬁztk ﬁvzti p-1
M= -R- 7},2:,, ﬁzti ﬁyzti + =2 (50)

switt HIty HEt

It is assumed that M is nonsingular, which is the case since P; is assumed positive

definite.
Equation (46) becomes
D >
-1 x y(te)
x(0) = %— { [ ¥ Zylte)te | + j—ﬁ-Pflxo (31)
' v Zy(te)t}
In the case of the double integrator (velocity estimate only), Equations (30) and (51)
become
11 ] B .
M=z L%,Et,, ;,z:i] TN (52)
and
- M7 [T $Zy(t) ] R
0= 2 {[ fetin | + 7'} 9

Roughly speaking, if the initial estimates are good, R is “small”, P! is “large” and %(0) =
Xo unless N is large. In essence, the estimate changes more rapidly at high pulse rate, i.e.
high velocity.

Using Equation (48),

cov (Z(T)) = eAT cov (£(0))eA’ T (34)
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The algorithm is applied recursely, by setting X(T') — xo and cov (X(T')) — Po for the
pext sampling interval.

This produces a monotonically decreasing set of covariance matrices: a Kalman filter for
an observable system, with Q = 0 “closes up”, i.e. produces sequences of covariances and
gains that tend to zero. In order to counteract this effect, the error covariance at t = T is
now calculated, for the case where the Least Square algorithm is applied with a non-zero q.

The stochastic component neglected up to now is described by
X = Ax, + Tw
ys = Cxy (53)
with x,(0) = 0. Inserting y(t) =QT (t)x(0) + e(t) + ys(t) in Equation (46) yields

£(0)

[% st & )+ A (2800 ¢ (@
E 8 (t)e(ts) + 5T 6 (a)us(ts) + B 'x(0) + Byt (xo — x(0))]

= x(0) + X1(0) + X2(0)
where

~ _1L T p-1]"} 1l -1
(0) = [5E 887 +PY] [T g e+ Byt (xo — x(0))] (56)
~ -1r1 ‘
%(0) = [-—2 66T +P; 1} [ﬁsy,] 3
Note that X;(0) and X2(0) are independent, since the first depends on e(t) and x¢ — x(0),
while the second is a function of w(t).
Using Equation (48),
X(T) = eATx(0) + x,(T) - eAT%(0)

= —eAT%,(0) = AT, (0) + x,(T).
The error covariance is

ER(T)ET(T)) = eATER )27 ()] T+
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ATER, (057 (0)]e4” T + Efx, (T)xT(T)] = ATER; (0)x7 (T)]
= Efr, (@)L (04T (58)
From Equation (56),
~T 1 T p-1]1"?
ER )5 (0)] = |55 267 +F7] (59)
~T 1 T -1 -1
R0 0) = [z 88" +571] &
T 2 T, p-1]1"1
(EE ¢ (t)E(w (t)us(t)] 67 () [ 5E 267 +F5"] (60)
To calculate E[y,(ti)ys(t;))], use Equation (55):
Elys (ti)ys (t;)] = CE[x, (t)x7 (£,)}CT (61)
For t; 2 t;,
Elx, ()k)x] ()] = Ak~ B, 1) (62)

where P,(t;) = E[x,(t,;)xT (t;)] satisfies the Lyapunov equation

P, = AP, + P,AT + ¢I'TT P,(0) = 0. (63)
Finally,
ER(O<](T)] = (55 ¢¢7 +57)] 256 (CER@T@] (69

For the triple integrator model,

and Equation (63) can be solved analytically, to yield
1 ts lt(

s
Pit) = q.[ it %r" %zz}
t

1,3
Et
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and, of course
&)=t

For the double integrator,

“[s 4]
ro=alfa %]
¢t (1) =11

3.4 Pratical Considerations

As it stands, the Least Squares algorithm would be difficult to apply, because of i) the
often ill-conditioned nature of the matrix 7’;2 ﬂT +P;! and ii) the exhorbitant calculation
budget for the covariance correction Equation (58).

The conditioning is addressed, at least pa;tially, by time scaling. To study this, consider

l 1 'Vztg Tévztg )
}}'Etk wvt W'Etk . (63)

N
M= ZQ te) 87 (te) =
= witf Wit wif

for the case where the N instants are equally spaced, with spacing T/N. In that case,

2
1 T N+1 T2!]+3N+°N ’

12N~

2 2
M= TNﬁl T2g1+3éVN+"N ) T;g1+2gf+N )

T2g1+31v+2~22 T3(1+2N+1U Tqu+10N2+15N3+6)V4)
12N 120N 4

It is easy to see that M will be very ill-conditioned if T is either much smaller or much

greater than 1. For large N,

M =

"’I.i)"’l"‘l —
mliul"’onpﬂ
Sl Lol

The condition numbers for a few values near T = | are:
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T Cond (M)

4 30465

6 6648

8 2417
1.0 1182
1.2 705
1.4
1.6
1.8
20

486
374
314
280

The value T = 1 is chosen for convenience, even though it is not optimal. This means
that time is to be expressed using the sampling period as the unit.

To apply scaling to the model equations, let the system be described in controllable

canonical form, i.e.,

=Tt =1,2,---n~1

&l Fe|f

= =a9Z] ~G1I2 = ' = Gm-1Zn + W.

Let 7 = ¢/T. Then,

The normalized acceleration is 7 = T?z3, and so on. The last equation is

dz, '
d: = -0 -\ Ty = —aq 1 T2, + Tw.

The conclusion is that:
1) The equations in normalized time are the same as the original set, but with a; replaced

by a;T™~". Since T is small, this lends further support to the use of a multiple integrator

model.
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i) The normalized variance of the plant noise is ¢ = T?"q.

Note that normalized derivatives are small. For example, if T = 0.01s, time is measured
in “centiseconds” (cs). A velocity of 30 deg/s becomes 0.3 deg/cs; an acceleration of 10 deg/s?
becomes 0.0001 deg/cs®. This should be borne in mind when programming the algorithm.

The second consideration is the simplification of the covariance calculatioﬁ. It is clear
that the full implementation is much too heavy for practical use. The solution is to do the
computation, as a function of NV, for equally-spaced intervals. Since the velocity is almost
constant over ; sampling interval, this step is easily justified. This is carried out in Appendix
B, for the triple and double integrators. This is not done for the matrix Af of Equation (63),
which is calculated in full. The fact is that that matrix, which must be inverted, is not
very well conditioned. That should be no cause for surprise: after all, the values of the pulse
occurrence times carry the information, and such information cannot be simply thrown away

when calculating estimates.

3.5 Modification for Low Velocities

The Kalman filter and Least Squares solutions supply estimates from output observations
at given times. For an encoder, the fact that a pulse was not received in a given time interval
provides information, namely that no level was crossed during that particular interval. That
information is not used by the Kalman filter or Least Squares algorithms. That is not too
important at high angular velocity, but becomes relevant at low speeds. For example, the
fact that no pulse has been received for a long period of time would lead one to conclude that
the velocity is small, where as the Kalman filter based on a multiple integrator model would
estimate the velocity as the last estimate plus the integral of the last acceleration estimate.

A modification, useful at low velocities, is introduced to improve estimation at low
speed. This worked out for the triple and double integrator models. The effect of plant noise

is assumed to be negligible, which is realistic over small time intervals.
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Let X(t) be the event defined as the absence of encoder level qossings between 0 and t.

By Bayes’ rule,
_ p(x(t)1x(0))p(x(0))

In order to keep complexity within reasonable limits, p(x(0)) is assumed to be Gaussian.

The probability p(x(t)|x(0)) is not Gaussian, but will be approximated by a Gaussian, so
that the a posteriori probability p(x(0)|x(t)) is Gaussian.

Given the fact that p(X(t)lx(O)) is to be approximated, the expenditure of substantial
analytical effort to derive an exact expression is not warranted. With reference to Figure 1,
let €n_1=€a=€p4+1= 0. For the double-integrator plant, y(t) = z;(0) + z2(0)¢t and one may
write:

For nfm < 21(0) < (n + 1)0m:

pHX(t)Ix(0)) = (1) ift;:n;i ; 21(0) + 22(0)t < (n + 1)6m

where n is any integer.

This function of x(0) is a rectangular pulse whose location along the axis z;(0) + z2(0)¢
depends on z;(0). That is illustrated in Figure 15. |

Since the denominator p(X(t)) is only a normalizing factor, Equation (66) calls for mul-
tiplying the Gaussian p(x(0) by a different pulse function for each interval z;(0) of length
6m. The result is decidedly non-Gaussian. If each rectangular pulse is replaced by a Gaus-
sian approximation, the result is a “piecewise Gaussian” function, i.e. a function consisting
of different Gaussian pieces over the different intervals of x;(0). If, however, p(x(0)) were
negligibly small for all x;(0), say, outside the interval nfm < 21(0) + 22(0)t < (n + 1)8m,
then only one of the pulses of p(X(t)|x(0)) would need to be approximated, namely that
corresponding to that particular interval of x1(0). That is in fact the situation if the last
encoder level cossed was n, and if it was traversed at positive angular velocity. The density

p(x(0)) in that case will normally show an angle estimation (= z;(0)) that is very close to
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nfm. X the sign of the angular velocity is not known, then z;(0) is known to be near 6,
but it is not possible to select the pulse for nfyn < z1(0) + 22(0)t < (n + 1)dm over the pulse
for (n = 1)0m < 21(0) + z3(0)t < ndm. Since the approximation must be a single Gaussian
curve, one solution is to combine both pulses, and retain one rectangular pulse between the
limits (n — 1)6m and (n + 1)0m.

The simplest way to derive a Gaussian approximation is to fit the mean and variance.
For the case when the sign of the velocity is not known, the function to be approximated is
a uniform distributlon, running from (n —1)8m to (n+1)8m. The mean is nfpm, the variance

is 62, /3. Therefore, one uses

pXx(8)x(0)) I (21(0) + z2(0)t — 28m)?

AX@) Vomar ¥ %7

where o2 = 62, /3.

If the sign of the velocity is known, the mean is (n £ 4)0m, the nﬁana is 62,/12. For
the case of the triple integrator, the output is (n % %)Gm,.the variance is 62, /12.

For the case of the triple integrator, the output is z;(0) + z2(0)t + %z3(0)t2. This
function need not be monotonic, so that its maximum or minimum may be reached at some
time between 0 and ¢. Since maxima and minima are isolated points, they occur in relatively
few sampling intervals and this possibility will be ignored. In any case, the difference between
the value at t and the value at an extremum between 0 and t can always be kept below a
desired bound, given bounds on z3(0) and z3(0), by making ¢t small enough. In other words,
the probability update of Equation (66) can be made more often. In any case, for the triple

integrator, one uses

pXx(t)[x(0)) 1 - (z1(0) + 22(0)t + 323(0)t2 = nbm)?
wX(t) ~ Vaxe? ex?— - 202 (.67)

Remark: It is possible to do the calculation under the assumption that ¢, satisfies a triangu-

lar distribution. The analysis is complicated by the fact that, for nfm— em < 71(0)+22(0)t <
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(n-1) Bm < x1(0) < nOpy

P( X [x0)
|

1

nOm < x4(0) < (n+1)Om

(n-1) Om

nem

n+1)8m x1(0) + x£0) ¢

‘Figure 15 Conditional probability distribution.
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n9m+ €m,z1(0) may be above or below the level nfm+ €,. The result is basically a blurring

of the rectangular pulse, but the mean is the same and the variance not very different.
Remark: The standard deviation being 0 /v/3, it follows that the Gaussian density will be
relatively flat for values of z3(0) and z3(0) such that |z2(0)¢] < Om,|z3(0)t?| < Om. If tis
small, this implies a flat distribution for relatively wide ranges of z2(0), z3(0); that explains
why this function will pot really have an effect on p(x(0)|x(¢) if ¢ is small. Hence its usefulness
at low velocities, where t is relatively large.

Now to calculate p(x(0)]|X(t)), according to Equation (66). The result is clearly Gaussian,
so consideration may be limited to the exponent.

Let p(x(0)) = N(X, P) and p(x(0)|X(t)) = N(m, M~!), with XT = [n0m +Z; T; T3] and
m! = [nf, + 7 mp m3), and let S = P"l. Equating exponents on each side of Equation

(66) ylelds
S11(z1 — nbm = F1)? + 2S12(21 — 78m — T1)(z2 = T2) + 2S13(21 — nbm — T1)(z3 — 33)+

Sa2(z2 = 52)2 + 2S23(z2 — T2)(z3 — 33) + S3alzs — %3)°+

(z) = nbm )? + 32 it 2(z) — nbm)z2
o? o? 402 o?

t3(z1 — nbm) 31513

= M(zy - nbp — ?n'1)2+
Ma(xy = nbm =T (22 = ™2) + 2M13(T) — b — A1) (23 — Mm3)+
A’fgz(zz -m; )2 + 2Ma3 (27 = ma Wz3 = m3) + Ms3 (z3 — m; )2.

Matching terms gives the following:
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2
S1a +§;3- = M;

Ki
523+-2?=M23

- ST - S127; - S13%73 = =M1 - Mijamy — M1z M3
= 8127 = 51277 - $23Ty = =M127) - Maamy — Ma3m;

- S11%1 = 51377 = S33%3 = ~M13™) = Myzmy — Myzmg
Those equations are written more compactly as

=541 2
M_5+a2 (1t¢)2]

1
&
7

I
=53
%

Let P, = M1, ie. P, is the updated P. Using the Matrix Inversion Lemma, -

m
M| m
m3

P. = P —a(t)Pv(t)vT(t)P

where

Also,
my E3
Z={m | = -a)Pv(t)vT ()] | 22

m3 I3

(68)

(69)

(71)

(72)

(73)

Here, m; and mj are the updated values of T> and 73; the updated value of T) is nf, + ;.

For the double integrator, the expressions are modified only to the extent that v (¢) =

(1 ¢], and the third vector components in Equation (73) are removed.
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Recall that P, and X, are updated values at ¢t = 0. Given those, the estimates at time ¢

are

3(t) = A(t)Z, (74)

P(t) = A(t)PAT (1) + P,(2) (75)

where P,(t) = E[x,(t)x7 (t)] was given in the preceeding section, and is positive definite.

It is important to verify the asymptotic behavior of the estimates for large ¢, i.e. in the
absence of encoder pulses. The following result addresses that question.
Theorem 4: In the absence of pulses, the estimate T] tends to nf, and the estimates 7, and
T3 to zero.
Proof: With no loss of generality, assume the estimates are carried out sequentially, with
unity as the time step (normalized time). From Equations (74) and (73), using also Equations
(70) and (73), |

Rk +1) = A = a(k)P(k)v(1)vT (1R (k) - (76)

P(k +1) = A(1)[P(k) - a(k)P(E)v( T (1)P(R)]AT(1) + P,(1) (77)

In the case of the triple integrator,

11 3
A(l) =10 1 1 ,V(l) =
0 0 1

whereas , for the double integrator,

From Equation (71),
1
a2 + vI(1)P(k)v(1)"

afk) = (78)

Taking Equations (77) and (78) together, it is seen that Equation (77) is the discrete

Riccati equation for a system where the A, C, R and Q matrices (using conventional notation)
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are, respectively, A(1),v7(1),0 and P,(1). The product a(k)P(k)v(1) in Equation (76) is
the corresponding Kalman gain, K(k). In the usual notation of Kalman filtering, the RHS
matrix in Equation (76) is A[f — K(k)C]. Now, it is easily verified that (vT(1), A(1)) is
observable. Therefore, A[I — K(k)C], actually the A-matrix of the error system, is a stability

matrix, so that X(k) tends to zero. The result follows.

3.6 Summary of the Algorithm

The following assumes time-normalized variables.

For the triple integrator (estimation of velocity and acceleration):
Data: x(sT), P(sT), Pulse times iT + t;, levels y(t;).
Step 1: Initialize xg = x(iT'), Po = P(:iT)
Step 2: f N < Njow, g0 to Step 8.

Step 3:
#Zy(ts)
x= [ FZtey(te) ] + 'JVP"-Ix"
o Stiy(te)
when the summations are from k=1 to V.

Step 4:

Step &:

R N
il
o o — |
—
s e

Step 6: Covariance update (See Tables Bl, B2 for o'/, (%)

ij (3] i i)
00 +alN+"'+a4+"+jN J

(Ali={P)ij=¢ N
3] ) ) (4.5)
0 +ﬁ; N+"'+ n("'j)4w
{Prkij=4q NG
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1/20 1/8 1/6
B=q|1/8 1/3 1/2
A 1/6 1/2 1
C=4£M4+M45M4PT+&+AM43+§WPMT

N
Step 7:
x((i + 1)T) = x(1)
P((i +1)T) =
Go To 1.
Step 8: Initialize: i = 0,29 = 0,¢ty4; = 1,0 =162,5 =P
Step 9:
To = 79} — nby,
Ot = tiy) — t;
1
T 2
=[16t=6
1 6t 5 8]
o= 1
o +vI Pyv
Z10
=l ~a P WT] Z20
T30
Step 10:
Po = Po -~ QPOWTPQ
Po'l =5=5+—1-,,-WT
o2
Step 11:

-TT—I] n9m
Xx='m|+| 0 {.
m3 0
IF :=N, GO TO 16.

Step 12:

1 1 PQWTPO
R RR+vT Py
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Step 13: T
M-z = [I - %] (%0 + FPovy(tis1)]

1 &t 36t
tiv1)= [0 1 & | M-Ix
6 0 1
Step 14: Covariance update

ss[ 1 & ét3
Pl=q-5 &t §t2 5t3
j6e2 Lad Lot

=g | 88 85 st

Pogli & &

T T

-4 16 12 -

5 6

Py =q T ' T

5:83 §t2 i

S S ML

ith
v 1 &t 1662
A=10 1 é&
0 0 1
Step 1S:
t=14+1P =Cx9 =X(tis1)
GO TO 9.
Step 16:
=ty —ty=1-—-ty
1 6t 36t
0 0 1
Step 17:

5t4/8  6t3/3 6t%/2
st3/6  6t2/2 6t

C = AP AT + By

5t5/20 6t4/8 6t3/6
B =g
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where
1 6t j6t2
A=10 1 &t
00 1

Step 18:

x((i + 1)T) =X(tnv41), P( + 1)T) =C

GO TO1
The algorithm for the double integrator is the same, except that the third element of
every vector is dropped and only the top left 2 x 2 corner of every matrix is retained. Of

course, the coefficients o'/ and Y are to be found in Tables B3, B4. The matrices in Step

14 are
s [1 6t
Bi=e7 [& 5t2]
Lse3  1g¢2
— 3 2
Pr=q [%5:4 %5:3]
Lot Llét2
— 3 2
Fr=4q [%&2 &t ]
and, in Step 6,

T3 172
P3“"[1/2 1]

Because the matrices are ether 3 x 3 or 2 x 2, there is very little effort involved in
matrix inversion or vector-matrix multiplication. Most of the computational work is in the
summations. In steps 3 and 4, there are 5 multiplications for each k and 7 summations, i.e.
5N multiplications and 7N additions. For t};e triple integrator, there are about 250 additional
multiplications. For example, with NV = 100(30deg /s with T = 0.01s and 6, = 0.003 deg)
there are about 750 multiplications and 750 additions. These must be performed in a small
fraction of the sampling time, if the estimates are to be supplied to the controller with
essentially no delay. In practice, it may be necessary to perform the estimation and control
calculations during the following sampling period, at the price of a delay of one sampling

period.
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For the double integrator model, there are 3N multiplications and and SN additions, plus

about 100 extra multiplications.

3.7 Additional Features

The first modification concerns the use of a model. If the triple-integrator model is used
that rests on the availability of an estimate of the third derivative 5'. This must be time
normalized, by multiplying by 73. The portion of the angular output due to this know input

is obtained by solving

21 =12
Iy =13
. . LU
23 = 0 mod

with 5',,,,4 constant during the sampling period and x(0) = 0. The solution is

z(t) /687
na(t) | = | 1/2t% | 6 moa.
z3(t) t

This leads to the following modifications in the algorithm.

Step 1A Replace y(ti) by y(ts) = (1/6)t2 8 moa(iT).

Step §
s]
(1) =AM~ 'x + [1/2] 6 mod (iT).
1

Step 9

P my Ty n %5!3

[mz = [I - QPQWT]{ [z‘go -8 mod(iT)PO %5!‘} }
m3 z30 L6t

Step 13 Replace y(tis1) by y{tis1) = L6t3 8 mea(iT)

1 &t 1/26t 176683
tiw1)=10 1 & | M x+ [1/260% | 8 10q(iT).

0 0 1 ot
Step 16 '
1 6t Lee? 3]
X(tv+1)=10 1 6t | nxo + %&2 0 mod(1T)
0 0 )\ &t
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In the case of the double integrator, the modifications are:
Step 1A Replace y(t:) by y(t;) - %tiémd (eT).

Step 5

[T

£(1) = AM~'x + [ } Bmod (iT).

Step 9
2] - [37] i [[2])

mp I2
Step 13 The second expression becomes

n

Rt = [ |40t [ | Bt
Step 16
sve) = [ § 50+ [ 2 | fmeatiD)

Whether a model is useful or not depends crucially on the quality of the approximation
of the third (or second) derivative. Given the relatively heavy high-frequency contact of the
third derivative, in particular, it is often difficult t,o'model.tha.t signal. As a rule of thumb,
the error 5, - b"mod must be less in magnitude than | ('9"1.

Another way of taking into account the presence of the driving signal is to adapt by
varying the plant noise variance ¢. Since z3 = w, the variance of z3(1), given that z3(0) = 0,

m

is ¢ (time normalized, of course). The constant third-derivative signal leads to z3(1) = 8;

it is thus reasonable to use

m

g =c| 8 modl’ (79)

where ¢ is a constant.

The advantage of using this technique rather than using é”mod as an input is that i)
it depends on the magnitude of é”mod only and ii) the effect of the variable ¢, which is to
“open” the Kalman filter, is dynamic because it changes the time constant gradually through
changes in the error covariance matrix. It therefore acts on a more-or-less short-term average

of 5';,°d, which will usually be fairly close to the same average of 8.




63

The algorithm is modified as follows:
Step 5A g =d 8 mealiT)?
Step 13A g =d 8 mea(iT)]2.

For the double integrator, 5',,.,4 is, of course, replaced by 5,,,4.

3.8 Effect of Time Measurement Errors

Because the algorithm depends on the pulse arrival times, it is important to examine the
effects of errors in the measurement of those arrival times. The simplest way to approach
this is to borrow an idea from (9]: the time measurement is assumed to be correct, and the
time error is translated into an angle measurement error. |

More precisely, let §t; be the error in the measurement of the pulse arrival time ¢;;. The
angle output at ¢ + ét; is given approximately by

y(ti + 8ti) = y(ti) + v(t;)ét; (80)
where v(t;) is the angular velocity at ¢;. This suggests that t; 4 §¢; be considered as an exact
time measurement, accompanied by an angle measurement error of v(t;)ét;.

If the 6t; form a sequence of independent random variables of variance o7, the error

variance induced in the output is
Variance due to time error = v3(t;)o?. (81)
Since this error is independent of the error due to encoder tolerance, the variance in
Equation (81) is added to &, /6; thus,
Angle error variance =r = v’(t;)o? + &, /6. (82)
This variance can be computed at the start of each sampling interval, using the velocity

estimate as surrogate for v(¢;). In many cases, however, that may not be necessary, if

€m
Y TR (83)
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where |v(?;)|max i the maximum absolute angular velocity. For example, with 5= 0.00075
deg. and |Ju(ti)|lmax = 20 deg/s, the RHS of Equation (83) is 15.3 us: a time measurement
with a standard deviation of about 1.5 us would justify neglecting the velocity. If not,

incorporating the variable r in the algorithm is easily done.

3.9 Simulations

All simulations examples are run with 6 = 0.003 deg and a sampling time of 0.01s. The
measurement noise is the mechanical error in the quantization level, and is represented by a
triangular distribution with limits £ ¢m; this leads to a variance of €2, /6. The integer Now
is set to 5: with fewer than 6 pulses in the sampling interval, the algorithm uses the low-
~ velocity modification. The initial estimates are equal to 1, and the initial error covariance
matrix is 41. Finally, the time functions are the same as in previous examples.

Example 12

Heré, A = 10 (high-speed trajectory) and e¢m= 0.00075 deg. The angle estimation errors
are shown in Figure 16a). The encoder output is dotted, the estimation error for ¢ = 20 is
the lighter of the two culrv&s. Figures 16b) and c) show, respectively, the angular v;locx'ty and
acceleration estimation errors (the finite difference acceleration errors are not shown because
they are too large to fit on the graph). In addition, Figure 17 presents the true acceleration
and its estimate: this is not given for the angle and angular velocity because the two graphs
could not be distinguished. Figure 18 shows error data for two more vﬁlues of ¢ (the dotted
curve corresponds to ¢ = 10000)

Mean and standard deviation figures are given in Table III. It is apparent that, as ¢
increases, the transients that occur at rapid acceleration changes are damped out, at the
expense of a noisier signal elsewhere. The standard deviation figures are better than those

of Table I for the fixed-time Kalman filter by a factor of about 3. It should be noted that

the mean and standard deviation figures are dominated by the transients; comparison of
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Figure 16 Fast trajectory (A = 10), new algorithm, estimation error for angle
.(dou are encoder error), velocity (dots are finite difference), acceleration, triple
integrator, ¢ = 20 (light curve) and 200 (heavy). :
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Figure 17 Fast trajectory, new algorithm, actual and estimated acceleration, ¢ =
200.
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Figure 18 Fast trajectory, new algorithm, estimation errors for angle, velocity and
acceleration, triple integrator, ¢ = 20 (full curve) and 200 (dotted).
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Figures 16 and 18 with Figure 8 shows that the pulse-time method yields estimates that are
generally less noisy than the Kalman filter estimates.

Example 13

This example is as Example 12, but with A =1 (slow trajectory). Results are presented
in Figures 19, 20 (¢ = 20) and 21 (¢ = 200), and in Table IV. The figures should be compared
to Figure 14, for the ﬁxed-iﬂterval Kalman filter. The mean and standard deviation figures
are better than those of Table II by a factor of 2 for the acceleration errors, but not as good
for the velocities.. As was the case in Example 12, the estimation errors from the pulse-time
method are generally smaller, especially as the velocity tends to zero (¢ approaching 6). Here
again the mean and standard deviation result are dominated by the transients near t = 2
and 4s, where the acceleration changes rather abruptly.

It is useful to compare the results for the fast and slow trajectories. Two countervailing
effects are at work: the larger effective g for the trajectory with A = 10 tends to increase the
estimation errors, but the higher velocity results in a larger number of samples. .Theorem 1
is used to approach the situation. For the triple integrator plant, the error covariance matrix

for the continuous-time Kalman filter has the following diagonal elements:
Puy = 2r(q/r)"/% Poy = 3r(q/m)!/%; Psg = 2r(q/r)*/".

From Theorem 1, the covariance matrix of the discrete-time filter is related to that of the

continuous-time filter through the expression
Fi; (Discrete) = P; (Continuous) Tzn—ﬁ;’%lﬂ
where T is the sampling period and n is the order.
It is not possible to assign a precise value of ¢ to either trajectory, but one can assume a
ratio of 10 to 100 between the two. The interpulse times are variable, but the higher velocity

trajectory will on average result in interpulse times 1/10 of those of the lower velocity
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Figure 19 Siow trajectory (4 = 1), new algorithm, true (heavy curve) and estimated
(dotted) velocity and acceleration, triple integrator, ¢ = 20. The finite-difference
estirmnation is also shown for the velocity.
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Figure 20 Slow trajectory, new algorithm, estimation errors for angle (dots are
encoder errors), velocity and estimation, triple integrator, ¢ = 20.
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Figure 21 Slow trsjectory, new algorithm, estimation errors for angle, velocity and
acceleration, triple integrator, ¢ = 200.
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trajectory. Thus, the covariance elements for A = 10 and A =1 can be expected to satisfy
the following ratios (value for A = 10/value for A = 1):

A :(10 to 100)Y/8(.1)3/6(Std: .46 to .56]

Py (10 to 100)1/2(.1)!/2([Std: .1 to 1.8]

B3 :(10 to 100)%/8(.1)1/8[Std: 2.1 to 5.6)

Comparing data for A = 10,¢ = 200 and A = 1,¢ = 20 in Table IIl shows rough
agreement, except perhaps for the error in the angle estimate.
Example 14

Here a double integrator model is used, and the acceleration is not estimated. Table
III summarized the performance figures, for a few values of ¢, for A = 10. Figure 22 shows
the angle and velocity estimation errors, for ¢ = 20. A major contribution to the standard
deviation comes from the transients following rapid changes in acceleration.

The graphs of Figure 22 should be compared to those of Figure 16, where the triple inte-
grator model was used. The angle estimation errors are similar, and tl;e velocity estimation
errors appear to be a bit larger, and more irregular, than in Figure 16, even though the
standard deviations are comparable.

Example 15

This example is the same as the previous one, except for the fact that A = 1 (slow
trajectory). Results are presented in Table IV and in Figure 23. The graphs should be
compared with those of Figures 20 and 21. In this case, the velocity error is noticeably
worse than for the case of the triple integrator, contrary to the situation in Example 14. It
appears that fo; a slower trajectory, with less information (fewer pulses), the more complex
model is beneficial.

Example 16
This, and the next few runs, adapts the value of ¢ according to ¢(t) = kw3(t), where

wy(t) is the derivative of the acceleration for the (incorrect) model where J = 2 rather than
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Figure 22 Fast trajectory, new algorithm, estimation errors for angle and velocity,
double integrator, ¢ = 20.
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Figure 23 Slow trajectory, new algorithm, estimation errors for anglc and velocity,
double integrator, ¢ = 2.
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J = 1. This example is for the triple integrator and A = 10. The results are shown in Table
[I and in Figure 24. The mean and standard deviation figures vary relatively little as the
proportionality factor k changes. The standard deviation figures are roughly half the values
obtained with constant ¢q. Figure 24 shows graphs for fixed (heavy) and adaptive (dotted)
g. Adaptation is seen to reduce the error “bumps” due to rapid transitions, by allowing
the filter to open when the derivative of the acceleration becomes large. In Figure 25,
the computed standard deviation of the velocity and acceleration errors are shown. These
are based on the quasi steady-state behavior of the solution of the Riccati equation: the
covariance is computed on a pointwise basis, using q(¢) in the results of Theorem 1. If these
curves are compared v:rith the error curves of Figure 24, it appears that a useful estimate of
error size can indeed be obtained in this manner. The‘low-velqcity modification is not taken
into account in the covariance computation, so that errors at low velocity are less than the
covariance results would indicate.
Example 17
This example is a repeat of the previous one, except that A = 1. Results are given
in Table IV and in Figure 26. By comparison with the case where ¢ = 20, the mean and
standard deviation figures for the angle and velocity errors are not significantly different.
The acceleration error shows only a 25% improvement in standard deviation. The graphs of
Figure 26 support these observations: the adaptation (dotted curve) is only mildly effective

at smoothing out the error peaks.

Example 18

In this example, the double-integrator model is used with adaptive ¢ and A = 10. Here,
q(t) = ka%(t), where a4 is the acceleration given by the (erroneous) model. Figure 27 shows
the errors for k = 200.

Mean and standard deviation are given in Table III. The improvement over the fixed-g

case is marginal.
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Figure 24 Fast trajectory, new algorithm, estimation errors for velocity and accel-
eration, triple integrator, ¢ = 20 (heavy line) and adaptive ¢ (dotted).
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Figure 25 Fast trajectory, new algorithm, computed error standard deviations, ¢ =
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Figure 26 Slow trajectory, new algorithm, estimation errors for velocity and accel-
eration, triple integrator, ¢ = 20 (heavy line) and adaptive ¢ (dotted).
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Figure 27 Fast trajectory, new algorithm, estimation errors for angle and velocity,
double integrator, ¢ = 20 (heavy line) and adaptive g (dotted).
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Method Angle Velocity Acceleration
Al ¢ (deg) (deg/s) (deg/s?)
Mean Std Mean Std Mean | Std
Finite Diff 0 - |[9.13e4 [1.15e-3 | 1.47e-4 | 0.134 | -16.0 | 18.8
New Method, Triple | » | 20 |-1.32e-4 | 1.89¢-3 | 1.02e-2 | 9.85¢-2 | .135 | 2.23
Integ.
» » | 200 | 1.20e-4 |5.80e-3 | 4.26e-3 | 6.42¢-2 | .124 | 1.65
. " » | 1000 | -284e-4 | 8.79e-4 | 1.68e-3 |5.09e-2 | .113 | 1.33
" » | 104 | 9.99e-5 | 7.66e-4 | 2.15¢-3 | 2.36e-2 | 0818 | 1.04
New Method, Double | » 2 -3.35e-4 | 1.07e-3 | 4.06e-3 | 8.83e-2 - -
Integ.
n| 2 [-3.27e-4 {1.10e-3 |-4.67e-3 |8.75e-2| - -
" n| 200 | 6.68e-5 [8.12e-4 |-2.54e-3 | 7.68e-2| -
" » | 1000 |-3.19e-4 | 1.06e-3 |{-2.91e-3 | 7.66e-2 | - .
New Method, Triple | » wg 8.69e-5 | 5.49e-4 | 5.78e-4 | 5.00e-2 | .0887 | 1.22
Integ. Adaptive ¢
. n | 2wd | 3.78e-5 | 6.32e-4 |-2.24e-4 | 4.78e-2 | 0782 | 1.11
" v | 10w3 | 8.54e-5 | 7.25e-4 | -9.66e-4 | 4.54e-2 | 0368 | .939
. v | 20w3 | 5.08e-5 | 7.49e-4 [-1.79.-3 | 4.64e-2 | 0123 | 938
" » | 100w3 | -3.28e-4 | 9.69e-4 | -3.80e-3 | 4.96e-2 | -.0563 | 1.26
New Method, Double | » | 10a? |-2.95e-4 | 9.95e-4 |-1.16e-3 | 7.42¢-2 | - -
Integ. Adapt. ¢
" n | 200a? | 9.86e-5 | 9.06e-4 | -3.06e-4 | 7.71e-2 | - .

TABLE II1
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Method Angle Velocity Acceleration

q (deg) (deg/s) (deg/s?)

Mean Std Mean Std Mean | Std

Finite Diff - |843c-4|1.49e3 | 1.64e-4 [1.12e1| -11.7 |15.5

New Method 2 |[3.78¢-4 | 5.45¢-4 | -1.65¢-4 | 4.26e-2 | 4.70e-3 | .283
Triple Integ.

" 200 |{3.54e-4 |6.57e-4 | -3.50e-4 | 4.19¢-2 | 9.79¢-3 | 229

n 1000 | 3.60e-4 | 7.04e-4 | 6.39¢-5 | 4.26e-2 | 2.37¢-2 | 256

New Method 2 3.34e-4 | 6.56e-4 | -5.58e-4 | 4.68¢-2 - -
Double Integ.

" 20 | 3.76e-4 | T.14e-4 | 1.37e-3 | 4.58e-2 - -

" 200 |4.06e-4 | T.41e-4 | 4.46e-3 |5.11e2 | - .

New Method Triple w3 | 3.65e-4 | 5.10e-4 | -1.08e-4 | 4.32e-2 | 7.96e-3 | .276

Integ. Adaptive ¢

" %3 | 3.59e-4 | 5.35e-4 | -1.23e-4 | 4.23e-2 | 9.30e-3 | 255

" 10w? | 3.46e-4 | 6.39e-4 | 4.30e-4 | 4.17e-2 | 9.36e-3 | 215

100w | 3.45¢-4 | 6.86e-4 | 4.06e-d | 4.22¢-2 | 1.46e-2 | 247

TABLE IV
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Simulation runs were also made using a model of the third derivative signal. Results were

only marginally improved: it appears that substantial improvement can only come from a

very good model of the signal.

3.9.1 Conclusions

2)

b)

d)

Compared to the fixed-interval Kalman filter, the error standad deviation figures show
improvement by a factor of roughly two. That statement is somewhat misleading, how-
ever; it appears that the error transients during rapid changes in acceleration account
for most of the error standard deviation. The new method is therefore only twice as
effective at cutting down these transients. On the other hand, visual observation of the
error graphs makes it obvious that the errors between transient pulses are much reduced.
That is to be expected because: i) the sampling time is shorter, since it is the interar-
rival time of the encoder pulses rather than the control system sampling period; ii) the
observation noise varia.nce. is smaller, since it is related to the encoder level error rather
than the encoder resolutions.

As ¢ increases, the filter “opens up” and transient performance improves, but the general
error level increases. There appears to be an optimum, but it is rather broad.

The optimum ¢ depends on the trajectory amplitude, in reality equivalent to velocity.
The adaptive ¢ method may be used to do the adjustment, if an estimate of the third
derivative of the third derivative (acceleration, in the second-order ¢ase) is available.
The improvement over the performance with a fixed ¢ optimized for a given trajectory
is marginal, but it appears that a single adaptive rule may work well for a number of
trajectories.

The use of a signal model as a filter input is only of marginal use, unless the model is
really quite close to the real signal. For higher derivatives, that is difficult to achieve.

It is noted that the acceleration estimate from a third-order filter is much better than
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most realistically obtainable a priori models of the acceleration. This suggests that a
fourth-order filter would provide a good model of the third derivative, and that such a '
filter could be equivalent to a third-order filter with a good third derivative model.
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Appendix A.

Proof of Lemma 1:

By Parseval’s Theorem,

0
B = % _’jw(-sz - AT + CTK)"TrrT (s — AT + CTK)1ds
_ g [ Adj(=sI - AT + CTK)TITT Adj(s] — AT + CTK)
=357 ) Pp(—9) “ @l
where p(s) is the closed-loop characteristic polynomial. For the all-pole system, it is known
[eg 14] that the poles tend to the Butterworth pattern, i.e. satisfy (—b;)" = &2 " and
bl = &4 = T,
Now,
ITAdj = [Adjn1  Adjnz -+ Adjna).
To ease notation, let M; = [Adj(s] — AT + CT K)]n;
Now,
Adj(sI = AT + CTK).(sI — AT + CTK) = p(s)I. (A.2)

With K = [k k- ka),

s+ ki ky k3 kn 1

-1 s 0 0

0 —l 8 s e 0 ) ao

sI—AT+CTKk=1{ o0 0 =1 -+ v g
0 0 o0 S  Gm-2

0 0 0 -1 am- |

Writing out the last row of Equation (A.2) yields
(8+k1)M1 -M=0

ko My + sMa — M; =0

kM-14+sM; =M1 =0
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kM 4+ agMy + a1 My + -+ + amazMa—1 + (3 + Gm~1)Ma = p(s). (A.3)

There follows
M =1

Mi=o14hs 2+ ... +ko1,i=23,---n
Inserting in Equation (A.3),
S+ (k1 + amo1 )"+ + (ki + Gmatkic + 000 F amai)s" T e =
s)=(s+b)(s+b)---(s+bn)
Matching powers yields
ki +am-1 =Zb; so by ~ 1/p
k2 + m-1k1 + am-2 = Tbiybiz 50 ky ~ 1/42.
In general, k; ~ 1/4* so that
My = 1, Ma(be) ~ 1/u - Mi(be) ~ 1/ (44)

Equation (A.1) can be written as
g [T MMyl
27 Jjoo  RSIP(=9)

The numerator of the integrand is of degree at most 2n — 2, the denominator is of degree

Rj= (4.5)

2n so the integral can be evaluated as a contour integral enclosing the LHP.

For Equation (A.5),

Mi (b )M, (—b)
POk )(=bk + &)« (=bu + b J(=bk + busr) - (=06 + bn)

Residue at s = =4} =

Because of Equation (A.4),
T lyitlai-1
Fij ~ ————(”1)
(Lyn-1

"

_ Zn—icj4l
=yt

- T?ﬂ-i— 1+1
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Proof of Theorem 2:
Note first that

CPCT+R=P1+R=P ™ '+R=R

Writing Equation (27) element by element, for i,j # n:

P R; i+1P1;
Py = Py = 50 4 T(Pyy,; - D1
PP Piivi P
+ T(Piga1 = =) + T (P jar = =45
or
P'P .
13}21] “4n—l—J+P+ 1#40-4- + t] 1#411—:—]
_ Pl.-"*l Pl.) 6R—i—-5—1 _ Pl.ipl‘sj+l 6n—i—j-1
R R
. . P.. P‘
+ P:+l‘j+lp6n—l—1—-l _ 1-’+1R1 J+1 #Bn—c—1—2 0

Dividing by u**~*~7 and dropping positive powers of u leaves the first 3 terms, which
are the LHS of Equation (24).

For j=n,i #n:

PP PP
Pn—-T[—ao(Ps—;Tn)— 1(P4—};%)—
, 1i Pin A 1 Pin
-am—l(Pm— RP)] +}fm R + , .
+T? [—ao(P:'+1.3 - —1%1'3) ————— am-1(Pit+1n — L};.ll) +
. P iv1Pin
+T(Piv1n = ——F—)
or
P‘ 1 » Rat=?
%Pan-‘*’ s+1nl»‘ ~t—agPp ! 2
N . - P.'P. Re=f—
_al}):“ﬁ .3°"'-0m- P"‘#Jn i+l _ I:Rl3#6 3
Pl.ipl.n Sn—i Pl‘.i+l Py, Sn—i-1 _
- = Gm-] —'R—l‘ - R H =0

Dividing by u3"—" gives the LHS of Equation (25), plus terms in g, p?,---.
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Fori=j=n:

P2 n PruPia
__}lzli'qT-T[%o(Ps--PnRPl )'*'2“1(},"‘-_“7}—
ﬂz_,,_ 2 P},
4o+ 28mal(Pan = R)]'*'Tzlao(P‘n—-E

P2
+-~+£,._,(P.---}25)=0

so that
2

P L] - [ ] T =
——}124#2"4'9#2“-2002‘;“#3" 2_20‘}3‘"#3 3 ...

PPy
= 2am-1 PLap®™*! + 2a _pﬁ_m“s'.-s + Higher over terms =0

" Dividing by u®" leaves-the LHS of Equation (26), plus terms in 4, ul,- -



88

Appendix B.

For t; 2 t;, from Equation (62),

1 t—t; M-t [%4 3 &
E[x.(u)xT(t,)l-[ 1 h-t H%t} 3t %t?]q
o 0 1 AR LY
For L <t,
B¢ 1 M0+ 0 o
E[x, (tz)x7 (¢, )]_q[’t4 i %ti}[ tj -ty 1 0}.
g 18 4 | (3t -0)? -4 1

From Equation (61),

E[y.(tk)y,(t,)1={‘Y[gg*(‘*-*:) g+ (e =1 gm>t,
ql + (8 — t) -i+ (6 —tePhlte <t;

Also,
gt t] t3 t3
T LT Y X2 k 2, %k k
Elys (ta)x; (T = gl + g (T =) + (T =) + 6( -t) gl

For equa.lly-spa.ced.observa.t,ions, te = fvT. Then, for T = 1 (normalized time)

N N
3 6 (t)Elys(ta)ys ()] 67 (1) = ATV A

k=1 j=1 -
where
1 1N §1/N?
1 2/N 3(2/1‘/)2
A=|.-. ...
T
1 1 3

wj = {f/l%({:)’ + 3k - )Er+ %i%(ﬁ)’l,k > j
FIE(EE +36 -k + S F)rLe2
It can be shown that

ag + a1 N + o+ + aqupq NETEH
{(ATYA); =4 Ty

(B.1)
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The o; were obtained by i) calculating ATYA for 5 + k + j values of N and ii)
the resulting linear equations for the a;. The values are given in Table B.1.

The other matrix calculation is, for T = 1,

N
Y & (b )Elulta)xl (7)) = ATx
b=l

¥ ow of X = ¢ [5() + g(ﬁ)‘ﬁi—" P AT
1,k N-k 1
SN+ 5 -(—)’]

The result is of the form

Bo+ BN + - By jy N* D)

T e Al
(AT Xk =4 N1

* The coefficients are given in Table B.2.
For the double integrator,

Ely, (82 )y, (¢;) = { ?I[%ta + (te = t,)-i— te 2t

q’[; +(t - tk) e <Y

' t? 1
Ely, (i) ,(Tl“q{t +(T - Tk) tk]

and
1 1/N
A 1 2/N
A=l ...
-
1 1

It is calculated that

(ATVAL = N

The coefficients are displayed in Table B.3.

solving

(B.2)

(B.3)

The matrix A7 X has the same form as that of Equation B.2, and the coefficients are

shown in Table B.4.
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TABLE B.1
fatrix | 11 12 13 22 2 33
10409 | 1984 | 0.992 |-0.298 | 0.794 0 0.035
104a; | 6944 | 0827 [-0.744 | 1.984 | 0.149 |o0.00284
10%.a9 | 27.778 0 (-2.287 | -3.417 |-0.248 | -0.086
104.a3 |104.167 | 31.829 | 4.340 | -6.944 | -5.518 | -0.742
104.a4 | 180.556 | 125.000 | 17.824 | 41.204 | -7.813 | -5.234
104.05 | 138.889 | 186.343 | 72.917 | 145.833 | 25.000 | -6.076
1040 | 39.683 |124.008 | 97.057 | 187.169 | 83.333 | 15.873
104.a7 . 31.022 |57.168 | 109.127 | 95.424 | 46.875
104.a8 - - 12.704 | 24.250 |49.727 | 47.826
104.ag . . - . 9.945 | 22.445
104.aqg - . . - . 4.081
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TABLE B.2
atrix 11 12 13 21 22 23 31 32
ement
n(k15) 4 4 5 2 4 4 6 5
1048 | 6.944 | 13.889 | 4.861 | 416.667 | -20.833 | -55.556 | -1.488 | -12.153
104.5 0 0 |-11.420}833.3333| 0 0 : 0 |-23.534
1045, |104.167 | 277.778 | 2.025 | 416.667 | 381.944 | 555.556 | -12.153 | -5.064
104.53 | 250.000 | 625.000 | 145.351 - 625.000 | 833.333 | 0 | 244.261
104.8, |138.889 | 333.333 | 250.058 . 263.889 | 333.333 | 93.750 | 312.355
10435 . - 109.124 - - . 125.000 | 109.134
104,56 . . . . - 44.891
33
4
-69.44
0
347.222
416.667

138.889

-




92

TABLE B.3
Matrix | 11 12 22
ement
102.ap |0.55555 | 0.27778 | 0.15874
102.a; | 4.1667 | 1.2500 | 0.55555
102.a9 | 11.111 | 5.5556 | 1.9444
102.a3 | 12.500 | 11.806 | 6.9444
102.a4 | 5.000 | 10.833 | 11.944
102.a5 - 3.6111 | 9.1667
102.a4 2.6190
TABLE B.4
atrix 11 12 21 2
ement
n(kyJ) | 2 2 4 2
102.8; |4.1667 | 8.3333 | 0.55555 | 12.500
1023, |16.667 |25.000| 0 |25.000
102,83, |12.500 | 16.667 | 6.9444 |12.500
10255 . . 16.667 .
102,44 . . 9.1667 .
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