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Helicity in Turbulence Modelling by Homogenization

Tomas Chacén Rebollo,* Daniel Franco Coronil,*
& Francisco Ortegdn Gallego*

Abstract :

The purpose of this paper is to present a contribution to the mathematical modelling of turbulent
flows. A deterministic model for locally homogeneous flows with two spatial scales, obtained by means of
homogenization techniques, is derived at first. This is a two-model equations concerning mean turbulent
kinetic energy and helicity. The dependence of closure terms on these two parameters is obtained analytically.

An analysis of the physical characteristics of the model is done next. The model is shown to predict
a transient oscillatory character of the interactions large-small structures. The mean turbulent helicity is
found to act as an agent driving the viscous effects from the small structures to the mean flow, in the sense
that the mean flow is affected by the mean turbulent helicity only when the turbulent perturbation lies
on the Kolmogorov’s viscous subrange. Also, the model is shown to be frame-invariant when the initial
perturbation is locally isotropic.

Some numerical tests of our model in the case of 3D Poiseuille flow are finally presented. We compare
the results of the model with those furnished by direct numerical solution of Navier-Stokes equations. A
good agreement in the behaviour of both turbulent kinetic energy and helicity is found, for the rate of decay
and transient effects.

Keywords : Turbulence, separation of scales, homogenization, numerical simulation.

Sur le Role de I’Hélicité dans la Modélisation
de la Turbulence par Homogénéisation

Résumé :

Ce rapport présente une contribution a la modélisation mathématique des écoulements turbulents. En
premier lieu, on dérive un modéle déterministe pour des écoulements homogeénes a deux échelles en espace, en
utilisant les techniques de ’homogénéisation. Il s’agit d’'un modéle a4 deux équations, qui concerne ’énergie
cinétique turbulente et I’hélicité turbulente moyennes.

Ensuite, on développe une analyse des caractéristiques physiques du modéle. On montre que le modele
prédit un comportement oscillatoire de ’évolution des interactions petites-grandes échelles. On montre aussi
que I’hélicité turbulente est un agent qui conduit les effets de dissipation visqueuse des petites structures
vers ’écoulement moyen, dans le sens que I’hélicité moyenne a un effet sur I’écoulement moyen seulement
lorsque la perturbation turbulente git sur le sous-rang visqueux de Kolmogorov. De plus, on démontre que
le modeéle est invariant par changement de repére si la perturbation initiale est localement isotrope.

Finalement, on présente quelques tests numériques du modéle dans le cas d’écoulements de Poiseuille 3D.
On compare les résultats donnés par la résolution numérique du modéle avec ceux donnés par la simulation
numérique directe des équations de Navier-Stokes. On trouve un accord acceptable entre ces deux simula-
tions, en ce qui concerne ’évolution des taux de dissipation et les effets transitoires de 1’énergie cinétique et
aussi de 'hélicité turbulente.

Mots-clés : Turbulence, séparation d’échelles, homogénéisation, simulation numérique.

* Departamento de Analisis Matemdtico. Facultad de Matematicas. 41012 Sevilla, Spain. La recherche
concernant ce travail a été réalisée en partie lors des visites des deux premiers auteurs a 'INRIA dans le
cours des années 1987 a 1990.




0 Introduction

The purpose of this paper is to present a contribution to the aralysis of the behaviour
of imcompressible viscous flows. It is known that these flows are governed by the Navier-

Stokes equations; we shall consider here an adimensional form, in the whole space R3:

u“_‘_(u.v)u_g‘e-Au-}Vp:O;' V-u=0 ianax]O,T[,} (1)

w(z,0) = uo(z) in IR3.

Here, u(z,t), p(z,t) are the velocity and pressure at the point z € IR® and time ¢; R > 0
is the Reynolds number, uq is the initial velocity and: T is the final time of the experiment.
Under regulazity hypotheses on ug, this problem., completed with suitable conditions at
infinity, has at least a global weak solution. Moreover, this solution is wunique, if it is
smooth enough and T is not too large. (¢f. [4, 15, 18, 30}).

It is also- well known that solving numerically problem (1) becomes an unfeasible task in
most of the cases of practical interest. Indeed, it is estimated that the smallest structures
created in the flow have a size of owder R~%* (see ({14])).Thus, an accurate simulation
of (1) in the cases of interest (R > 167} weuld require milions of mesh points. However,
in most cases only certain average charactesistic nxagnitudes of the flow are needed ( for
instance, total drag of a car, mean lift of a wing, etc.). This gives rise to the idea of
turbulence modelling: How to obtain effective equations that govern the mean values of
the flow.

Due to the highly chaotic and unstable behaviour of turbulent flows, it is customary in
turbulence modelling to consider the flow field 1¥{z,1) as a random process for each z € IR3,
t € [0,T). This may be formulated in mathematical terms as follows: If we replace the
initial condition ug(z) in (1) by @o(z) + ug(z, w), where up(z, w) is the realization of a
random process with known distribution function and zero mean, then the solution (u,p)
of (1) is also random. Indeed, equation (1) provides a detesministic mecanism to drive the
initial flow to the actual flow at time t.

Once the distribution furetions of v and p aze kaown, it is possible to obtain some
information about the mean flow, starting from the system (1). For instance, averaging
the two equations of (1) we obtain the so-called Reynolds equations for the mean velocity

@ and the mean pressure p:
i, +(@-VYa-vAi+Vp=-V-J@d; V-a=0 inR3x10,T|. (2)
Here, v’ represents the “turbulent perturbation” or “fluctuation”, defined by

v =u-1.



Solving system (2), sets a “closure problem”: How to express the tensor ' @ u’ (called
Reynolds tensor) in terms of @ and p. This is the essential problem in turbulence modelling
which has received only partial answers up to day. Note that in particular the obtention
of the distribution function of u’ ® u’ is almost always impossible, for even the one of u is
usually unknown.

A classical way of attempting to solve Reynold’s problem relies on the physics of fluid
flows. Experimental measurements show that ' ® @’ is in many cases parallel to Va4 VaT

(Boussinesq’s Hypothesis). Thus we may write
W QU =-—1n(Va+ Val), (3)
where v, is the so-called coefficient of “eddy viscosity”, assumed to be positive. In the

well known &k — € turbulent model, v; is given by means of dimensional analysis as
k2
W=po
where u is a numerical universal constant ( to be obtained from experimental results), & is

the kinetic turbulent energy and e is the rate of viscous dissipation of turbulence, defined

by (cf. [16, 26]):

k= %[u’l", e= %IVu’ + Vu'T|2

Transport equations for k and e are provided in order to close the problem.

Classical models of turbulence are extensively used in practice, in particular in indus-
trial applications. However, they may fail to give correct predictions of the flow, as soon as
the physical hypotheses upon which they are based are not true. In additon, it is not clear
under which conditions this would happen, as a consequence of the lack of a rigourous
definition of average operators.

The purpose of this paper is to develop a model for a class of turbulent flows, that
will give a mathematically rigourous definition of averaging and will make apparent clear
conditions of applicability. Our derivation is based upon the work of MacLaughlin, Papa-
nicolaou, Pironneau. In [19] these authors introduce a model of turbulence for flows in
two spatial scales, which was the object of study of many laters works ({2, 3, 5, 6, 7, 8, 22,
23, 24]). We shall refer to these models as “MPP models”. .

In this work, we shall consider initial conditions in (1) of the form
u(z,0) = ug(z) + €/%u° (‘) ’ (4)

where € > 0 is an small parameter, ug is a smooth vector field on IR?, and w°(y,z) is a

smooth vector field on IR® x IR3. w? is assumed to be almost-periodic in the y-variable,




for each z € IR3, and to have zero meanr; defined as follows:

. /B, w’(y, z)dy
< wO >=< w? > (.'l:) = lim ——ET/—'?——, (5)
Br v

R0

whese Bp is the closed ball of IR? of cemter the osigin and radivs R.

This formalism provides a deterministic way of averaging in the framework of almost-
periodic functions, and then, of defining racan flow and tusbulert perturbation. Now, ug
can be regarded as the initial mean velocity and €'/3w° as the initial perturbation.

In the preceeding MPP models, the imitial pesturbation w® was assumed to be periodic
in the y variable. The heart of this paper is to show that the same model is still obtained if
w?® is almeost-periodic in the y-variable. This will lead to some improvements of the model
and, in particular, to clarily the role of the eean helicity of the fluctuation.

This paper is organized as follows:

In sections 1 to 5 we show that the derivation of {19] still holds in the framework of
almost-periodic functions. This leads to a2 twe-equations model concerning mean kinetic
enesgy (q) and helicity (k) of the perturbation v/, an approximation (u + €2/34(1)) of order
€ to the mean flow % and the inverse Lagrangian coordinates associated to the velocity
field u (a). This model is the following:

e+ (u-Vu4Vp=0, V-u=40 in IR x IR, ]
a:r+(u-V3a=0, a(z,0)==z in IR? x IR,
q,t-i-(u.V)g-i-q[R"(C): Vu-&-p(%)z»!ﬂ:{C) =0, in IR? x IR, , (6)
hyt(e-V)h+h [S‘(C) Vet p () vio) =0, in R x IR,

@ 4 (- V)a®) + @D - Vyu + V) + V- (qR*(C)) =0, V- @) = 0in R3 x IR, |

with G = Ve, C = G* G.

Here, R*, 8" are 3 x 3 tensors and ¢, ¥}, are scalar functions. These are the closure
terms of our model. They depend only or the mear velocity field, by means of a “univer-
sal” fluctuation %*, that verifies an wniversal “microstructure” problem, that includes a

gereralized Euler equation for %”:
WY 4 (D% - Vy)i* + (CV)n* =0, V,.8°=0 inIR}xIR
ﬁ)‘(y'; 0) = 1(70 wo(‘qhg’!/), in IRa (7)

wr, 7 almost-periodic ir (y — 7).

Here, 7 is the pressure associated to w*. Also, gq ard &g are:the mean kinetic energy and
the helicity of the initial perturbation w®, respectively, assumed to be nonzero.
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In Section 6 we analyze the connexions of model (6) with the classical models of
turbulence. Model (6) is regarded as a two-equations model for locally homogeneous
turbulence in Kolmogorov’s equilibrium range. Some numerical experiments included in
this paper, together with other previous works about MPP models are analyzed, in order to
show that model (6) takes into account a transient oscillatory character of the interaction
large-small structures, which usual models of turbulence are unable to reproduce. However,
it is found to need further improvements to predict eddy diffusion effects, as all preceeding
MPP models. Moreover, we analyze the role of the mean helicity of the microstructures
h, a statistic of the turbulent perturbation which is present in our model, but which is
usually absent of the classical models of turbnlence. The helicity appears as an agent
that drives the viscous effects from the small scales to the mean flow in the sense that it
affects the mean flow only if the turbulent perturbation lies on the viscous subrange. If
the perturbation lies on the inertial subrange, the helicity is shown to become a passive
agent.

In Section 6 we also show that model (6) reduces in some particular cases to known
two-equations models. Concretely, when the initial mean velocity is constant, model (6)

is shown to be equivalent to

Q,t+e:0)

2 in IR3 x IR; 8
€'t+d%‘=0,} ()

where e is the rate of viscous dissipation of turbulence, and d is a numerical constant.
Constant d is (theoretically) computable from the solution of the microstructure problem
(7). In the classical theory of isotropic turbulence (developped, for instance, by Reynolds
in [27]), model (8) is assumed to apply to well developped locally isotropic turbulence,
and is obtained by means of dimensional analysis. Reynolds shows in [27] that some
particular solutions of model (8) correspond to perturbations that have an energy spectrum
containing the Kolmogorov’s law in k~5/3 for the inertial range. However, we do not know
whether it is possible to prove analytically this result in our case, in the framework of
almost-periodic perturbations.

In Section 7 we analyze some properties of physical relevance of our model that occur
when the initial perturbation is locally isotropic. A mathematical definition of this concept

0 is said to be locally isotropic at a point z € IR3, if

is given at first: The perturbation w
wO(Qy, z) = Qwo(y,z) for all rotation matrix Q, for all y € IR3.

We give a mathematical proof that in this case, model (60) is frame-invariant. In [28, 29],
Speziale sets some necessary conditions related to frame-invariance, that turbulence models




must verify to be physically consistent, when the frame of reference is non-inertial and
inertial. Our model is found to verify these conditions when the frame is non-inertial.

In Section 8 we perform a testing of our model in the case of 3D Poiseuille flow between
flat plates with two scales. A model including eddy viscosity terms is tested. We solve
numerically the model equations and also the Navier-Stokes equations separately. Our
tests comsist in comparing suitably the resslts of both simulations. Concretely, we observe
that our model reproduces very accurately ‘the evoliftien of mean velocity, mean turbulent
kinetic energy and helicity as far as there is a sigaifiant tovel of turbulence; and as long as
the scales are separated.

Finally, in Section 9 we present some namerical results that show an oscillatory be-
haviour in the transport of helical microstructures. This kind of behaviour is qualitatively
explained by means of our model equations, in the absence of diffusion effects; as in the
case of nonhelical microstructures,

As a conclusion, we can say that this paper presents a version of the MPP model
of turbulence that applies to almost-periodic perturbations. From the point of view of
turbulence modeling by homogenization, it provides some improvements to former MPP
models: The expressions of the structures of the closure terms are simplified, and the role
of the helicity is clarified. From the point of view of “classical” turbulence modelling, we
propose a two-equations model which takes into account some transient oscillatory effects
in the interaction large-small structures, and which includes in a natural way the mean
helicity of the perturbation, as one of the two statistics of the model. The mean helicity
of the microstructures is shown to act as an agent driving the viscous effects to the mean
flow. Numerical experiments for genuine 3D flows are presented, that support the validity
of the model.



1 Statement of the problem

In Sections 1 to 5 we shall develop a new version of the model for convection of mi-
crostructures introduced in [19] by McLaughlin, Papanicolaou & Pironneau. This version
will apply to slightly viscous flows with initialization in two scales. Our purpose is to ap-
ply the techniques introduced in [19] to the obtention of a model for locally homogeneous
turbulence, in the framework of almost-periodic perturbations.

Let € > 0 be a small parameter and 7 > 0 a given final time. We shall consider the
Navier-Stokes equations for three-dimensional viscous fluids in IR¥x]0, T'[; with kinematic

viscosity of order €?:
uf + (ut - V)ut + Vp* — pe?Au =0, V-ut=0 in IR3x]0,T[. (9)

Here, u®(z,t) and p*(z,t) are the velocity and pressure fields, respectively, and ¢ > 0 is
a given number of order one. We wish to analyze the time evolution of flows with initial

data of the form
u(2,0) = uo(z) + Pu(Z,2)  in IR, (10)

where ug is a smooth velocity field in IR3 and w%(y, z) is a smooth velocity field in IR® x IR..
Note that € represents the dimensionless ratio of characteristic length scales associated
to the initial data u®(z,0). It is known that problem (9)-(10), completed with suitable
conditions at infinity, has a unique smooth solution if T is not too large (cf. [4, 15, 18, 30]).

In [19] and later works, MPP models have been developed by assuming that w®(,z)
is periodic with zero mean on a period cell, for all z € IR3. Then, the highly oscillating
velocity field €!/3w%(Z, z) can be regarded as the initial “turbulent” perturbation, and the
field ug(z) as the initial “mean” velocity. Our purpose here is to show that the derivation
of [19] still holds if w°(-,z) is almost-periodic in IR?, for all z € IR3. Roughly speaking,
almost-periodic functions are characterized by having a discrete Fourier Spectrum (see
[12, 31]). From a mathematical point of view, the class of almost-periodic functions can
be defined as the closure of all trigonometric polynomials with the uniform norm. Some
properties of almost-periodic functions are of interest for our purposes. They are stated
as follows:

Theorem 1 : Assume vy, vy : IR® — IR are almost-periodic. Then, Avy + pv,, VA, p €
IR, and vy - vy are also almost-periodic. |

Theorem 2 : Assume v : IR3 — IR is almost-periodic. Then the following statements
hold:




t) Given R > 0, let us denole by Bp the closed ball of IR® of radius R and center the

origin. Then the mean

<v>= lim 82 (11)

ezists.
1) Ifv>0and <v>=0, thenv =86
iti) Given z € IR®, denote by v, the z-transtated function of v: v,(y) = v(y + z). Then,

<Y >=<v>.

iv) Given a rotation matriz Q@ (i.e., Q' = @™, det{Q) = 1) of order 3, denote by vg the
Q-rotated function of v: vg(y) = v(Qy). Then,

<y >=<v>.
.

The proof of Theorem 1 can be found, for instance, in [12}, and that of Theorem 2 in [13].
In what follows we shall assume w%(-, ) to be almost-periodic in IR?, for all z € IR®.
Furthermore, we shall assume that w%(y, z) has zero y-mean:

<w?>=<o®>(z)y=0, Vze R (12)

This formalism allows us te give a mathematically rigorous definition of mean flow and
“turbulent” perturbation in our inital conditions (10), in the same way as in {19].

Remarks:

1. Note that the average operator defired in (11) has two well known properties in
turbulerce modeHing: It is homogeneous and isotropic, as a consequence of ii) and
iii) in Theorem 2. This means that the initial perturbation is locally homogeneous,
in the sense of Batchelor {cf. {1]}. However, in genezal the initial perturbation is not
necesarilly locally statistically isotzopic {see Section 7 for details).

2. Here, we are considering a generalization of the hypotheses on w® made in [19].
Indeed, let us assume that a function v is periodic with period cell Y. Then, v is

/Y v(y)dy

<Y >= Sy

o
Y

also almest-periodic, and



3. Let us remark that the choice of orders of magnitude of the initial perturbation in
(10) and of the coeflicient on viscosity in (9) can be explained in the framework of
Kolmogorov’s theory of turbulence. In this context, ¢> appecars as the highest order
of magnitude of viscosity for which a range of eddies of characteristic size ¢ and

1/3 may exist. An analysis of this fact, and more generally of

characteristic velocity ¢
the connexions of our model with Kolmogorov’s theory of turbulence, will be made

in Section 6. B

Our purpose is to obtain a mathematical description of the behaviour of the solution
u¢, p® of (9)-(10) for ¢ > 0 when ¢ is small. ;From the physical point of view, this problem
is the analysis of the interaction between a turbulent perturbation in small scale and the
mean flow, in the presence of a slight viscous dissipation. We assume the perturbation
to exist at ¢ = 0, and we wish to know the behaviour of the flow at later times. In
practice, this situation occurs in the case of flows with spectral gap, such as flow past a
grid, atmospheric flow and others (cf. [25]).

2 Cascade of equations

In this Section, we shall obtain effective equations for the evolution of u¢ and p¢ by an
asymptotic technique, introduced in [19] and applied in [7] to slightly viscous fluids.
We shall assume that u¢, p¢ admit asymptotic expansions of the form

ut(z,t) ~ u(z,t) + el/3w(1(f’—'l, E,'s;z, 1)+ 62/3u(1)(-“—(?9-, ;—2‘7-3-; z,t)+
+€u(2)(ﬂf_"l’ (Qts ’ :L',i) + -

(13)
P(2,8) ~ p(z, 1) + e/3pO(HEL Loz 4y 4 2/3n(2B Loz )4
+€p(1)(3.(':_")., -(21_,3; z, t) + .-
Here a(z,t) are the inverse Lagrangian coordinates associated to the velocity u:
a¢+ (u-V)a=0, inlR3*x]0,T[; a(z,0)=z. (14)

Also, w(y, T3 2,1), ul¥)(y, 7; 2, 1), 7(y, 73 2, 1), p*)(y,7;2,1), ¥ k > 0, are smooth functions
defined on IR® x IR x IR® x [0, T]. We shall assume that all functions w, u*), x, p(*) are
smooth and almost-periodic in the y —  variables. In particular, this implies that they
are bounded functions in the y — r variables for cach given z € IR3, ¢ € [0, T] (cf. 12, 31]).

This will allow us to distinguish between consecutive terms in the expansions.




Remarks:

1. Due to the almost-periodicity, the y — 7 mean of all terms, defined for instance for

.,
/ / w(y,o0; z,t)dydo
<w»(e,)=_ lim = B(R)

=~=+00, T~+00 27 / dy
B(R)

exists. This space-time average operator is homogeneous in space and time, and

w as

) (15)

isotropic in space. Note that the calcatation of (15) does not involve “integration
through the futur” in large scale time t, because the microscale time 7 is infinitesimal
with respect to the large scale time ¢. Also, the mean (15) exists for y — 7 periodic
functions (see [13]); and if a function v is periodic in y and = with period cell
Z =Y x [0,2r], then it is almost-periodic in y and 7, and

/ v(y, T)dydT
Z

VD= Heem—m———

/ dydr
VA

2. The expansion in (13) for the velocity u® has to be understood in the sense that for
all £ > 0, there exists a constant C independent of ¢, such that '

"u( - Sin S Cke('k+l)/3,

where

k
Si(z,t) = u(z,t) + (l/3w(y,r;z,t)+ Zg/su(l)(y,r;z,t)] L“M s
1=2 =T TTan
and || - || is a suitable space-time rorm. A similar interpretation applies to the
expansion in (13) for the pressure pe.

3. The choice of such a complicated ansatz as (13) is not arbitrary. In particular,
the equation verified by function a(z,t) is suggested by the Taylor hypothesis for
turbulent flows: The perturbation is transported by the mean flow. Note that a(z,t)
is constant along the stream lines associated to the velocity u. Also, it is reasonable to
expect that the oscillations in space beared by the initial perturbation, €!/3w%(Z, z),
will produce oscillations in time. Dimensional analysis gives a characteristic size of

€2/3 for such oscillations. B

10



To obtain formal equations for the terms of expansions (13), at first one has to express

equations (9) as expansions in powers of ¢. In condensated form, these expansions are:

€3 {(ay+u-Va) -V, + CV,pO} + J

+e3{(ay + u-Va)- Vi) + E(d, r,C)}+
+e{(ac+u-Va)- V@l + LY, pM;,C) - [0} +
+e/3{(a, +u-Va) - V,@® + [L(a®), p?); 5, C) ~ [O)}+
+(2/3{(a,, +u-Va)- Vyﬁ“) + [L(ﬁ(s),p(a); w,C) — j-‘(a)]}_*_
+e{(ae+ v Va)- v, il 4+ [L@EW, p;9,C) - fO)} 4

273
and

c‘2/3(Vy D) + e“/3(Vy (D) — gy 4 E(V,, - a2 — g4

+ (T, < i) gy 4 23y, . ) — gy 4 L,:J_q =0

TEEE

Here we have used the following notations:
C=GTG, with G=Va, (ie, Gi= %);

b = GTw, i® = GTu® vi>1;

E(w,7m;C)J = o, + (- V)b + CVyn;

L(a®, p®: %, C) = a®) 4 (- v,)a® 4 (@® . v,)d + CV,p®.

Also, functions f(1), f(2) ... g(1) ¢(2) ... are defined by

fO = —GT[uy + (v V)u + Vp)

f@) = ~GTwe+ (v VIw + (w- V)u+ Vp© 4 (@) . v, )ul) -
-u(GV,)- ((GVy)w)]

fO = Gl + (u- V)u®) 4 (u® . V)u + Vr + (@0 - ¥, )u®
H@® - Vul) 4 (w- V)w - u(GY,) - (G, u))

Fa) = —GT[uff) +(u- V)u® 4+ (u® . Vyu + vp) + (@ .V, )u® 4
+(al3) - Vy)u(l) + (&M vV, )u® 4 (w- V)uD4
@) V)w = w(G9,) - (GVy)u)

g =0

¢g¥=-V.u

g®=-v.w

gF) = v . ulk-3), Vk>4

11

y=szt) ¢ > =0
F3 1

(16)

(17)

(18)

(19)
(20)

(21)

(22)

(23)




Now we apply the principle of singular perturbations. Then, the coefficient of each
power of ¢ in (16)-(17) must vanish. Further, we apply the homogenization hypothesis of
separation of scales. This, together with (14), gives the following “cascade of equations™:

GV, =0, in IR3 x IR; (24)
E(@,mC)=0; V,-&#=0 in R}*xIR; (25)
L(a®,p®. 9, C) = fB, v, @™ =g®  in MIxIR Vk>1.  (26)

Remarks:

1. The name of “cascade of equations” is justified because each f{¥), g(¥) depends only
upon u, w, uW .. w1 and p, pO, x.. --,p("‘s). Thus, equation (26) represents
the effects of all eddies of characteristics velocities €173, €2/3,... ¢*/3 on eddies of

characteristic velocity e(x+1)/3,

2. The main fluctuation w verifies the Euler-like equations (25), through the trans-
formed fluctuation @, defined in (19). Equations (25) are of the same mathematical

nature of standard Euler equations. Indeed, the changement of variable
z= Gy,
reduces (25) to standard Euler equations for the variables

w(z,7) = w(y, 1); #(z,7) = 7(y, 7).

One could think of obtaining w and = by means of this changement of variable by
solving at first Euler equations for w and #. However, this would be inconsistent
with the asymptotic analysis that we have made, because if we replace the point
y= “—(f—'l by z = G™¥(z, t)i‘-%*ﬂ in the expansions (13), then the expansions (16) and
(17) would be wrong.

An analogous comment applies to the linearized Euler-like equation (26), verified by
the higher order fluctuations u(¥).

3. Note that equation (16) justifies partially the equation in (14) for the Lagrangian
coordinates a(z,t). Note also that the initial condition in (14) is somewhat arbitrary.

Indeed, our asymptotics at ¢t = 0 imply

,0
w(@, 0;z,0) = wo(% z)

12



This can hold for all functions w only if 2(%—@ is independent of €, and then
. Ja
a(z,0) = E zi'az—j("” 0).

Consequently, a(z,0) must be linear in z. The choice made in (14) is due to reasons
of consistency of notation. J
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3 Determination of the main perturbation terms

‘0 obtain a mathematical description of the behaviour of u* and p¢, solution of Navier-
Stokes equations (9)-(10), we wish to obtain equations that govern all terms in the asymp-
totic expansions (13). In this Section we shall propose a system of equations to determine
the main perturbation terms (w, 7).

As we have remarked in the preceeding Section, reducing equations (25) to standard
Euler equations to obtain w and 7 becomes inconsistent with our asymptotic analysis. For
this reason, we shall use equations (25) as they are to obtain w and 7. Let us remark also
that equations (25) do not determine completely the pair (¥, 7). Indeed, suitable initial
and boundary conditions must be set in order to obtain a unique solution. As (25) is an
Euler equation in the whole space, if we look for almost-periodic solutions, it seems that

no condition at infinity is needed. Also, a natural choice of initial conditions seems to be

B(y,0) = w’(y), (27)

where we have omited dependency upon large scale variables. However, any solution % of
Euler equations (25) together with this initial condition presents some invariances which
may be inconsistent with the physics of the problem. Concretely, we shall prove that the

following statistics of 1 are r-independent :

¢ Mean:
m=<®>=G < w>; (28)
¢ Mean Kinetic Energy:
1 o el - 1 2
g==<w-CT'0>= = < |w|* >; (29)
2 2
¢ Mean Helicity:
1 R, 1 . ~ -1~
h=§<w-C r>=-2-<w-r>, withr = (GV,) x w, 7=V, x(C™ d); (30)

As the initial condition (27) does not depend upon the large scale time ¢, then w has
constant (in t) mean kinetic energy and mean helicity. However, it is well known that in
practice all statistics of the turbulent perturbation vary in time due to nonlinear effects
and viscous dissipation. For this reason, it seems more convenient to consider the three
statistics above as parameters determining the main fluctuation w, and try to obtain a
solution of Euler equations (25) for each given value of these parameters. Our purpose
in this section is to obtain on mathematical grounds the dependence of the fluctuation
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w upon the parameters 7, ¢ and h; by setting appropriate initial conditions for Euler
equations (25).

Concretely, we shall set the following “universal” Euler problem for the pair (@*, 7*):

W%+ (0 - V,)0* + CV,r* =0, V,-9*=0 inlR?xIR

11'1"(3/,0) _ 17’6(3/) — Vlasz(%g_y)’ in IR3 (31)
@, T almost-periodic in (y,7),

where qo and hg are the mean kinetic energy and mean helicity of the inital perturbation
wq, Tespectively; assumed to be nonzero. Then we shall prove that, given the set of
parameters i € IR3, ¢ > 0, h € IR, then the pair (@, ) defined by

w(y,7) = Vo*(§(y — r), ) + s
m(y,7) = 7*($(y ~ 7r), Lr); (32)
with § = ¢~ 4m - C ',
is a solution of Euler equations (25) whose mean, mean kinetic energy and mean helicity
are 7, ¢ and h, respectively.

Although it is possible to precise smoothness conditions on @ and 7 under which our
analysis holds, we shall always say that w; = are “smooth enough”. This is so because we
have no proof of convergence of our asymptotics expansions, so that we do not know what
the exact regularity of ¥, = in particular should be.

Let us begin by proving the r-invariance of the statistics of ¥ (28), (29) and (30)

Proposition 1 Assume det(G) = 1 and assume Euler equations (25) admit a smooth

solution (w, ). Then the following equations hold :

B, 4V, - [B® 6+ Cr] =0, in IR® x IR, (33)
(3%-C7'd), + Vy - [0(3%-C7 b + 7)) = 0, in IR® x IR; (34)
(BC'F)r 4 Vy - [B(d- CT'F) + 7(x = §b-CT'0)| =0, in IRS x IR; (35)

where 7 18 defined in (30).

Proof:
Equations (33) can be obtained from the Euler equation (25) and taking into account that
V, - =0.

To deduce (34), we multiply (25) by @ - C~! and then (34) follows.

We prove now (35). To do so, let us follow Ortegdn ([22]): If det(G) = 1, then

GTGV,) x @] = V, x (C™'b).
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By taking the curl of (25), this formula yiclds the following evolution equation for #:
Fet(w-Vy)F—(F-V,)b=0, in IM3xIR. (36)

Now, multiplying (36) by - C~! and (25) by 7 - C~! and summing up these expresions,
we have

(".)C_lf):‘r + W Vy(0- C_lf) +7 - Vy(r - %ﬂ) : C—l‘b) =0.

and then, having in mind the incompressibility of ¥ and # we obtain (35). §

Corollary 1 Assume det(G) = 1. Assume Euler equations (25) admit an almost-periodic
and smooth enough solution (1w, ). Then:
i) The statistics (28)-(29) are T-invariant.

i) If in addition the rotational 7 is almost-periodic, then the statistic (30) is T-invariant.

Proof: To prove (28), let us integrate equation (33) on Bg X [0, 7] for a fixed 7 € IR. This
yields

1 i R A
@/;R w(:‘/"r)dy_ |BR| AR w(y,O)dy+
+[JT|731R—| L () (8(3,9) @ ©(y, o) + Cw(y, 0))dla(y) do

where | Bg| is the volume of the ball Bg, I'r is the boundary of Br and i is the unitary
outward normal vector to 'p. As w and 7 are bounded, the boundary term in the right
hand side vanishes as R { oco.

The 7-invariance of (29) and (30) is proved similarly. g
Remarks:

1. The hypothesis above that det(G) = 1 can be formally proved from (26). Indeed,
the second equation in (26), when k = 2, implies (See Section 5):

V.-u=0, in R3xIR.
Under regularity hypotheses on u, this, together with (14), implies that the Jacobian
J = det(G) = det(Va)
verifies the equation
Ji+u-VJ=0, inIR®xIR; J(z,0)=1 inIR%.
Consequently, det(G) = 1 in IR3 x IR. §
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Let us now turn our attention to the derivation of expressions (33), that will determine

the main perturbation terms in the expansions (5).
Proposition 2 Assume the pair (10*,7*) is any smooth solution of Fuler equations (25).
Then, each pair (0, ) of the five-parameters family given by
(y,7) = p*(My - @7),pAT) + &
w(y, 1) = p*r*(My — @r), pAr)
is also solution of (25).

} Va e IR, VYA p€ IR (37)

Proof: From (37) the operator E(w, m; C) can be written as function of (@w*, 7*) as

E(i,m C)(u:7) = [ + W% (D" - Vy)#" + 0ACY,7°| (A(y - @r), pr)

Putting pu = Ap? = oA and taking into account that (@*, n*) satisfies (25), we obtain

E(d,n; C) = 0.
The incompresibility condition for @ follows directly from that of @&*.

Remarks:

1. This multiplicity of solutions is due to certain symmetries of Euler equations (25).
The most well known one is the so-called Galilean invariance, given by (37) when
p = A = 1. There are also invariance under re-scaling and under homotecies, given
by (37) when @ = 0, p = 1 and @ = 0, A = 1, respectively. These are all symmetries

of Euler equations known to the authors. |}

Note that there is just one choice of parameters p, A and & in (32) that allows to match

all r-invariants of :
Proposition 3 Assume thet det(G) = 1 and that the initial mean kinetic energy and
helicity:
1 0 -1,0 1 0 -1 -1,.0
qo:qo(z)=§<w -CTw >, hozho(z)=§<w -CTHVy x (CTH %)) >,

are non zero.

Assume also that the pair (", 7") is @ smooth solution of the Universal Euler problem
(31) and that the curl of w*, ¥* = V, x (C~'w*) is almost-periodic. Then, for each
i € IR?, ¢ > 0, h € IR, the velocity W given by (37) with

_ hooL . L
p:\/&, ’\=Ea a = m, w1t’lq:q—— .Clm,

[

verifies

<W-C'¥>=h. (38)




Proof:
We notice that the inital condition @g in (31) has zero mean (due to (12)) and unit mean
kinetic energy and mean helicity. Moreover, as @*, 7* are almost-periodic in y, functions
W, w-C~ ' and w - C~!7 are also almost-periodic and then, the averages values < w >,
<w-C7'® > and < @ - C~!F > are well defined. To have (38), first we prove from (37)
that

(@) <w>(r)=p<o*>(ur)+a

(b) <H-C'o>(r)=p [%p <w*-C'o*>+a-C' < w* >] (pr)+

+3a-Cla

<w-CT'F > (1) = A2 < @ - C7VF" > (ur)i(y,7)
previously, we have proved that #(y,7) = [V, x C7'®] (y,7) = pA7* (AM(y ~ ar), u7)

N

(Sl

(¢)

The proof is similar in the three cases; for example,

- . 1 -
<w>(r)= l%l_{rolo —--—IBRl s w(y, 7)dy =

1
= lim—-/ o (My— ar),ur)dy + &
P M Bl Jp, & My - ur)dy

considering the changement of variables z = Ay into the integral expression and in |Bg|,

we have

A7 fBI»\IR w*(z — Aar,ur) dz
1A= [B,,. 42

Finally, putting p = v/, A= %, a=rm, with §=¢q- %r’h-C'lﬁz, we readily deduce

(38)1

Remarks:

—

+a=p<w*'> (ur)+ a

<w>(r) = p lim
R—oo

1. The velocity field w given by Proposition 3 is a solution of the following problem:

B+ (8-V,)0+CV,r=0, V,-9=0 in R*xIR;
@(y,0) = do(y) in IR’
W, *  almost-periodicin (y —7) r (39)
where

q 0 h qo .
o (ho q ) )

Thus, wo appears as an appropriate initial condition for Euler equations (25),

Wo(y) =

because it gives to the fluctuation @ the degrees of freedom that are naturally asso-

ciated to the structure of Euler equations. J
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In what follows, our analysis shall need the working hypothesis that this problem admits
a unique almost-periodic solution, which depends smoothly upon (y, 7) and the parameter
matrix C. This appears as an hypothesis very difficult to prove, as there are no results

about existence of smooth global solutions of Euler equations in three space dimensions.

4 Determination of higher order terms

Let us now turn our attention to the determination of higher order terms in the asymptotic
expansions (13). As the initial conditions for Navier-Stokes (10) do not contain terms in €
of order higher than 1/3, an appropriate initial condition for the linear Euler-like equation
(26) is

a® =0 (40)

This initial condition avoids a given solution (&(¥), p(*)) of equation (26) to have a
family of associated solutions similar to that given in Proposition 2 for Euler equations
(25). Indeed, if (i, gp) is a particular solution of (26),(40), then the general solution will
be of the form

i =i, + i p™M =g, + i,

where (%, qs) is the general solution of the homogeneous problem:

L(iy, qn; w,C) = 0, Vy-tp=0 in IR®x IR; } 1)

ih(z,0)=0 in IR3.

This equation does not possess as many symmetries as Euler equations (25). Indecd,

the only solutions of (41) similar to (37) are given by

ﬁh(ya T) = pﬁf‘(y - &Ta /\T);
W(y,T) = Mo*(y — @r, A1) + &; VaeR® Vp,AeR; (42)
qh(y,r) = p)\q;',(y - &T) ’\T)

where (i}, g;) is solution of (41) and &* is a solution of (25). It is now clear that the only
solution among those given in (42) that matches the initial conditions of (41) is s = 0.

On another hand, there is still the possibility that system (26),(40) does not have any
solutions at all. Indeed, to each conservation law of those given by (33), (34) and (35) for
Euler equations (25), there corresponds a conservation law for the linear Euler equations
(26), that force f&) gk} to verify certain compatibility conditions. This is stated as
follows:

Proposition 4 Let us assume that Euler equations (25) admit a smooth solution (@, ),
and that linearized Euler equations (26) admit too a smooth solution (@(¥), p(*)), Then the
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following equations hold:

i 4+ v, [zb @ ik + M @ v + Cp(*)] = f) 4 glk), in IR® x IR; (43)

(@-C-1a®), + 7, - [,;,(,;, CVal®) 4 p®)y 4 @ (Lip. c1p 4+ ,r)] -
=% C7 0 4 (Lib - C~'d + m)g¥), in IR®x IR; (44)

(@-C-150 + &k . C=17) . 4 9, - [(@ - C715®) + k) . C17) + 50N (x - Lo - C-1w)| +
4V, - [f(p(k) —@-C7 a4+ a®) (- C“f)] =@ -CTVF®) 4 7.C71 () in IR® x IR, (45)
where 7 = V, x (C™'@), §%) = Vv, x (C~1a*)) and F*) = v, x (C~1 f(F)).

Proof
Equations (43) is obtained directly from the linearised Euler equation (26) for @(*) and
using the fact that V - alk) = g(k),

To get (44), we multiply (25) by #(*) . C~! and (26) by @ - C~'. Now, summing up

these expressions, we obtain
(- C'a®)) , + @ - v, (- C a4 pk)y 4 k) . vy(%,;, Clio+7) = w-CL )

and (44) is readily derived having in mind that V, - @(¥) = g(¥) and V, . % = 0. Also,
taking the curl of (26) gives a transport equation for () :

3B 4 (3 9,)50 4 (@0 . v )7 — (30 . 9,)e — (7- v, )alk) = FO) _ zg(k)

Combining this equations with (25), (26) and (36), a similar derivation can be applied
now to obtain (45) (cf. [13]). §

Proposition 5 i) Assume that @, 7, (¥} and p{¥) are almost-periodic and smooth enough.
Then the following compatibility conditions hold:

< f®) +wg® »=0, (46)
LW CHfH® 4 (3(d-C'w) + 7)g™®) >=0, (47)
< g®(.,1)>=0, YrelR (48)

ii) Assume in addition that the curls 7 and 5*) are almost-periodic. Then, the following
compatibility condition also holds:

< F-CT R s 0. (49)
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Proof (Sketch):
To prove (46), for instance, let us average equation (43) in Br x [—7,7]. This yiclds:

1
5 (k) — 5 (K)(a _
57151 Ly (00— 000

+ / / ii(y,0)- (12') @i +a® @ o + Cp(")) (y,0)dTr(y) da] =
-7 JIg

1 [T
®) + wg®)(y,0)dy do
55 L 09+ 29w 0)ay

As , @®) and p{*) are bounded, the left hand side vanishes as R and r tend to infinity.
Thus, (46) follows. The proof of (47) and (49) are similar.
Also, averaging the last equation in (26) on Bpr yields
1
lE;l Cr

As i(¥) is bounded, the left hand side vanishes as R T oo. Thus, (48) follows. §

1
=~ (k) 1 (k) d
(7 -2 )(y, 7)dC r(y) Bl Js,° (y,7)dy

Remarks :

1. Note that these compatibility conditions are formally the same as those obtained in
the original model described in [19], with a somewhat different microstructure prob-
lem. This is essentially due to the homogeneous character of the average operators
considered in both cases. 8

In what follow we shall admit as working hypothesis that linear Euler equations (26)
with initial conditions (40) admit a unique smooth almost-periodic solution (¥, p(¥)) as
soon as compatibility conditions (46)-(49) are fullfilled. Again we have to point out that

we have no theoretical support for this hypothesis, but we need it to continue our analysis.

5 Averaged equations

In this Section we shall obtain the averaged equations of our model. This will yield the
effective equations of the model, but also equations for the values of the parameters 7, ¢
and h needed to determine the main fluctuation terms (w,7) by (32). In particular, we
shall prove that 7 is always zero. Moreover, we shall obtain explicitly the dependence of
the closure terms of our model upon the parameters q and A.

Averaged equations are obtained in a natural way by implementing the compatibility
conditions (46)-(49) for ¥ = 1,2,---. In the case k = 1 we obtain Euler equations for the
pair (u,p) :

us+ (u-V)u+Vp=0, V-u=0 in IR®xIR. (50)
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When & = 2, transport equations for the invariants of w are obtained:
1) Mean m =< w >:

my+(m-Viu4(u-Vim+9Vp®» =0; V-m=0 in IR?®xIR,

with p(0) =« p(® ».
2) Mean Kinetic Energy g¢:

ge+ (u-V)g+R:Vu+t pp, =0, in IR3xIR,
where the tensor R and the scalar function i, are closure terms, defined by
R=<w®w>, Yo=K 7-C'F >

3) Mean Helicity h:

he+ (u-V)h+S:Vu+pupp=0, in R?®xIR,
where the closure terms S and 1, are defined by
S=<kw®r>, Yh= 7F-CTHV, x (CTIF) > .
When k£ = 3, a linear Reynolds equation for the mean velocity field
i) =g 4V >

appears:

(51)

(52)

(53)

(54)

(55)

i)+ (u- V)eW + @ - Vyu+ v + V-R=0, V-a =0, inIR*xIR (56)

with p(1) =< p(1) ».

For the sake of simplicity, we shall not be interested in the remaining equations. In

fact, the main features of the interactions between large and small scales are present in

the equations above.

5.1 Obtention of averaged equations

Initial and conditions at infinity must be added to these equations in order to set

well-posed problems. Although it is not clear how to set such conditions, we shall always

look for bounded solutions. Also, initial conditions are derived in a natural way from (10).

In particular, the initial condition for (51) is
m(z,0)=0
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Consequently, if system (51) with this initial condition has a unique bounded solution,
this must be given by

m =0, ;3(0) = constant.

The second equation above, together with (24), determines p® up to an arbitrary function

of r, that we may assume to be constant.

Remarks:

1. Equations (52) and (54) contain production terms with viscous dissipation effects.
In particular, pi, is the rate of viscous dissipation of “turbulent” kinetic energy.

Note that ¥, > 0 as soon as the initial fluctuating velocity w® is nonzero.

2. Under our hypotheses of existence of a unique almost-periodic solution of the mi-
crostructure problem (39), all closure terms appearing in the averaged equations
depend only on the parameters G, g and h. Equations (51),(52) and (54) provide
the values of the parameters that determine the fluctuation w given by (32) and
then, the closure terms.

3. Note also that an important consequence of almost-periodicity is that all closure
terms are well defined. By “well defined” we mean that the limit that defines, for
instance, R.

. 1 T
R=, Jim orme [ [ wler)@wly,aydr

exists and is finite.

4. It is possible to find an equation for @ = u + €!/3w + €2/3u(!1) by combining (50),
(51) and (56). It is found

@+ (@ V)E 4V + &PV .R=0, V-3¢ =0, (57)

where R is computed from (53), (51), (52) and (54). This equation represents, in
condensated form, the effects of the perturbation w on the mean velocity field, up
to order ¢. §

Now, it is possible to give the dependence of closure terms on g and k, as a consequence
of the symmetries of the microstructure problem (39). Indeed, let @* = w*(C) be the
canonical fluctuation given by (31). Then, (32) gives the solution of (39) as a function of
w*, ¢ and h. A careful calculation of closure terms leads to (cf. [13]):

R(q,h;G) = qG~TR*(C)G™;  4,(q,h:G) = L 43(C); }

i ! (58)
S(¢,k:G) = hGTS*(C)G™Y; (g, G) = B 9;(C);
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where
R*(C) =< &*(C)® &"(C) >; #;(C) =< #(C)-C7'#(C) »; } (50)
$*(C) =< #(C)® W*(C) »; ¥1(C) =< 7(C)-C~ YV, x C'#(C)) > .

Let us see how we can get, for example, the expression for (g, h; G). To do so, we express

h h h
at first 7 in function of 7* : #(y,7) = —7" (E y, —7 |. Thus,

Ve Ve

N — T 1 T S I —
biati®) = im o [, (07) Guodydo =

h2 1 T h h
= / ,/ - C7') (=y, —=0)dydo .
q (R,7)—o0 QTIBRI -+ JBgr ( ) (qy \/‘7 ) Yy

Now, we consider that | Bp| = [g_ dy, and we make the changements of variables z = %y

and § = 7";0. This yields, after some algebra,

hT

/ vi / (7 - C71#*)(z, 6)dz db
h+JB
q

h? il h?
Yol hiG)= = lim gl = L <)1) >
q (R,7)—oo h q
2| ~T / dz
VI B
q
]
Now, our system of averaged equations, including the Lagrangian coordinates, is the

following:

e+ (v-V)u4+Vp=0, V-u=0 in IR3 x IR,

u(z,0) = uo(z) in IR?;

a,+(u-V)a=0, in IR3 x IR,

a(z,0)=z in IR%;

~ 2
gi+ (u-V)g+gq [(G‘TR‘(C)G“) :Vu+p (%) '/’;(C)] =0 in IR3 x IR,
q(z,0) = go(z) = § < [w°(-,2)]® > in IR3; > (60)
~ 2

het (- V)h+h [(G—Ts.(c)c—l) :Vutp(2) ¢;(C)] =0 in R®xIR,

h(z,0) = ho(z) = § < w(-,z)- (Vy x vO)(-,2) > in IR3;

a1+ (u-v)a® + @0 . V)u + V1) 4+ V- (¢G-TR*(C)G!) = 0in IR? x IR,

v.-al =0 in IR® x IR,

u(z,0) =0 in IR3. )

Solving (60), we obtain an approximation to the average value of u® of (theoretical) order

€, given by u + €2/33(1),
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Remarks:

1. This system is formally the same as the one obtained in the original model (cf.
[23)); although the definition of the average operator is somewhat different. This
is a consequence of the homogeneity of the average operators considered in both
models. Thus, in both models we obtain a formal mathematical modelling of locally

homogencous turbulence for flows with two well separated space scales.

2. Note that system (60) is formally closed, as all closure terms are (theoretically)
computable functions of g, h and G. The only coupling in this system arises between
the equations for ¢, h and (39) for the fluctuation w.

3. From a practical point of view, system (60) must be solved “in cascade”: First
obtain u, p, and then obtain the Lagrangian coordinates a. Next solve the coupled
equations for ¢, h and (39) for the fluctuation w; and finally, obtain al),

However, solving an equation (39) for each (z,t) € IR? x IR turns out to be an
unfeasible task. As problem (39) depends only on the parameters C, ¢ and 4, it is
much more practical to compute previously all closure terms as functions of these
parameters. Note that closure terms are “universal”, in the sense that they do not
depend directly on the actual initial conditions for (60). J
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6 Connection with classical turbulence modelling

In this Section we shall analyze some analogies and differences of physical relevance be-
tween our model and “classical” two-equations models of turbulence. We shall show that
our model can be considered as a two-equations model for locally homogeneous turbu-
lence in Kolmogorov’s equilibrium range. In this context, we shall observe that our model
predicts the existence of certain transient effects in the interaction large-small scales that
are not taken into account by usual models of turbulence. From another hand, we shall
observe that our model needs a further improvement to predict eddy diffusion effects.
Moreover, we shall see that the role of the equation for the statistic k in our model, is to
drive the effect of the viscosity from the small scales to the mean flow; in the sense that
h acts on the mean flow only if the turbulent perturbation lies on the viscous subrange of
the Kolmogorov’s equilibrium one.

Using the usual terminology in classical turbulence modelling, we can say that our
model applies to “locally homogencous turbulence” in Kolmogorov’s equilibrium range.
Indeed, the “turbulence” is locally homogeneous because our average operator (15) is
invariant under space-time translations, on the class of almost periodic functions. Note
that we are not in general dealing with “locally isotropic turbulence” in the classical sense,
although our average operator is itself isotropic in space. As we shall show in Section 7,

the turbulent perturbation w will be isotropic only if the initial one w®

is isotropic.
Also, we can show that the perturbation w lies on Kolmogorov's equilibrium range by
means of our asymptotic analysis. Let us recall that the characteristic velocity and length
scales of our turbulent perturbation are ¢!/3 and ¢, respectively. Then, the associated
Kolmogorov’s viscous scale is €*/3. Thus, no equilibrium range may exist if the inverse
Reynolds number in Navier-Stokes equations (9) is of order ¢~#/3. An asymptotic analysis

similar to that of Sections 1, 2 and 3 leads to the following equation for @ (cf. [6]):

W, + (B-Vy)b+CVyr - pV, - (CV,B)=0, V,-H=0 in IR3xIR
w(y,0) = wo(y) in IR

w almost-periodic in (y - 7).

Then, @ must decay exponentially in time, so that all its statistics vanish. Consequently,
viscous dissipation is shown to damp all turbulent effects in an infinitesimal time.

The higher level of viscosity for which our analysis shows the existence of an equilibrium
range of eddies is just €2, as considered in the initial problem (9). In this case, our analysis
yields that the turbulent perturbation w depends only on the two statistics ¢ and & (See
(39)), in accordance with the first Kolmogorov’s hypothesis. A classical consequence of

this hypothesis is that all statistics of the turbulent perturbation may be calculated by
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means of dimensional analysis from just two dimensionally independent statistics (usually,
the kinematic viscosity v and the rate of decay of turbulent kinetic energy e). This is also
the case in our model: The structures of R, S, 1, and ), given in (60) are just the ones
that could be constructed from q and h by means of dimensional analysis. However, in
our case these structures have been calculated anallytically starting from (39).

Now, model (61) appears as a two-equations model for locally homogencous turbulence
with two well-separated space scales. It ressembles formally to classical models such as k—e¢
or k—I models (cf. [17, 26, 27]), with the second statistic (¢ or /) being replaced by the mean
turbulent helicity 2. Model (60) takes into account some of the main effects that govern the
statistical behaviour of the turbulent perturbation, namely transport by the mean velocity
field, production due to interaction with the mean flow and viscous dissipation. However,
no turbulent difussion is taken into account in it. Indeed, it was remarked in [19] that MPP
models conserve the total kinetic energy. Then, the mathematical nature of tensor R could
be hyperbolic rather than elliptic. Some numerical simulations of the interactions between
mean flow and nonhelical microstructures have shown that the role of tensor R is to model
some transient effects of the turbulence for flows in two scales that usual turbulence models
are unable to reproduce. Concretely, in [7] an oscillatory behaviour of the interactions
between large and small scales in three-dimensional homogeneous turbulence for Poiseuille
flow was observed. In this paper we also present some numerical results that show that
this oscillatory behaviour occurs also when the small structures are helical (i.e., i # 0) (cf.
Section 9). Also, a comparison between a k—e¢ transient model and a MPP model including
q and not h was made in [3] for two-dimensional flow past a cylinder. This experiment
indicates that the production terms in the MPP model are relevant in regions where strong
transient eflfects take place. While the k¥ — ¢ model fails to simulate appropriately these
effects, in most cases however it seems that viscous effects dominate transient effects. This
seems to confirm the conjecture of {19] that tensor R is of hyperbolic character.

Up to now, we have stated that model (60) does not contain eddy diffussion terms.
However, eddy difussion is found if we write the fourth order averaged equations. Con-
cretely, the following equation for the mean velocity field is proposed in [6]:

@4 + (8- V)@t + V5 + €3V - R* = 1,3V - [ fg(Va* + (Va9)')), (61)

where @¢ = u 4 2351 4 €a(?) 4 ¢4/350) and v, is an eddy viscosity coefficient. Equation
(61) is an extension of (57) that provides a (theoretically) more accurate approximation
to the mean velocity field.

On the hand, the similarities of model (60) with classical models of turbulence is
particularly made apparent when the initial mean velocity field ug is constant. In this case,

model (60) reduces to a classical £ — € model for globally isotropic turbulence. Indeed,
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now the mean velocity field i is constant, and the equations for ¢ and h can be combined

to give an equation for the rate of viscous dissipation e of mean kinetic energy,
2 2 h?
e=pu<|Vyw|®*>=p < |Vyxwl®>= ;t?z/)q,wnh Yy = ¥ (1)

This model is the following:

+e=0,
q.t dez_o } (62)
€,t+ F— .

where d = 2 %:1 — 1. In the classical theory of isotropic turbulence, model (62) is also
obtained solelyqby means of dimensional analysis, and it is assumed to model globally
isotropic turbulence (cf. [27]). Also, the numerical constant d is obtained from experi-
mental results and assumed to be universal in the sense that it is the same for similar
experiments. Here, we obtain d analytically from the universal microstructure problem
(31) with C = I. Note that this constant d may take different values for similar exper-

0. However, it is also universal

iments, as it depends on the initial perturbation field w
in the sense that it depends only upon w® and not on the actual value of the viscosity

coefficient p. Model (62) can be integrated analytically to give, when Vg £ Vi

)—(7+1) t)-(‘7+1/2)

 ht)=ho (144 ‘

W=a0(1+1)7, e)=e(1+%
2

. hg e
with 7= 727, eo=pgdv;, 1=78.

In the classical theory of isotropic turbulence, it is possible to set the parameter v
in such a way that the values of ¢ and e above correspond to a simple model of energy
spectrum containing the Kolmogorov’s law in k~5/3 for the inertial range. For instance,

in [27], this model spectrum is

E(k)y=Aq™ if ko <k < kpy withm >0,
E(k)= Be?3k~5/3 ifky < k < kp.

Here, kg is the wavenumber corresponding to the largest structures in the flow, ks is the
wavenumber of the eddies carrying the maximum of energy and kp is the wavenumber
associated to viscous dissipation. Also, A and B are numerical constants. In [27] it is
formally proved that it is possible to obtain an inertial range associated to the spectrum

above if

> 0.
m+3

We have performed some preliminar numerical experiments to solve the equation for

vT=2-

the canonical microstructure equation (31). We use Crank-Nicholsol scheme in time, with
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a spectral Fourier discretization in space. This scheme conserves mean, kinetic energy and
helicity of the initial condition. Using a 8 x 8 x 8 mesh and taking for instance a Beltrami
flow as initial condition wg, we obtain vy = 2.17, which fits into this framework.

This seems to support the fact that our theory agrees in the case of constant mean
flow with the classical theory of isotropic turbulence. However, we do not know whether
it is possible to prove analytically the derivation of the spectrum above in the framework
of our theory.

Let us remark also that model (60) suggests that two-equations models of turbulence
including the statistic h (mean turbulent helicity), in addition to ¢ (mean turbulent en-
ergy), may be more appropriate to simulate turbulence with two space scales than those
including e (rate of viscous dissipation of mean kinetic energy) or some alternative statistic
of the turbulent perturbation, instead of k. We have mainly two reasons to think so. Let
us remark at first that when the Reynolds number in Navier-Stokes equations (9) is of
order €~7/3 or higher, the equation for & in (60) decouples from the remaining equations,
and may be eliminated from the model. This fact may be interpreted in the framework
of classical modelling of turbulence, in the sense that in this case the turbulent perturba-
tion w is fully inside the inertial range. Thus, the statistical properties of the turbulent
perturbation may be described by means of just one of its statistics (In the case, q). Note
also that both statistics ¢ and h appear in a natural way in our model, as a consequence
of the existence of certain conservation laws verified by the turbulent perturbation. In
opposition, the statistics that are commonly used when constructing two-equations mod-
els of turbulence are chosen following reasons of physical nature, which may be somehow
heuristic. llowever, we do not know whether the two statistics ¢ and h are in some sense
particularly appropriate to simulate eddy viscosity effects.

Let us remark finally that the role of the helicity in our model is to drive the effect
of the viscosity from the small scales to the mean flow, because it is active only if the

perturbation w lies on the viscous subrange.

7 Local isotropy

In this section we analyze some properties of physical relevance of our model that occur
when the initial perturbation is locally isotropic. We give a mathematical proof that in
this case the canonic turbulent perturbation is locally statistically isotropic at any time.
We also prove that in its turn this implies the frame invariance of model (60). Thus,
frame invariance will appear as a natural consequence of the local isotropicity of the
initial perturbation.

We shall begin by setting specific concepts of isotropy for vector functions, and also of
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“statistical” isotropicity for the canonical fluctuation w*:

Definition 1 : Let v : IR® — IR be a vector function. We shall say that v is isotropic if
2(Qy) = Qu(y), for all y € IR®, for all rotation matriz Q.

Definition 2 : Let v(C;-) : IR? — IR® be an almost-periodic vector function for each
3 x 3 matriz C. We shall say that v is statistically isotropic at matriz C if

< v (QTCQv ')7 ) vik(QTCQ; ) >= an'x . 'ij"k < v; (C’ ')’ Ty vjk(C; ) >,
for all integer k > 1, for all 3;,---,1; € 1,2,3 and for all rotation matriz Q.

Definition 3 : Let w*(C;y, ) the solution of the universal microstructure problem (31).
We shall say that ¥ i3 statistically isotropic if it is statistically isotropic at any 3 x 3

symmetric matriz C with determinant one.

Let us now analyze the dependence of the canonical fluctuation @w* upon the matrix

C:

Proposition 8 : Assume the canonical microstructure problem (31) has a unique smooth
solution (w*(C;y,7),7*(C;y,7)). Assume also the initial perturbation w® is isotropic.

Then, for each rotation matriz Q we have

@*(QTCQ;y,7) = QTw*(C; Qy, 1)

(QTCQ;y,7) = »*(C: Qy, ) } Vye IR, YrelR (63)

Proof:

Let us define the following transformations:
Y =QTy, W (¥,r)=QTu"(Ciy,7); (Y1) ="(Ciy,7).
Now, we can express all terms in (25) as
Wa(r,r) = QT a5y (W VW)Y, 7) = QT (3" V,)5")(y, ),

(QVUyI*)(Y,7) = (Vyr*)y,7), (Vy W) Y,7) = (Vy-5")(y,T)
And so

Wi+ (W Vy)W* +(QTCQ)VyII" =0, Vy -W*=0

and the initial condition is given by
W*(Y,0) = QT3"(C; QY,0) = QTw3(QY)
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Moreover, as (%*, 7*) is almost-periodic in (y,7) so it does (W*,1I*), and then it verifies:
Wi+ (W* - Vy)W* + (QTCQ)VyII* =0, Vy -W*=0 inIR®xIR,
W*(Y,0) = QTug(QY) in IR3,

W=, I* almost-periodic in (y — 7).

As w® is isotropic, then @} is also isotropic (i.e. @§(QTy) = QT wy(y) Yy € IR?,

VQ € 0}) and (W=,11*) is a solution of (31) with matrix QTCQ instead of C. Un-

der our hypothesis of unicity of solutions of (31), this yields (63) 1

Corollary 2 : Under the hypotheses of Proposition 6, the fluctuation w* s statistically

isotropic. In particular, the canonical closure terms verify

R*(QTCQ) = QTR*(C)Q, ¥i(QTCQ) = v;(C), }
$4(Q7CQ) = QTSY(C)Q, ¥L(QTCQ) = ¥;(C),

for all rotation matriz Q, for all 3 x 3 symmetric matriz C with determinant one.

(64)

Proof: The statistical isotropicity of @* is an inmediate consequence of (63) and the
invariance under rotations of the space average operator defined in (11). Also, (64) follows
directly from (63) for the same reasons. |

These structures can be used now to simplify notably the dependence of closure terms

on the matrix C as follows:

Proposition 7 : Let G be a 3 x 3 matriz with determinant one and C = GG!. Let us
denote by iy = trace(C) and iy = trace(Adj(C)) the two nontrivial invariants of C. Then,
under the hypotheses of Proposition 6, the following statements hold:
i) There ezist siz functions ag, ay, as, fo, P1, B2, which depend only upon i, and iy, such
that

R(q, h; G) = qlao(ir, 12)] + a1 (i1,42)C + e2(ir,12)C?); }

S(g, h; G) = h[Bo(i1,32)] + B1(i1,12)C + Ba(i1,12)C?].

i1) There exist two functions 1qu, z/;h, which depend only upon 1) and i,, such that
h? . h3 -
Ye(q,h; G) = 71/4,(1'1,1'2); (g, i G) = q—,wh(in,iz)-

Proof: i) Due to (64), tensor R* verifies the hypotheses of Rivlin-Ericksen’s theorem (cf.
[9]). Then, there must exist three functions éo, @, and &, depending only upon the two
nontrivial invariants 7; and i3 of C, such that

ﬁ"(c) = 60(21,22)1 + dl(;la;2)c + &2(;1,;2)02.
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Let us recall now that matrix C verifies its characteristic equation (Cayley-Ilamilton’s

Theorem):

C3 — trace(C)C? + trace(Adj(C))C ~ det(C)I = 0.

Moreover, trace(C) = i, and trace(Adj(C)) = trace(C!) = trace(C~!) = i;. Then, the

first conclusion of i) follows, with

ag = @1 +1200; o =G —11&y; 02 = Go

A similar deduction holds for tensor 5.
ii) From (64) it follows that ¢ and ¥; must depend only upon the invariants of C. This
is due to the fact that a symmetric matrix can be diagonalized by means of orthogonal

matrices. Then, (58) yields the conclusion of ii). §
Remarks:

1. Note that in practice, the structures given by Proposition 7 reduce to two the number
of parameters of tabulation in the canonical microstructure problem (31). This
tabulation has been implemented numerically by Ortegén, who with a definition

of isotropy less restrictive than ours, computed periodic steady fluctuations @* (cf.

(23)).

Our main result in this Section is the following:

Proposition 8 : Assume the canonic fluctuation w* is locally statistically isotropic. Then
model equations (60) are frame-invariant.

Proof: (Sketch)

Let us consider a rotation matrix ¢, and define the following transformed magnitudes:
X =Qz, U(X,t)=Qu(z,t), E(X,t)=q(z,t), H(X,t)= h(z,t), forz e IR?, te0,T)
Let A(X,1) be the Lagrangian coordinates associated to the velocity field U(X,1), i.e.
A+ (U-Vx)A=0, A(X,0)=X

then
A(X,t) = Qa(z,1),

and consequently
(Vza)(z,1) = Q" (VxA)(X,1)Q.
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Furthermore,

uVeq(z,t) = UV E(X,1).

With these transformations, the equation in (60) for ¢ becomes
~T i (0T T -1 H\? . 7
EAU-VX)E+E |FTQRY(Q BQIQ™F ™ : (VxU)+ p{ 5 | %(Q° BQ)| =0, (65)

where we have denoted

F = VxA, B = FTF.

To obtain (65), we have considered that
My : MaMsMy = MM\ MT : Mj,

for all square matrices M,, My, M3, M4 of any order.
Now, as the fluctuation @* is statistically isotropic, then (64) holds, and equation (65)

is transformed into
TS -1 H\? .
E;+(U-Vx)E4+ E|F 'R (B)F ' :(VxU)+pu 7 :pq(B) = 0.

Consequently, the equation in (60) for ¢ is frame-invariant. An analogous deduction holds

for the remaining equations in (60). §

0

Corollary 3 : If the initial perturbation w° is isotropic, then model equations are frame-

invariant. B
Remarks:

1. Note that to prove that model equations (60) are frame-invariant we only nced the
identities (64) and not the stronger condition that the canonic fluctuation @* is
locally isotropic. In [23] Ortegén proves also that if model equations (60) are frame-
invariant, then (64) holds. Thus, the frame invariance of our model is equivalent to

the isotropy of all closure terms (i.e., conditions (64)).

2. Note that the conclusion of Corollary 3 could not be deduced in the preceedings

MPP models. Indeed, in these models the microstructure problem considered is

B4 (G-Vy)b+CVyr=0, V,-&=0 in IR®xIR,
ﬁ)(y, 0) = wO(y) in mS’
w, 7 (y, 7) periodic with period cell [0,27]3 x [0, 27],
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where w0 is supposed to be periodic with period cell {0, 27]3.

This problem is invariant only under rotations  that leave unchanged the cube
Y, because periodicity must be conserved. Consequently, (64) do not hold for all

rotations.

. Speziale sets in [29] some necesary conditions for a turbulence model to be frame-
invariant, when the frame of reference is inertial and also when it is not inertial.

Here we have proved only the frame invariance when the frame is non-inertial.

. Although we are able to prove that if w® is isotropic, then our model is frame-

0

invariant, we are not able to prove whether this still occurs or not when w” is not

isotropic.
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8 Numerical experiments

In this Section we shall test a version of our model that applies to helical turbulence, in
the case of 3D Poiseuille flow. Our purpose is to perform a numerical solution of the model
and also of Navier-Stokes equations separately, and then to compare suitably the results

of both simulations.

8.1 Direct Numerical simulation with Navier-Stokes equations

We shall consider incompressible viscous flow in the domain
= IR x R x]0,2[.

Periodicity is asked in the z; and z; directions, and no-slip boundary conditions are
imposed on the walls z3 = 0 and z3 = 2. If we denote by v the inverse Reynolds number,
then this flow satisfies the Navier-Stokes equations

Ui+ (U-VU-vAU =0, V.-U=0 inQxIR", (66)
together with the following boundary conditions:
27 . 27 +
Uz, + —i % + ;—k,za;t) = U(z,,z2,23; 1), YV (z1,29,23;t) € A X IR (67)
1 2
for any integer numbers j, k; and
U(zl,l‘g,.’tg;t): 0, V($1,$2,$3;t)€aQX IR+ (68)

In (67), @1 and a3 are positive parameters destinated to modulate the z; — 2, period of
the flow.

We shall perform a direct numerical solution of this flow by means of a solver developed
by Orszag & Patera [21). It is based upon space discretization in Fourier series in the
z| — x variables, and in series of Chebysev polinomials in the z3 variable. In particular
the velocity field is expanded as follows:

U(zh Z2,Z3; t) = E Z vnm(zS, t) ei(alnx1+azmz2)’ (69)
InlgN Imi<M
with
P
Vnm(Z3,1) = Z Vamp(t) Tp(23).

p=0
Here, Tp(z3) is the p-th Chebysev polynomial, defined by T,(cos) = cos(pf). Also N, M
and P are given positive integer numbers.
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This kind of discretization presents a special interest in our case. Indeed, it is possible
to define initializations with two space scales for the Navier-Stokes equations (66). Given
an integer number L < min(N, M), a positive number §o, and a function v : [0,27] —
IR3, we shall set € = %, and define

U(z,0) = uo(z3) + /34w (2,2),
with (70)
uo(z3) = (z3(2 — 23),0,0), ¥y, z) = ©°(y1,¥2;23) = 2Re[v(z3)e‘(°1y’+"?m)].

Note that uo(z3) is the basic parabolic profile associated to Poiseuille flow. Also,
function v is normalized in such a way that w° has unit mean (in the z3 variable) kinetic

energy:
1 21 _ 1 r2
—/ Lo > das= -/ < |o(za)? > des = 1. (71)
2Jo 2 2 Jo

As a consequence, the initial mean kinetic energy is go.

The choice of function v(z3) is not arbitrary, as initialization (70) still has to verify
two conditions imposed by the nature of the problem we are dealing with. Indeed, well-
possedness of Navier-Stokes equations (66) requires V-U(z,0) = 0. Also, the homogeneous
boundary conditions (68) force v to be zero at the walls. These two restrictions cannot be

verified unless

v3(z3) =0 Vzz€(0,2],

due to the hypotheses of separation of scales. This leads to the discouraging conclusion
that the y-helicity of wo must be zero. Nevertheless, this difficulty can be overcomed for
each fixed value of € if we let g depend also on €. In practice, we have made the following

choice for the function v:

v = A (ev], v3, v3), with
v'(£)={ (1+9)E(-¢€ if £€o,1],
‘ L+ (-6  ifeen2 | (72)

23(€) = 2 v} (€):
13
v3(€) = /0 [oav3 (€) + aav3(€)] de.

7

Here, A, is a normalization parameter, chosen in order to fit the normalization condition
(71). In fact, A, depends upon ¢, but A, = O(1) as € | 0.

We give in Figures 1, 2 and 3 a graphical description of the initial velicity field U(z, 0).
Figure 1 represents a general view of the initial mean velocity. Figure 2 represents the

level lines of U;(z,0) on the plane z = % Here, the microstructures beared by U(z,0)
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can be observed. Also, figure 3 represents the sharp oscillations of U;(z,0) on the straigth

. ay
liney = 71r, z= .

In the sequel, ie shall consider the flow described by equations (66)-(68) with the
initial conditions given by (70) and (72). Note that this initialization does not fullfill
completely the hypotheses of our theory, as it depends upon e. Consequently, our test are
meaningful only to test quantitative predictions for each fixed value of e.

Let us now focus our attention on the practical aspects of our experiments. To test
our model, we need to define computable equivalents 2* of the mean velocity u, §* of
the kinetic energy ¢, and h* of the helicity h. These parameters must be computed {rom
the numerical solution of Navier-Stokes cquations (66). To do this, we have considered
as “microstructures” all harmonies of the flow associated to wavenumbers above a certain
lower limit I. For instance, we have computed ¢* as the sum of energies corresponding to
all wavenumbers (n,m) in (69) such that I < |n| < N, I < |m| < M:

(23, ) =€ 5" S fupa(zs, )
I<[RISN I<tmI<M

Also, the mean velocity field @*(z,t) appears in practice to be very close to the one-
dimensional velocity field (vgo(z3,1),0,0) for short times and relatively large levels of initial

mean kinetic energy (Up to one half of the energy of ug). Thus, we may assume

47 (z,t) = (voo(z3),0,0)

The calculation of the helicity A* is more laborious. Indeed, it involves the computation
of the differential operator ﬁy = GV,. As the mean flow is asumed to be one-dimensional,

one obtains:

3
1 00 i 5‘6!/—1
G=Va= 0 10 y Vy= ETY ’
- -_ 0 a3
a* 0 1 aa—y;+:9z

where the parameter a* is a function of z3 and ¢, defined as follows:
a%+ij3=0 for (z3,t) €]0,2[ x R*; a*(z3,0) =0 for z3 € [0,2]. (73)

Moreover, we need a formal interpretation of the action of V, on the expansion (69).
What we have done is to take derivates about the z variables; but assuming that the

perturbation does not depend on z3. This interpretation leads to
h*(z3,1) = 2 ¢'/3 Re 2 Z i [(agmvfj)1 —a*orvf)sl) +
I<|n|<N I<|m|<M

3)

+arn(atol) = v + (arnofl) — aamof}))ol)

nm| -
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llere, the superscripts indicate the components, the bar stands for complex conjugation,

and the symbol “i” represents the complex number /—1. Note that, in particular,
h*(23,0) =< @° -V, x @° > .

In our experiments, the choice of the parameters ¢, L, M and N is particularly impor-
tant. Indeed, as time increases from zero, a double transfer of energy takes place from the
wavenumber n = m = L towards smaller and larger wavenumbers. Thus, a good spatial

resolution of all small scales requires
1 €I € L < min(N,M).

Moreover, we need to take L as large as possible in order to make the flow fit inside the
asymptotic regime of our theory. In our test, we have given the following values to these

parameters:

L=5 I=4 N=M =238 c:—;-)
L =10, I =5, N=M =16 (:ll—o
L =20, I =8 N=M=232 €=21_0

Also, we have taken P = 32 in order to have a good resolution near the walls. The values
of the other parameters is rather arbitrary. We have taken a; = a; = 1.32,in (67) and a
inverse Reynolds number v of order €. A typical value is v = -5%. Let us also remark that
time steps have to be taken very small, as our flows are very rapidly oscillating. Typically,

we have taken time steps ranging from 10~2 to 1073,

8.2 Numerical simulation with model equations

Let us now turn our attention to the description of the simulation of 3D Poiseuille flow
between flat plates that we have performed by means of the model. In order to take into
account eddy viscosity, and also for practical reasons, we shall consider a modified version
of model (60), as follows:

(a) ue+ (v V)u—v,Au+ Vp= -3V . (qR) + 13V - [ /g(Vu + VuT)], )
(b) V-u=0,

(¢) ag+(u-V)a=0, a(z,0) = =z, > (74)
(d) g+ (u-V)g+q[R: Vu+ pih] =0,
(e) he+ (u-V)h+h[S: Vu+ pihy] = 0. J

Here, for simplicity of notation we have denoted
R=R(G)=GTR*(C)G™', §=8(G)=G"'§*(C)G™!,
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2 2
b (68)= (&) 0 =i (08) < ()
Equation (74a) is equation (61) modified by including an artificial viscosity term (—v,Au),
in order to adapt the Navier-Stokes solver of Orszag & Patera. We have denoted here the
mean velocity field by u instead of @¢, in order to simplify the notation. The value of the
eddy viscosity coefficient in (74a) is v, = § (cf. [8]). Also, equations (74c), (74d) and (74c)
are the corresponding ones for a, ¢ and & in (60), where the mean velocity field has been
replaced by the u of equation (74a). Thus equations (74c), (74d) and (74e) are accurate
only up to order €¥/3. Note also that all variables u, a, g and h appear coupled in (74).
We shall use model (74) to compute the mean velocity field associated to the 3D
Poiseuille flow described in Subsection 8.1. Then, the initial conditions for (74) must be

u(z,0) = (zo(z3),0,0);

a(z,0) = z;

4(2,0) = qo(z3) = dolv(zs)|%;

h(z,0) = ho(z3) = 4doIm[(av) — a1v;)73].

(75)

Also, the boundary conditions for the mean velocity field u must be the same as those
for the total velocity field, given by (67), (68). Moreover, a, ¢ and A must be periodic
in the =, and z directions. No boundary condition in the z3 variable is needed for «, ¢
and h, as all of them verify transport equations driven by the mean velocity field, which
is zero on the walls z3 = 0 and z3 = 2.

With these initial and boundary conditions, the solution of (74) is approximately one-
dimensional for short times. To see this, let us consider the following system of PDE:

(a) i1+ (§Ra3(@))e =0, 7

(b) ai+i1e=0,

(6) ¢+ (Ras(@)ure + pih,) =0,

(d) hye+ h(S1a(a)use + pyn) = 0,
with initial and boundary conditions given by
#1(£,0) = uo(£);
a(€,0) = 0;
4(&,0) = go(&);
ho(£,0) = ho(€),
(N w6t =4(&t)=r(§t)=0, for £=0,2; t>0.

for (&,t) €]0,2[ x IRY,

( (76)

(e) for € €(0,2),

/

To every solution of this system there correspond a solution of the inviscid model
equations (74) (i.e., v, = v, = 0), verifying the boundary and inital conditions described
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above. This solution is given by

u(z,t) = (41(z3,1t),0,0);
q(za t) - 6($3,t); (77)
h(z,t) = h(z3,1).

As viscous effects take a relatively long time to take place, we may assume that the mean
flow is one-dimensional for short times. This will have consequencies of practical relevance
for our purposes, as we shall see in the sequel.

Let us now give an outline of the numerical methods used to solve model (74). To solve
numerically equations (74d) and (74e) we have written both equations in logarithmic form.
Let us focus our attention, for instance, in the equation for the helicity (74e). Let us define
the variable z by

z = log |A],

in the regions where h # 0.

Then, z verifies
244+ (uV)z+ F=0; 2(z3,0) = log |h(z3,0)|,

with
F=R:Vu+ ;n,l;h.

It is possible to recover h from z, as h cannot change sign along stream lines if it is
continous. This can be deduced from (74¢). Indeed, if A vanishes in a point of a given
stream line, then h must vanish on the whole flow line, as (74e) is proportional to k. In our
case, the mean velocity is approximately given by (77) and then stream lines are straight

lines parallel to the z; direction. Consequently, the helicity is given by
h(z,t) = h(z3,0) exp{z(z,t)}.

Once written in logarithmic form, equation (74e) has been discretized in time by a Lax-

Wendroff algorithm, as follows:

T G At(u™ - V" + F*) + A;—zu" -V(ut- V2" + F); } (78)

h™t! = sgn(h™) exp{z"t1}.

This discretization is first-order accurate, and in practice bears good stability properties,
because it includes decentered artificial viscosity.

Space discretization has been made by means of the mixed Fourier-Tchebychefl expan-
sion (69) used by Orszag & Patera to discretize the velocity field. In particular, this kind
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of discretization is very well suited to represent the large gradients of the function z in the
z3 variable near the walls.
Also, equation (74d) for the kinetic energy has been solved in the same way. In this
case, the logarithmic formulation allows to keep non-negative the kinetic energy.
Velocity equations (74a)-(74b) have been discretized by means of an adaptation of the
Orszag & Patera’s solver. This adaptation consists in discretizing all terms coming from
turbulence modelling (the right hand side of (74a)) with an explicit Adams-Bashforth

second-order algorithm. At each time step, we have computed an intermediate velocity

™ by
(a) u —t‘ll. — %11" —- %][n—l
with (79)

(b) H™ = =23V - (¢"RD) + 1,63V - [{/@*(Vu" + (Vu)T)].

Then, we have used @™ as starting velocity to compute ™! with Orszag & Patera’s solver.

Finally, equation (74c) for the Lagrangian coordinates has been discretized in time
with a Lax-Wendroff scheme, similar to (78) with F' = 0.

To complete the implementation of one time step, we still need to calculate the closure
terms R, 1/;(,; S and . We have tried to directly use the values issued from the tabulation
of Ortegdn in [23]. Unfortunately, these tabulations present very high gradients, that cause
explosive instabilities in short time in our code. To solve this problem, we have replaced

these values by analitic approximations as follows:

R(G) = % %’—(%2 C, C=GG4 8(G)=R(G); } (80)

$e(G) = 7.5[T(C) = 3%, ¥a(G) = ¥,(G).

These approximation roughly reproduce the qualitative behaviour of the computed clo-
sure terms as functions of the invariants of C, in what concerns growing and asymptotic
behaviour at infinity.

To finish our description of the numerical solution of model (74), let us give some
comments about the values of the parameters of numerical relevance. Typically, we have
set the value of the artificial viscosity coefficient v, to be 1/4000, which is very small
compared to velocities of order one, and seems to affect very slightly the value of the
mean velocity field. Also, time steps have been taken relatively large, tipycally 107!,
because the inclusion of eddy viscosity increases largely the stability of Orszag & Patera
solver, when applied to solve the mean velocity equations (74a)-(74b).

As we have mentioned, the purpose of our experiments is to compare the solution
(u, g, h) of model system (74) with initial conditions (75), with the quantities (4=, §*, h*)

41




issued from the solution of Navier-Stokes equations (66)-(68). In practice, u appears to
be very close to 4* as time increases, while there is a signifiant level of turbulent kinetic
energy. Figures 4 to 7 represent the time evolution of §* and h* versus q and h, respectively
for € = 11—0. A fairly good agreement is found in the evolution of both quantities, in
what concerns rate of decay and also transient eflfects. Our model fails to predict some
transient features in the evolution of kinetic cnergy, for relatively large times. Analogous

experiments corresponding to some other values of ¢ (¢ = 1

1 o l . 2 .
51 € = ) result in a similar

agreement.

9 Oscillatory behaviour of the transport of helical microstruc-

tures

As was pointed out already, our MPP models do not take into account turbulent dilfusion.
In fact, if we assume that the velocity u® vanishes at infinity and we neglect viscous

dissipation, then the total kinetic energy is conserved up to order €*/3:

% /m3 (%m + Pa)? 4 62/3q) dz = O('/°).

This fact was analyzed in [6, 7] in the case of nonhelical microstructures; for the same kind
of Poiseuille flow that we are considering here. It was found that the interaction large-
small structures produces a certain oscillatory character of the mean flow, that could be
explained by the MPP model.

This paragraph is devoted to stress that this is still the situation when the microstruc-
tures are helical. Indeed, Figures 8 and 9, that represent the rates of decay of kinetic
energy and helicity, respectively, show a clear oscillatory character. This character has
been found in many other simulations, for different values of ¢ and different initial levels
of energy.

Our model equations can explain this fact, from a qualitative point of view. If viscous
dissipation is neglected, then the mean flow described by model (60) is one-dimensional,
and (60) reduces to

(a) q¢+qRis(a)ire = 0;
(b) ar+de=0;

(C) h,t + héu;(a)ﬁl,f = 0;
(d) )+ (sRas(a))¢ =0,

This can be proved by means of an analysis similar to that applied in Section 8 to model

(81)

(74). Then, the equation for h decouples from those for velocity and kinetic energy; and

we retrieve the situation of nonhelical microstructures (cf. [6]). Now, starting from (81a)
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and (81d) it is possible by linearization at ¢ = 0 to derive a linear second order equation

for the variable

t
o(€,t) = /0 a{')(€, s)ds. (82)
This equation reads as follows (cf. [6, 19)):
. _ ORys|
Ut — ‘10'\1’,& =0, A= da - ' (83)

where ¢ is assumed to take the constant value ¢g > 0 at £ = 0.

Numerical tabulations made in [22, 23] show that A > 0, and then equation (83)
is a wave equation. Consequently, our model predicts an oscillatory behaviour in the
interaction large-small structures, in the case of 3D flows with one dimensional mean and
helical microstructures.

Qualitatively, our numerical results agree with this prediction. However, quantitative
predictions deduced from (83) do not agree with our numerical results. In particular, the
dependency upon §g of the period of the oscillations found in our experiments is different
from the one that could correspond to (83). We think that this lack of agreement may be
explained by the dependency upon € of the function w%(y,z) we are taking.

As a conclusion, we can state that our model predicts reasonably well turbulent flows
in two scales with helical microstructures. This result has to be added to precceding sim-
ulations made in order to validate the same kind of flow with nonhelical microstructures.
Both seem to support the conclusion that the MPP analysis models reasonably well locally

homogeneous turbulence with two space scales.
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Captions to the figures.

Figurel: Initial mean velocity field with parabolic profile for 3D Poiseuille flow between
flat plates, corresponding to the numerical experiments described in Sections 8 and 9.

Figures 2: Typical level lines of the first component of the initial velocity on the plane

z = corresponding to the numerical experiments described in Sections 8 and 9. The

Zv
small structures can be clearly observed.

Figures 3: Profile of the first component of the initial velocity on the straight line

3

Qay . . . . . .
z = —,y = —m, corresponding to the numerical experiments described in Sections 8 and

9. Sharp oscillations can be observed.

Figures 4, 5, 6 and 7: Time evolution of physical kinetic energy €2/3§* (fig.4) and he-
licity e1/3h* (fig.6), computed from direct solution of 3D Poiseuille flow (66)-(67) versus
kinetic energy €2/3q (fig.5) and helicity ¢'/3h (fig.7), computed from solution of model

equations (74).
Both simulations correspond to € = 1—10-, R = 500, €2/3Gy = 0.1, with closure terms given
by (80). The artificial viscosity in (71) is v, = 3355-

Figures 8 and 9: Rate of decay of mean turbulent kinetic energy and helicity, for ¢ = é

and € = Tlﬁ, respectively. An oscilatory behaviour predicted by our model is clearly made

apparent.

48

Imprimé en France
. . par . .
I'Institut National de Recherche en Informatique et en Automatique.






a9y

) Q7
Q>Q

V=Q

@@ @@ N
Nl®
4@@'

[ N A 7% 1. 5%
NQMIRE D’ EQUIPQTENTIELLES o
YALELR MOINTMUM Q@ 241900C 4000 °
VALELR MAXDA  BIESREEGI
INICIALTZACTION

Figure 2

INRLA

%

_J

\
.8

1 T v v T | T L4
s O0W [ 8- 142 L9 23 266 E S -] ael

Lo

[ Srl B

068

A%

[ W

AW

[ W1

[ BT

LW

IRALA DeON AR

2,241 21

CORTE_ENLY

Figure 3



7 2In3T]

SININOD dJ IOVAL

8'0 = 1 S —
9°0 = 1 vy —
0 =& £ —
2°0 =4 c —
0 =141 1
T10-41L°0 00°0
X NI VATIIXI
0°2 00°0
X NI VATIIXI
S SEEUNO0D IA TUEWON
T9YT1- Q121" 3edb
68/80/10
uopalao : JIdTNAONW

[z ]
@es’'T 9T T €T BT 8@ S0 v9@ CBO0
:_:_:_::_:_L_:_::_r_:_::_:_zz_L_:_::_r_::_:_::_:

A4

AJY3INT 3IL3INIM

0o -

18 °

co -’

ED -

147

S0 -

SI

/4

80 -

6O -
o1 -

Dessin 1

Utilisateur: ortegon

le 01:08:1989 a 13h 58mn.

Verston 2.04 de Fortran 3d  LN.RIA



¢ 2and1d

Z

SIEIN0D IFA FOWNIL

N <« O ©
[

- N W

n
H OB OH B K

T0-21L"0 00°0

S * SHEYNOD IA IYEWON

ototb

68/80/10

uobajzo ! J33TNAOKW

¢cB8T 9T +1T C¢T BT 80 90 v0 C000

_LE:::_:::_:_E:::_:::_:_::::__:::_:_::

(ddW) A9Y3NT JTILINIM

%1%

10 °

o/

EQ -

14718

=17

1%

LD’

80 -

60 °
a1 -

Dessin 1

Utilisateur: ortegon

le 01:08:1989 a 13h 51mn.

Versfon 2.04 de Fortran 3d IN.RIA



7o) NS
o
-
5 8w @ 2
e o O o O o o=
§ » E," [ T T 't &
3 b o 2] BB OB B B 0
24 . o) 4]
o] N . m
8 > s © g’
. = Z Z d - N ™M S W0 ©
fr g 2 [} n'J EJ
5 ~ © 74 é = g [3a]
SR ENERE NN EARRRRY :
[=) pu) =
8 N w®© @] H o H O §
5 — [eN z =< » i o
o Kol 2 =1
E [
\ — o
| = o ™
= A
=
=
=
= .
— E v—‘l
=«
= o
= o
= 4
—
= o
E
= o
— o
- =
— :LV
&) =
j —
UJ —
T :E:_d
E (W]
, =
lllll”ll[ﬂﬂl”lllIIIHIUTITHIIHllllllllﬂﬂllllllmllHlllllIIIIIIIlllllllllllll”'lllmm

Q @ w0 o QY Q (QV < w0 @ (N}

- Q Q W] N Q Q Q Q —

s s § 8§ § § § § § © §
Version 2.04 de Fortran 3d  LN.RLA le 01:08:1989 a 13h 28mn. Utilisateur: ortegon  Dessin 1




Figure 7

g ~N < 0w ©
& : 4 oo oo o
% a i [ T "
© 2 ° Py T cd
2 N : . o e e
5 x " ac -
[&] b =z — - N M W0 O
" - a = oo @
z 2 2 | § 8 -
B S 2 |8 1&8 2 & ° Q
8 S 2 |z | % 07 %
b3 o =& (&) td &
S
= o
= o M
=
—
=R
=
= .
S
—
—
Sl
—
E o
=
E o
a = s
Q. —
b = ©
= SIS
> —
H S
O =
H =
GJJ =
L i = S
= Q
= ©
HIHHIHIHHII|HI|HIH|HHIIIHIHHllIHllIHIIHIIHIIHHlIlﬂﬂllllIIHIHHIIHHIH
Q G w < Y Q 0 < w @ Q
- Q Q Q Q Q Q N Q S —
s § & & © © & 8 ©® SIS

P AnA o esnnd INDTA

lo ND1:0R:19R9 2 13h 44dmn

tilirateur: ortecon

Desggin 1




g 2andt4

IWIL

SIFINOD JA IJOVHL

6287 9
nunu

T $7T T 07T 809 90 v0 C000
_=_:_:_:_:_:_r_:_::_:_:_:_r_:_z_L:_:_=hr_:=_:_:~:_:L

X9YENZ DIIANIN :
RLIDITAH : | v

FANNS T10-368°0-
X NI VATILXJ
6°¢ T0-30T1°0

X NI VHIIILXEH

4 s SEHN0D A THLEHWON
1°6 "byxe3

68/80/%2

uobailzio ¢ ddTNAON

S/T

Sd3 ‘S3LVY NOILVJISSIA

@G -

QE -

@1

a1 -

@E -

@S -

BL

4]

a1 -

BGE -
PG -

T76s)70rvforrve nrdocdnsw - Decosse ¥

lo 240871989 rx 15h ZRmn

Version 2.04 de Fortrann3d INRIA




6 91n31d

SILENOD 3IA FOWNHL

XO¥ANT DITANIN : € L
X1ID01I13H : 1 AR
T°2 6L°0

X NI VYWIELXH
0°¢ 10-d30T°0

X NI YAIALXE

z ! SEGYN0D A TILAWON
1°01-byxesy

68/80/v2

uobaizo ! agINAOW

[ 3wIl

_

@ee'T 97T #7T 2T 08T 8@ 90

________h__________________________________________________—_______________________________________

@ 000

IHHIIlllIIIHIIIIIHIIIIIIIIIIIIIIIIIIIIIH

@1/7 = Sd3 ‘S3LVY NOILVJISSIA

RS 0

3L @

6 0

T 1

@1 ¢

QE c
RS c

Dessin 1

Utilisateur: ortegon

le 24:08:1989 a 16h 13mn.

Verston 2.04 de Fortran 3d IN.RIA



ISSN 0249 - 6399



