N

N

Stochastic scheduling with variable profile and
precedence constraints

Zhen Liu, Eric Sanlaville

» To cite this version:

Zhen Liu, Eric Sanlaville. Stochastic scheduling with variable profile and precedence constraints.
[Research Report] RR-1525, INRIA. 1991. inria-00075037

HAL Id: inria-00075037
https://inria.hal.science/inria-00075037
Submitted on 24 May 2006

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00075037
https://hal.archives-ouvertes.fr

B NN

UNITE DE RECHERCHE
INRIA-SOPHIA ANTIPOLIS

Institut National
de Recherche
en Informatique
et en Automatique

Domaine de Voluceau
Rocquencourt
BP105
78153 Le Chesnay Cedex
France

Tel:(1) 39635511

Rapports de Recherche

N° 1525

Programme 1
Architectures paralléles, Bases de données,
Réseaux et Systémes distribués

STOCHASTIC SCHEDULING WITH
VARIABLE PROFILE AND
PRECEDENCE CONSTRAINTS

Zhen LIU
Eric SANLAVILLE

Septembre 1991

e




Stochastic Scheduling with Variable Profile and Precedence

Constraints
Zhen LIU Eric SANLAVILLE
INRIA Laboratoire MASI
Centre Sophia Antipolis Université Pierre et Marie Curie
2004 Route des Lucioles 4, place Jussieu
BP 109, 06561 Valbonne 75252 Paris Cedex 05
FRANCE FRANCE

August 28, 1991

Abstract

In this paper, we consider the stochastic profile scheduling problem of a partially or-
dered set of tasks on uniform processors. The set of available processors varies in time.
The running times of the tasks are independent random variables with exponential distri-
butions. We obtain simple optimal preemptive policies which stochastically minimize the

makespan when the partial order is an interval order, or an in-forest, or an out-forest.
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Résumé

Dans ce rapport, nous considérons le probleme de 'ordonnancement stochastique d’un
ensemble partiellement ordonné de taches sur des processeurs uniformes. L’ensemble des
processeurs disponibles varie au cours du temps. Les durées d’exécution des taches sont
des variables aléatoires indépendantes de méme distribution exponentielle. Nous obtenons
des politiques préemptives simples qui minimisent stochastiquement la durée totale d’exé-
cution des taches, quand l'ordre partiel est un ordre d’intervalle, une forescence ou une

anti-forescence.

Mots-Clefs: Ordonnancement stochastique. ordonnancement avec profil variable. durée
totale d’exécution. ordre d’intervalles, forescence, anti-forescence, processeurs uniformes,

ordre stochastique.



1 Introduction

Consider the following scheduling problem. We are given a set of tasks to be run in a
system consisting of uniform processors (i.e., processors having different speeds). The
executions of these tasks have to satisfy some precedence constraints which are described
by a directed acyclic graph, referred to as the task graph. Three types of task graphs will
-be considered: interval order, in-forest and out-forest. The processing requirements of the
tasks are independent random variables with a common exponential distribution. The set
of processors available to these tasks varies in time, due to, e.g., failures of the processors
or executions of higher-priority tasks. The availability of the processors is referred to as
the profile, and it can be arbitrary. The goal is to find optimal preemptive schedules that

stochastically minimize the makespan.

When the task graph is an in-forest, and the profile is a constant set of two processors,
Chandy and Reynolds 2] proved that the Highest Level first (HL) policy minimizes the
expected makespan. Here, the level of a task is simply the distance from it to the root
of the tree it appears. Bruno [1] subsequently showed that HL stochastically minimizes
the makespan when the system has two identical parallel processors. Pinedo and Weiss
[11] extended this last result to the case where tasks at different levels may have different
expected task running times. Frostig [7] further generalized the result of Pinedo and Weiss
to include increasing likelihood ratio distributions for the task running times. When the
number of identical parallel processors in the system is arbitrarily fixed, and the task
running times have a common exponential distribution, Papadimitriou and Tsitsiklis [9]

proved that HL is asymptotically optimal as the number of tasks tends to infinity.

Coffman and Liu (3] investigated the stochastic scheduling of out-forest on identical
parallel processors with constant profile. For the uniform out-forests where all the subtrees
are ordered by an embedding relation (see definition in Section 5), they showed that
an intuitive priority scheduling policy induced by the embedding relation, referred to as
the Largest Tree (LT) policy in this paper, stochastically minimizes the makespan when
there are two processors. If, in addition, the out-forests satisfy a uniform root-embedding

constraint, then the greedy policy stochastically minimizes the makespan for arbitrary

number of processors.

Papadimitriou and Yannakakis [10] studied the deterministic scheduling of interval-
ordered tasks. Under the assumptions of unit-execution-time and constant profile, they
showed that for any arbitrary number of identical processors, the simple list scheduling

induced by the interval order, referred to as the Most Successors (MS) policy in this paper,



minimizes the makespan.

The notion of profile scheduling was first introduced by Ullman [13} and later by
Garey et al. [8] in the complexity analysis of deterministic scheduling algorithms. Dolev
and Warmuth [4,5,6] carried out various studies on the deterministic nonpreemptive pro-
file scheduling with parallel identical processors. In such a case, the profile is simply the
number of available processors at any time. When the tasks have unit-execution-time,
Dolev and Warmuth obtained polynomial algorithms for specific profiles (e.g., zigzag pro-
file, bounded profile, etc.) and specific task graphs (e.g., in-forest, out-forest, opposing

forest, flat graph, etc.).

In this paper, we investigate the profile scheduling in the stochastic setting with uni-
form processors. The scheduling is allowed to be preemptive, and the profile is arbitrary
and can be unknown a priori. We show that the MS, HL, and LT policies stochastically
minimize the makespan of the task graph having an interval order structure, an in-forest
structure and a uniform out-forest structure, respectively. Moreover, unless in the de-
generated case where there is a single available processor all the time, they are the only
optimal policies for the stochastic minimization of the makespan. The results concerning
interval-ordered tasks are new, even for constant profile and parallel identical processors.
The optimality of the HL policy extends the result of {2] to stochastic minimization of the
makespan and to the variable profile. The optimalities of the HL and LT policies extend

the results of [1,3] to variable profile and uniform processors.

Our paper is organized as follows. In Section 2, we describe the scheduling problem
in detail, and we present some preliminaries. In Sections 3, 4 and 5, we prove that the
policies MS, HL and LT stochastically minimize the makespan of the interval-order task

graphs, in-forests and uniform out-forests, respectively.

2 Problem Description and Preliminaries

A task graph G = (V,E) is a directed acyclic graph, where V = {1,2,---,|V|} is the
set of vertices representing the tasks, £ C V x V is the set of edges representing the
precedence constraints: (i,7) € E if and only if task i must be completed before task j can
- start. Denote by p(i) and s(7) the sets of immediate predecessors and successorsof i € V,

respectively, i.e.,

p(i)={j: G,ODeE}, s(i)={j: (1,j)€ E}.



Let S(i) be the set of (not necessarily immediate) successors of 7 € V', i.e.,

Vi: if s(i1)=0 then S(HE)=0 clse S(i)=s(i)U(U 5(]')).

j€s(i)
Three classes C;,,,Ci.f,Co.5 of task graphs will be considered in the paper.

interval order G € C;,: Each vertex ¢ corresponds to an interval b; in the real line such

that (¢,7) € E if and only if 2 € b, and y € b; imply 2 < y.

in-forest G € C; ;: Each vertex has at most one immediate successor: |s(i)] < 1,2 € V.
A vertex i € V is called a leaf of in-forest G if p(z) = 0. A vertex 1 € V is called a

root of in-forest G if s(i) = 0.

out-forest G € C,s: Each vertex has at most one immediate predecessor: Ip(9)] < 1,
1€ V. A vertex i € V is called a leaf of out-forest G if s(7) = 0. A vertex i € V is

called a root of out-forest G if p(7) = 0.

Note that these classes of graphs have the following closure property: for all C €
{Ci0:CigsCop}, if G = (V,E) € C then G ~ {v} € C for all v € V' such that p(v) = 0,
where G — {v} is the graph obtained by deleting vertex v and its adjacent edges. Such a

closure property (by deletion) will be used in establishing our results.

The processing requirements of the tasks are identical and independently distributed
(i.i.d.) random variables with a common exponential distribution of a constant parameter,
say 1. The running time of a task is the processing requirement of the task divided by the

speed of the processor on which the task is running.

There are ' > 1 uniform processors, indexed by 1,2,.-., K. The speed of processor
k is denoted by a;. The running times of tasks on processor k, 1 < k£ < K, are thus
ii.d. random variables with exponential distribution of parameter a;. We assume, by

convention, that a; > oy > .-+ > ay .

The set of processors available to these-tasks varies in time, due to, e.g., failures of

the processors or executions of higher-priority tasks. The availability of the processors is

referred to as the profile, and is specified by the sequence {a,, M,}52,, where the random
variables 0 = a; < a,< --- < @, < --- are the epochs where the profile is changed, and

My, n > 1, is a random set whose elements are the indices of the processors available



during the time interval [a,, ¢,41). The profile {a,, Af,}52, is assumed to be independent
of the running times of the tasks. Without loss of generality, we assume that for all n > 1,
M, # 0. We will also assume that the profile is not changed infinitely often during any

finite time interval: for all 2 € JRY, there is some finite n > 1 such that a, > z.

The scheduling policies decide when an enabled task, i.e., an unassigned unfinished task
all of whose predecessors have finished, should be assigned to an available processor. At
any time, a task can be assigned to at most one processor, and a processor can execute
at most one task. Throughout this paper, we assume that the scheduling policies are

preemptive.

We assume that the scheduler has no information on the samples of the (remaining)
processing requirements of the tasks. At any time t, a, <t < a,41, the scheduler may
not have any information on the truncated sequence {a;,All}?inH. In other words, the
scheduler may not know either the future epochs when the profile changes or the sets
of available processors in the future. Within such a framework, dynamique preemptive

scheduling is necessary.

Let ¥ denote the class of such policies. For any = € ¥, denote by 7(G) the makespan
of the partially ordered set of tasks G, i.e., the maximum of the completion times of the
tasks in G.

The goal of the paper is to find policies in ¥ that stochastically minimize the makespan
of G in the classes C;,,C;.s and some subclasses of C, y. A policy m, is said to be optimal
within a class C, if for any policy # € V¥, 7,(G) <5 #(G) for all G € C, where the
symbol <, refers to the standard stochastic inequality. The random variable X € IR*
is stochastically smaller than the random variable ¥ € IR*, denoted by X <, Y, if and

only if P[X < 2] > PlY < z]forall 2 € IR*.

In order to simplify the proofs of the main results in this paper, we make some reduc-

tions on the class of policies V.

Observe first that due to the memoryless property of the exponential distributions,
the distribution of the remaining running time of a task running on processor k is still

exponential with parameter ay, provided processor k is available, 1 < & < K. If we

represent the state-of the system by the set of available processors, the remaining task --

graph and the distributions of the remaining running times of the tasks, then the state
does not change between the instants of task completions and of profile modifications.

Therefore, we can, without loss of generality, confine ourselves to the class of policies where



preemptions and new task assignments occur only at the instants of task completions and
profile modifications. These instants are referred to as the decision epochs. Hence, we
.assume that all the policies in ¥ make their scheduling decisions at thesc time instants

only.

A policy is idling if it allows a processor to remain idle when there is an enabled task
waiting for assignment. It is easy to see that an optimal policy should never be idling as
the distributions of the task running times have infinite support. Therefore, we will also

assume that all the policies in ¥ are nonidling.

The proofs of our main results will use a coupling argument based on the following

well-known result due to Strassen:

Lemma 2.1 (Strassen) Two random variables X,Y € IR satisfy X <5 Y if and only if
there ezxist two random variables X and Y defined on a common probability space such

that X = X’, Y =, Y, and X < Y almost surely (a.s.), where =4 denotes the equality

in distribution.

3 Stochastic Profile Scheduling of Interval-Order Graph

Let G = (V,E) € C;,, be an interval-order graph. Note that the interval order graphs are
connected. An equivalent definition of the interval order (cf. [10]) is that for all i,5 € V,

cither s(z) C s(j) or s(j) C s(7). Thus, for all 7.5 € V, either S(7) C S(j) or S(j) C S(¢).

Let T(G) = {T1.T2.-- . T,} be a partition of V obtained by the equality relation on
the sets of successors: for all 1 < i < g, u,v € T; if and only if S(u) = S(v). The sets
Th,---, T, are labeled in such a way that forall 1 < i< j<g,u €T, and v € T imply
S(u) D S(v).

The Most Successors (MS) policy is defined as follows: at any decision epoch, MS
assigns the task having the largest set of successors among the enabled tasks to the fastest
available processor. In other words, MS is a priority scheduling where the tasks in T;

have higher priority than those in T;41. 1 < 7 < ¢g. We will show that for all the profiles

specified in Section 2, a policy is optimal for the class of interval-order graphs if and only- <

if it is MS.

(2]



Theorem 3.1 For any profile {a,, M,,}5=, and any sct of interval-ordered tasks G € C; ,,
Ve . MS(G) <4 =(G). (3.1)

Moreover, MS is the only policy that satisfies relation (3.1).

Before proceeding with the proof of the theorem, we define a majorization relation and

present some lemmas.

Let G! = (V!, E") and G? = (V2, E?) be two subgraphs of G obtained by successively
deleting the vertices of G having no predecessor in G or in the previously obtained sub-
graphs. From the closure property, G' and G? arc in C;,. Let T/ = T; N Viij=1,2,
i=1,---,9. Graph G! is said to be majorized by G?, referred to as G! <, G2, if and only
if

i i

Vi, 1<i<yg: Y ITH < Y ITE,
k=1 k=1

where ITijI is the cardinality of set Tg, J=1412,1=1,---,9.

Lemma 3.2 Let G' = (V!,E') and G* = (V?, E?) be two subgraphs of G € C;, obtained
by successively delcting the vertices of G having no predecessor in G or in the previously

obtained subgraphs. If G' <, G? then

MS(GY) <4 MS(G?).

Proof. Owing to the memoryless property of the exponential distributions, we can
consider a coupled processing model where all processors 1,---, /\', whenever they are
available, are continually executing tasks. When a completion occurs, and there is no task
assigned to that processor, it corresponds to the completion of a fictitious task. When a
task is assigned to a processor, it is assigned a running time equal to the remainder of
the running time already underway at that processor. Thus, if tasks u € G! and v € G*
are assigned to the same processor at some time, they have the same (remaining) running

time.
We will show that in such a probability space
MS(G") < MS(G?) a.s. (3.2)

Applying further Strassen’s Theorem (cf. Lemma 2.1) will allow us to conclude the asser-

tion of the lemma.



Denote by {c,}52, the (increasing) sequence of completion times of the tasks in G!
and G? at the available processors under the MS policy. Let {d,}32, be the superposition

of the sequences of the decision epochs of MS for G! and G2 in such a probability space.
More specifically, {d,}3-, is the superposition of the sequences of profile modification

times {a;}32, and of the task completion times {c,}7z,. Clearly, ) = a; = 0.

For j = 1,2, and n > 1, let G%ls(n) = (VI(n), E’(n)) be the remaining graph of G”

at time d, under MS in the coupled model. Denote by T,-j(n) = T, 0 Vi(n), j = 1,2,
1 <i<g,and n > 1. We show that for all » > 1,

Ghrs(n) <5 Girs(n), (3.3)
which immediately implies (3.2).
The relation (3.3) is proved by induction on n. For n = 1, it is trivial that
Ghs(l) = G' <, G* = Giys(1).
Assume that (3.3) holds for some n > 1.

Let there be m available processors at time d}. Withont loss of generality, we assume
that the processors 1,2, --,m arc available. Recall that by convention, these processors

are ordered by there speed: a7 > a3 > --- > a,,, and processor 1 is the fastest.

Under the MS policy, the tasks with the largest sets of successors are assigned to the
fastest processors. Let wy,up, -+, um, be the tasks of G},4(n) that are assigned to the
processors 1,2, ---,my, respectively, under the MS policy. Similarly, let vy, v, - -+, vy, be
the tasks of G%,,S(n) that are assigned to the processors 1,2,---, ms, respectively, under

the MS policy. By definition, m > max(m,.m3), and

S(uy) D S(ua) D -+ 2 S(tm,), S(1) D S(v2) D -+- 2D S(vny)-

If G}sg(n) is empty, then (3.3) trivially holds for n + 1. If the epoch d,4+; corresponds

to a profile modification, then
Ghrs(n+ 1) = Gl s(n) <5 Gs(n) = Giys(n + 1),

so that relation (3.3) holds for n+1. Assume now that G}”S(n) is not empty and that dp4

corresponds to a completion at some processor, say processor i, 1 < h < max(my, m,).

-1



Let uy, if any, belong to T}(n), and vy, if any, belong to T2(n). Tasks uy and/or vy are

finished at time d,4,. There are three cases to be investigated.
Case 1: my >mpand mp+1<h <my.

In this case, only task u;, is finished. It is easy to see that
i i i i
Vi, 1<i<g: D ITHn+ D < DY T < D AT = D 1T (n + 1)),
k=1 k=1 k=1 k=1

so that relation (3.3) holds for n + 1.
Case 2: h < min(my,my).

In this case, both tasks uy and v), are finished. There are two subcases:
Case 2.1: « <.

It is simple that

TEn + 1))

Vi, 1<i<a~1: Y |Tin+ D= > ITHn)| <D |Tin) =)
k=1 k=1 k=1 k=1

Vija<i<b-1: Z ITHn+ 1) = -1+ Z ITi(n)] < -1+ Z |T2(n))
k=1 k=1 k=1

= -1+ Y _[TAn+ D <Y |T¥Hn + 1)
A=1 k=1

Vi, b<i<g: S ITHm+1)|=~14 > |Tin)
k=1 k=1

< =14 31T = 3] T + 1)
k=1 k=1

Therefore, relation (3.3) holds for n + 1.

Case 2.2: a>b.

Observe first that

t 1 t t

Vi, 1€i<b-1: Y |Ti(n+ D= Y |Ti) € Yo ITén) = D |Té(n + 1)),

k=1 k=1 k=1 k=1

Vi,a<i<g: Y ITin+1)=~14 ) |Ti(n)
k=1 k=1

7 ]



<=1+ ST = ST (n + 1)
k=1 k=1

We are going to examine the case b <7< a— 1.

Let 1 < idy,i3 < g be the integers defined as follows:

T]l(n):...zﬂll_l(n)_—_w’ Txll(n)¢0'
Tin)=---=T2 y(n)=0, TZ(n)#0.

Note that 7; and 7, are uniquely defined. Under the inductive assumption. one has that

i i
STITE ) > 3T > .
k=1 k=1

ThUS, il 2 12

For 1 < i,k < g,let ny(i) = |17 N S(T3)|, where S(T;) = S(v) for some v € T;. Note
that ng(7) = 0if & < i. Note also that ny(7) > ni(i + 1). According to the definitions,
nk(7;) is the number of unabled tasks of T,{(n) n G’ﬂ,.§(71.),j =1,2,1 <k <g, where a

task is unabled if all of its predecessors are not finished.

Forall7, 0 <i<a—-1.wehaveuy,  TYUT,U---UT;. so that there are at most A — 1

enabled tasks wy, uz. -+ up_y in TH)U T3 (n)U---UTHn). Thus

Z IT ) < h—14 an(il).
k=1 k=1

On the other hand. v, € T}, implies that the /i enabled tasks vy.v;. -+, vy, are in T¥(n)U

T?(n)uU---UT?(n). Hence.

Z [TE(n)| > h + Z ni(ia).
k=1 k=1

The above two inequalities together with the fact that n(7;) < ni(iz) entail that
1 7
DoATE(m) < =14+ > 1T))-
k=1 k=1

Therefore, forall 7. 0 < i< a -1,

STITHn+ D) = ST < =14 3 (T2 = 3 T2 + 1)1,
k=1 k=1 k=1 k=1



which completes the proof of (3.3) for n + 1 in Case 2.2.
Case 3: my<mpand my +1<h <m,.
In this case, only task vy, is finished.

It is clear that forall 1 << b -1,

Y ITdn+ 1)l = Y T < Y ITHn) = Y ITE(n + 1))
k=1 k=1 k=1 k=1

Since m > my > my + 1, and that only m; tasks of G} g(n) are assigned to the

available processors, we ohtain that for all i > b,

STITHL < my + ) miliy). (3.4)
k=1 k=1

On the other hand. v, € T, implies that the h enabled tasks vy, vq,- -+, vy, are in TE(n) U

Tg(n) U---u T,-Q(n.). Hence, for all 1 > ).

Z |T3(n)| > h + Z ne(ie) 2 my + 1+ Z np{ig) > my + 1+ Z (). (3.5)
k=1 k=1 k=1 k=1

Inequalities (3.4) and (3.5) entail that

TZ(n)).

DT < =14 3

k=1 k=1

Therefore, for all i > b,

Y T e+ D) =Y (THm) < =1+ Y |TEm) = Y_ (TEn + 1)),
k=1 k=1 k=1 k=1
so that (3.3) holds for n + 1 in Case 3.

Therefore, by induction, relation (3.3) holds for all » > 1. Consequently, M S(G') <

MS(G?) a.s. in that probability space. Using further Strassen’s Theorem concludes the
proof. |

Lemma 3.3 Let G € C;, be a task graph. Let m,p € ¥ be two-policies which follow the

MS rule all the time except at the first decision epoch. At the first decision epoch, policy v

10



assigns tasks vy, va, - - -. vy to the available processorsqy, qa. - - -, qi, respectively, with, by as-
sumption, S(vy) 2 S(vy) D --- 2 S(v). Whercas policy p assigns tasks vy, vy, -+ -, vx to the
PTOCESSOTS 1)+ Ty (2)> " * "+ Ux(k)s Te€SPectively, where x is the permutation on {1,2,---,k}

such that ¢y (1) < gy(2) < =+ < Gx(ky- Then,

G) < 7(G).

Proof. If ¢4 < g3 < --+ < ¢, then p is identical to 7 so that the assertion trivially

holds. Assume that there are integers 1 < 7 < j < k such that ¢; > ¢q;,. Let x; be the

permutation on {1,2,.--,k} defined as follows:
Xl(i')zj’ Xl(j)__'i'v X1(72.)=n, VnE{l,?,---,k}—{i,j}.

Let p; € ¥ be a policy which follows the MS rule all the time except at the first decision
epoch. At the first decision epoch, policy py assigns tasks vy, v, -, v to the processors

Gy, (1) Dx1 (2)0 * 2 Oy, (k) Tespectively. We will show that
M(G) < 7(G). (3.6)
We couple the running times on processors q;,---,q; in such a way that under both
P g p { / A
policies # and p;, the running time on processor ¢, starting from time 0is 7,, 1 < n < k.

In such a coupled model, the second decision epoclt occur at the same time under both

policies. Let this time epoch be fixed, referred to as dj,
dy = min(ay. 7y, T )

If this decision epoch corresponds to a profile modification, i.e., d2 = «q, then p(G) =4

7(G).

Assume now that the second decision epoch corresponds to a task completion. It is

verified that

k

1 ! . .

m(G) = d”iﬂ;"""""s(c_ {v.}), (3.7)
1 k

p(G) = dy+ 3 Y ag o MSIG = {v}), (3.8)
n=1

-.where A :Zi‘;.__] a,,. Moreover, the random variables MS(G-— {vn}), 1 < n < k, are

mutually independent.

11



According to Lemma 3.2,
MS(G - {vi}) <st MS(G = {e;}).

Thus, the fact that ¢; > q; (so that a,, < ag,) implics that

aq, MS(G ~ {v;}) + aq, MS(G ~ {v;}) <ot g, MS(G = {v;}) + o, MS(G - {v;}),

so that
PM{G) <o 7(G).

Unconditioning d3 in the above relation vields {(3.6).

Consider now policy py. If \; = x. then we are done. Otherwise, there are integers
1 < ¢ < 3" < ksuch that g,y > ¢,,(;»- Let \2 be the permutation on {1,2,---,k}

defined as follows:

X?(i,)zx‘l(.jl)* \2(]’)= \1(i,)~ «\Q(n)z \l(”‘)' Vne {1’2~ak}—{7’3]1}

Let p; € ¥ be a policy which follows the MS rule all the time except at the first decision
epoch. At the first decision epoch, policy py assigns tasks vy, v, - -, ¥p to the processors

Gxa(1) Dxa(2)s " * " Uxo(k)» TESpPectively. As above, we can show that

P2AG) <o ().

Repeating this procedure for at most (k= 1)/2 times vields finally policy p such that

/7((1’) Ssl ot Ssl /’2((") Ssl ﬂl(G) <9t 7"((7')'

Lemma 3.4 Let G € C;, be a task graph. Let m,p € Y be two policies which follow the
MS rule all the time except at the first decision epoch. At the first decision epoch, policy
7= assigns tasks vy, -, vp=1, v Lo the available processors qy,-+,qr~1,qk, respectively,
whereas p assigns lasks vy,---.vy_1,v lo the processors qy,---,qi-1,qk, respectively. If

v {vy, -, v} and if S(v) D S(vy), then

p(G) <ot 7(G).

Proof. The proof is similar to that of Lemma 3.3, and uses Lemma 3.2 to obtain
MS(G - {v}) < MS(G — {vi}). The detailed proof is left to the interested reader. B
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Lemma 3.5 Let G € C;, be a task graph. Let =.p € U be two policies which follow the
MS rule all the time cxcept at the first decision epoch. At the first decision epoch, policy
T assigns tasks vy, -, vi_y, v lo the available processors qy,---.qi_1,qi, respectively,
whereas p assigns lasks vy, -+, veoy, vp to the processors qr, -« qu_y,q, respectively. If

& {q, - gk} and if g < qi, then

PG) <o 7(G).

Proof. Let 7(7),---.7x(7) be the mutually independent random variables of the running
times of the tasks vy, vq, -+, v starting from time 0 under policy 7. respectively, where

7i(7) has an exponential distribution with parameter ag,. 1 <7< k.

Let 7y(p). - -, Ti-1(p), T(p) be the mutually independent random variables of the run-
ning times of the tasks vy, va. - -, vy—1, v; starting from time 0 under policy p, respectively,
where 7;(p) is identical to 7y(7) in Jaw, 1 <7 </ — 1, and 7(p) has an exponential distri-

bution with parameter a.

Since a, > a,,, we have 7(p) <, 7i(7). This last incqnality together with the mutual
q qi n q . S

independence of the above defined random variables allow us to use Strassen’s Theorem

and to obtain random variables
fi(m) T(m). and  Fi(p) - Fsi(p). T(p)
on a common probability space P such that
(Fu(m)s - Twl(m)) =50 (mi(7), - i( 7)) s

(F1(p). - Tema(p) . THPY) = (TP oTia(p) T ().

and moreover,

() ="7(p), -+, Tk—i(m)=Teoa(p). and F(m) > 7(p), a.s.

Let
X =min(ay, Ti(p), -, Te=1(p) T(n)).
HX < 7(p), then p(G) = #(G), a.s. f X = 7(p), then task vy is finished under p but
not under 7. Owing to Lemma 3.2, we get M S(G - {v}) <ot MS(G). As MS(G) and
M S(G — {u}) are independent of X, we can construct on the same probability space P

random variables .47\.5'((7) and M S(G - {vr}) such that

——

MS(G) =g MS(G). MS(G - {1}) =1 MS(G = {w}),

13



and
M3(G - {u}) < MS(G). as.

Thus, in such a probability space,
AG) =X + MS(G - {v}) < X + MS(G) = #(G), w.s.

Therefore, in both cases, we have o(G') < #(G), a.s. Applying again Strassen’s Theorem

readily yields p(G) <4 7(G). B

Lemma 3.6 Let G € C;, be a task graph. Lel = € ¥ be a policy which follows the MS

rule all the time except at the first decision epoch. Then,

MS(G) <4 ®(G).
Proof. The assertion of the lemma is an easy consequence of Lemmas 3.3, 3.4 and 3.5.

Indeed, in order to stochastically minimize the makespan,

e due to Lemma 3.3, when a given sct of tasks is to be assigned to a given set of proces-

sors, the tasks with larger sets of successors should be assigned to faster processors;

¢ due to Lemima 3.4, to any given set of processors, the enabled tasks with the largest

sets of successors should be assigned:

e due to Lemma 3.5, for any given set of tasks. the fastest processors should be used.

Repeating these arguments. one can pathwisely improve policy # until all the task assign-

ments at the first decision epoch agree with the MS policy. ]

We are now in a position to prove Theorem 3.1.

Proof of Theorem 3.1. Fix profile {«,, M,}L,, the task graph G € C;,, and the

n=1:

policy m € ¥.

Due to the assumptions that only a finite number of profile changes are made during
any finite time interval, and that at least one processor is available at any time, the tasks
are run at rate at least aj at any time. Thus, the time to finish the tasks in the finite

task graph is finite, so that the number of decisions made by = for processing these tasks

-is finite.Denote by {d,,},?z, the finite sequence-of decision-epochs of w for finishing tasks
in G.

14



In order to show the theorem, we construct a finite sequence of policies {m,}2_;.
For 1 < n < D, policy =, takes exactly the same scheduling decisions as » at times
dy,dg, -+, d,_y, i.e.. the same tasks are assigned to the same processors at these time
instants under policies = and w,. From time d,, policy 7, follows the MS rule. By

definition, 7, is an MS policy.

We use forward induction on n to show that forall n, 1 <n < D,

(G) <5 7(G). (39)
For 1 < n <€ D, let G, be the remaining task graph of G at time d, under =. It is
clear that G; = G and Gp has a single vertex. Applying Lemma 3.6 (or, more precisely,

Lemma 3.5) to the task graph Gp implies that
aplGY=dp+ MS(Gp) <t dp + 7(Gp) = 7(G).

Therefore, (3.9) holds for n = D. Assume that relation (3.9) holds for some 2 < n < D.
Then
Tno1(G) = dyoy + MS(Groq) St dyoy + 70(Gosy) = (G,

where we used Lemma 3.6 to obtain the inequality. Thus, by induction, relation (3.9)

holds for all 1 < n < D. Taking n = 1 immediately implies relation (3.1).

Moreover, it is not diflicult to see that MS is the only policy that satisfies relation
(3.1). Indeed, from the proofs of Lemmas 3.3, 3.4 and 3.5, one can show that if a policy

7 violates the MS rule, then, with positive probability A/ S(G) < #(G). |

4 Stochastic Profile Scheduling of In-Forest

Let G = (V,E)€ Ci s be an in-forest. A task of in-forest G is enabled if and only if it is a
leaf of G. The level of a vertex 7 € V. denoted by /(7). is the distance from it to the root
of the tree it appears. The level of the roots is zero by convention. Let L(G), or simply L
when there is no ambiguity, denote the level of the in-forest G, i.e., L{G) = max;ev I(1).
Let N;(G) be the number of tasks of GG at level i.7 > 0. Clearly Ny(G) = 0 for all i > L(G).

The Highest Level first (HL) policy is defined as follows: at any decision epoch, HL
- assigns the task at the highest level ammeng the cnabled tasks to the fastest available

processor. Hence, HL is a priority scheduling where the tasks at level [ have higher
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priority than those at level 1 — 1, 1 <[/ < [.. We will show that for all the profiles which
have at most two available processors (among the A’ > 2 processors) at any time, a policy

is optimal for the class of in-forests if and only if it is HL.

Theorem 4.1 For any profile {a,,AM,}$2, such that |M,} < 2, n > 1, and for any
in-forest G € C; g,
Ve e V: HL(G) <5 7(G). (4.1)

Moreover, HL s the only policy that satisfies relation (4.1).

Note that the above theorem holds only when [Af,] € 2. Simple counterexamples can

be found when there are three processors (sce [2]).

In order to prove the theorem. we need to define another majorization relation (referred

to as “flatter than™ in Chandy and Reynolds [2]) and to present some lemmas.

Let G! = (V!, E'y and G? = (V2, E?) be two in-forests. Forest G! is said to be flatter

than G?, denoted by G! <, G2, if and only if

Vi,i20: ) N(GY) <D NG
k>i k2i

Note that G! <; G? implies L(G!) < L(G?).

Lemma 4.2 For any profile {a,. M52, such that |M,| < 2, n > 1, and for any in-
forests G1,G? ¢ Ciy. if G' <4 G? then

HL(G") <g HIL(G?).

Proof. The lemma is shown by combining the ideas of the proofs of Theorem 6 in [2]

and Lemma 3.2.

Asin Lemma 3.2. we consider a coupled processing model where all processors 1,---, K,

- whenever they are available, are continually executing tasks. When a completion occurs,

.and there is no task assigned to that processor, it corresponds to the-completion of a ...

fictitious task. When a task is assigned to a processor, it is assigned a running time equal

to the remainder of the running time alrcady underway at that processor. Thus, if tasks

u € GY-and v € G? are assigned to the same processor at some time, they have the same

(remaining) running time.
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We will show that in such a probability space

HLGY < HIL(G?) a.s. (4.2)

Denote by {¢,}5%, the {increasing) sequence of completion times of the tasks in G!
and G? at the available processors under the HL policv. Let {d,}2%, be the superposition
of the sequences of profile modification times {a,}2, and of the task completion times

{n}2%,. Clearly. dy = ay = 0.

Forj=1,2,and n > 1, let G;_,L(vr.) = (Vi(n), F(n)) be the remaining graph of G? at

time d,, under HL in the coupled model. Denote by N(-j(n.) = ]\’i(G';_,L(n.)), j=1,2,7>0,

and n > 1. We show by induction that for all n > 1,
Glyn) <p Gy p(n). (4.3)
which immediately implies (4.2).
For n = 1. it is trivial that
Glp(1) = G' <y G? = Gy (1)
Assume that (4.3) holds for some n >.1.

Let there be m < 2 available processors at time df. Without loss of generality, we

assume that the processors 1..-..m are available. Recall that processor 1 is the fastest.

Under the L policy. the enabled tasks at the highest levels are assigned to the fastest
processors. Let wq.«« - Um, (1esp. ¥, -+, Tm,) be the tasks of G} (n) (resp. G%.(n))
that are assigned to the processors 1.---.my (resp. 1.---,m3) under the HL policy. By

definition, m > max(m,,m;), and
I(U])Z"‘ZI(UW,]), 1(1'1)2"'2[(73m7)-
If Gy (n) is empty, then (4.3) trivially holds for n + 1. If the epoch dn41 corresponds
to a profile modification, then
G},L(n +1)= G'IHL(TZ) <f Gf,L(77) = Gf_,L(n + l),

- so that relation {4.3) holds for n+ 1. -Assume now that G};;(n) is -not empty and that d,4;

corresponds to a completion at some processor. say processor h, 1 < h < max(my, my).
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Let up, if any, be at level Iy, and v,. if any, be at level /. Tasks up and/or vy are finished

at time d,4+1. There are four possible cases.
Casel: my>1.,m;>1,h =1
In this case, both tasks u; and v; are finished. Under the inductive assumption,

Iy = L(Glp(n) € LG (n)) = 1.

Since u; and v; are at the highest level of G}, (n) and G'f“l(n), respectively, we obtain

that

Vi, h+1<i<h: Y Nn+1)= Y N(m)=0< -1+ Nin)=> Ni(n+1).

k>i k>i k>i k>i
Vi,0<i<h: Y Nim+1D)=-1+4> N(n)< -1+ Nin)=> Nin+1).
k>i k> k>i k>i

Therefore, relation (4.3) holds for n 4+ 1 in Case 1.
Case 2: m; =2, my=1and h =2.

In this case, onlv task wug is finished. It is casy to sce that

Vi, i>0: SN+ 1) <Y N <D N m) =Y Nin+ 1),

k> k> k> k>
so that relation {4.3) holds for n + 1 in Case 2.
Case 3: my=1,my=2and h = 2.

In this case, there are two available processors at time d,, and only task v, is finished.
Thus, Gl (n) is a chain, i.e., N}(n) = 1 for all 0 < i < L(G}; (n)). At the same
time, {(vy) > I(v2) so that N7 (n) > 2, which implies that L(G};(n)) £ L(GY(n)) =

L(Gfu(n + 1)). Therefore, relation (4.3) holds for n + 1 in Case 3.
Case 4: my=my;=2,h=2.

In this case, both tasks u, and v9 are finished. However, the tasks u; and v; remain

unfinished. Thus,
L(Ghp(n+ 1)) = L(GY(n) € L(G3(n)) = L(G;.(n + 1)).

There are two subcases to be considered:



Case 4.1: [} > ;.

It is simple that

Vi,i>l+1: > Nin+1)<Y Nin)< YN = SN+ 1)

k> k>i k>i k>i
Vi, 0< 1<y Z;’\’,}.(n%—l :—1-{-2’\’ (n) "1+Z‘V2 (n) Z]\’f(n—*—l).
k> k> k> k>

Therefore, relation (4.3) holds for n + 1.

Case 4.2: 1} < 5.

Since uy is the second highest leaf in G}, (n). we get that

Vi, i +1<i < LG (n+1)): Nn+ D) =N =1
Thus,
Vi, i > L(GY(n+ 1)) Y+ 1) Z/\’ n+1).
k>

Vi, h+1<1:< L(Cv'}IL(H-f- 1}): Mn+1)= L(C,”L(n+ 1)) —i+1

IVM IVM

SLGHn+ 1) =i+ 1<) Nin+1).

k>
Vi.0<i<hs S Nm+1)=-14) Nin)
k> k>
< =14 ) Niw) =) Nin+1).
k>i k>

Therefore, relation (4.3) holds for n + 1. whicl completes the proof of Case 4.2,

Hence, by induction, relation (4.3) holds for all » > 1. Conscquently, # L(G') <

HL(G?) a.s.in that probability space. Applying further Strassen’s Theorem allows us to

conclude. |

Lemma 4.3 Let {a,, M, }°%, be a profile such that |M,| <2, n> 1, and let G € C; s be

an in-forest. Assume that A]] ={m.q} and q1 < q3. Let =.p € ¥ be two policies which

follow the HL rule all the time except at the first decision epoch. Al time ap = 0, policy



7 assigns tasks vy, vy 1o the available processors gy and q, respectively. Whercas policy p

assigns tasks vy, vy lo processors ¢ and ¢y, vespectively. If Hvy) 2> Hwvg), then

AlG) S (G,

Proof. The proof can be done in an analogous way to the prool of Lemma 3.3 and uses

Lemma 4.2. The detailed proof is omitted. |

Lemma 4.4 Let {an, Mp}32, be a profile such that |M,} < 2, n > 1, and let G € Cig
be an in-forest. Let =,p € ¥ be two policies which follow the HL rule all the time exzcept
at the first decision epoch. Al time ay = 0, policy © assiqns tasks vy, v to the available
processors qy, qx, respectively, 1 < k < 2. Policy p differs from = in the assignment of
task vi: another enabled task v & {vy.---.vi} instead of vy is assigned to processor q.
1< k<2 Ifl(e) > ). then

pG) <o 7 (G,

Proof. The proof is similar to that of Lemma 3.3, and uses Lemma 4.2 to obtain
HL(G - {v}) <s I L(G = {vi}). The detailed proof is omitted. |

Lemma 4.5 Lel {a,. M, }72, be a profilc such that || <2, 0> 1, and let G € C; 5 be
an in-forest. Lel =.p € V be two policics whieh follow the 1L rule all the time except at
the first decision cpoch. At time ay = 0. Ay = {q1.q2} and policy = assigns a single task

v Lo processor gy whereas p assigns v lo processor qy. If ¢y < qq, then
P(G) <o 7(G).

Proof. The proof is easily obtained by mimicking the proof of Lemma 3.5 and by using

Lemma 4.2 instead of Lemma 3.2. The detailed proof is omitted. |

Lemma 4.6 Let {a,, M, )22, be a profile such that |M,| <2, n2> 1, andlet G € Ci s be
an in-forest. Let 1 € ¥ be a policy which follows the HL rule all the time except at the
first decision epoch. Then,

HL(G) <g 7(G).
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Proof. The assertion of the lemma can be simply proved by pathwisely improving policy
7 using Lemmas 4.3, 4.4 and 4.5, until all the task assignments at the first decision epoch

agree with the HL policy. The detailed proof is omitted. |

Proof of Theorem 4.1. The proof of Theorem 4.1 is now straightforward using Lemma

4.6. See the proof of Theorem 3.1 for details. |

5 Stochastic Profile Scheduling of Out-Forest

Let G = (V,E) € C, s be an out-forest. A task of out-forest i is enabled if and only if it
is a root of G. Vertex ¢ € V" and all its successors is a subtree of G, denoted by Tg(v) or
simply T(v) when there is no ambiguity. We denote by |T'(¢)] the size of T'(v), i.e., the

number of vertices in T(v).

The Largest Tree (LT) policy is defined as follows: at any decision epoch, LT assigns
the task v whose subtree T'(v) is the largest among all the subtrees to the fastest available

processor. Hence, LT is a priority scheduling where task u has higher priority than task v

if |T(u)] > |T(v)|.

In general, policy LT is not optimal within the class of out-forests C, ;. Counterex-
amples are provided in [3]. However, we will show that within the classes of uniform and
r-uniform out-forests (introduced in Coffman and Liu [3]). a policy is optimal if and only
if it is LT.

Let T1,T; € C. 5 be two out-trees. The out-tree Ty is said to embed the out-tree Tz, or
Ty is embedded in Ty, denoted by Ty > Ty or Ty <, T7.if T, is isomorphic to a subgraph
of Ty. Formally, Ty embeds Ty if there exists an injective function f from 73 into T such

that Yu,v € Ty, v € s(u) implies f(v) € s(f(u)). The Tunction f is called an embedding

function.

Let r; and rp be the roots of the out-trees Ty and Ty, respectively. If Ty =, Ty and
if there is an embedding function f such that f(r;) = »{, then f is a root-embedding

function, and we write T} >, T or Ty <, Tj.

An out-forest G € C, s is said to be uniform (respectively r-uniform) if all its subtrees
{T(v);-v € G} can be ordered by the embedding (respectively root-embedding) relation.

The class of uniform (respectively r-uniform) forests is denoted by C, ..y (respectively
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Cro.g). Itis clear that C, o p CCyoy CCoy.

The embedding relation is extended to uniform out-forests as follows. Let G!' =
(VI,EY) and G? = (V2. E?) be two uniform out-forests. Assume that the vertices of

G! and G? are indexed in such a way that

Toi(1) ¢ Tr(2) e - e Ten (1V?)).

Tg2(1) e Tg2(2) =¢ -+ > T2 (|V?)).
Out-forest G! is embedded in G2, referred to as G! <. G2 if and only if

VI < VY, and Vi. 1 <i<|VY: Te(i) <e Ten(d).

Similarly, G! <, G? if and only if

Ter(1) > Ten(2) >0 - >, Tea (V)

Tea(1) >=r Te2(2) >0 - >0 T2 (JV2])s

1!

< V2. and Vi. 1 <i <V Tea(d) <, Te(i).

Consider the optimal scheduling within the class of uniform out-forests. We will show
that LT policy is optimal if the profile is such that at any time there are at most two

available processors.

Theorem 5.1 For any profile {a,. M,}72, such that |AM,| < 2, n > 1, and for any
uniform out-forcst G € C, ..

VeeW:  LT(G) <, 7(G). (5.1)

Moreover, LT is the only policy that satisfics relation (5.1).

We use the same scheme as in the previous two scctions to prove Theorem 5.1. For
sake of simplicity, we will not provide the detailed proof. Rather, we state some lemmas
and point out how they can be proved and how they are used to prove the theorem. We

have first the following lemma.

Lemma 5.2 Let G! = (V! E') and G* = (V2. E?) be two subforests of a uniform out-
forest G € Cy o5 obtained by successively delcting the roots of G or of the previously

obtained subgraphs. For any profile {a,. A1}

n=1

such that |M,] <2, n> 1, if G <, G?
then

LT(G") <4 LT(G?).
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The proof of the above lemma is analogous to the proof of Theorem 1 of Coffinan and

Liu [3]. It can be shown by induction on the decision epochs of the coupled model of
G! and G? under the LT policy. Although the proof of Theorem 1 in [3] was given for

constant profile and parallel identical processors, the fact that both graphs G' and G? are
scheduled by the LT policy allows us to use the same argument. The detailed proof is left

to the interested reader.

Based on this lemma, we can show (see the proofs of Lemmas 3.3. 3.4 and 3.5) that

Lemma 5.3 Let {a,, AL, }5%, be a profile such that |Af,} <2, n2>1, and let G € Cy oy
be a uniform out-forest. Let w,p € ¥ be two policics which follow the LT rule all the
time ezcept at the first decision epoch. At time a) = 0, policy © assigns tasks vy, v to
the available processors qy, qi.. vespectively, whereas p assigns tasks uy, uy. lo the available

Processors pp, pr. respectively, 1 < b < 2.

(a) If

. 4"11 = {(Il’(/'Z}; >0 Mm=9.m=nqn, and

o k=2 uy = v, uy =g, T(y) ¢ T(ua):
(b) or

e My=A{gi.}.py=q. p2=qr and

o k=2 uy =, T(uy) = T(r3);
() orMy={qp}. pi=q.and k=1, T(uy) > T(v1);

(d) or My ={qp.;m}. m<q.and k=1, uy = n:

then
p(G) <st 7(G).

In the above lemma, item (a) indicates that when the given two tasks are to be assigned
to the given two processors,- the task with larger subtrce should be assigned to faster
processor; items (b) and (c) indicate that to any given set of available processors, the
tasks with the largest subtrees should be assigned: item (d) indicates that the fastest
available processor should be used for any given task.. Conscquently. we can slow (see the

proof of Lemma 3.G) that
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Lemma 5.4 Let {a,, M, )3, be a profile such that |My] < 2.1 2 1, and let G € Cy .5 be
a uniform oul-forest. Let = € ¥ be a policy which follows the LT rulc all the time except

at the first decision epoch. Then,

LT(G) <5 7(G).
The proof of Theorem 5.1 caun finallv be shown by a forward induction using Lemma

5.4 (see the proof of Theorem 3.1).

Consider now the optimal scheduling within the class of r-uniform out-forests. We will

show that LT policy is optimal for any profile.

Theorem 5.5 For any profile {a,. M, )22, and any r-uniform out-forest G € C,, ;.

Ve v LT(G) <g 7(G). (5.2)

Moreover, LT is the only policy that satisfies rclalion (5.2).

In order to prove the above theorem, we need the following lemima. The assertion of
the lemma can be shown by mimicking the proof of Theorem 2 of Coflman and Liu [3].

The detailed proof is omitted.

Lemma 5.6 Let G € C, .y be an arbitrary r-uniform forcst, and w, v two roots of G such
that T(w) >, T(¢). Then for any policy = € V. there crists a policy v, € ¥ such that for
any profile {a,, M }3L,,

G~ {u}) <5 7 (G = {r}).

Moreover, the inequality is strict if T{u) =, T{(e) and T(u) £, T{v).

Proof of Theorem 5.5. We prove by induction on n that for any G € C, .y such that
|G| < n, the relation
LT(G) <y 7(C) (5.3)

holds for any profile.

If G is a singleton, i.e., |G| = 1, then the proof of (5.3) is simple. Indeed, the only
possible difference between LT and 7 is that LT assigns the task to the fastest available
processor, say processor ¢, whercas = assigns the task to another available processor, say

processor ¢z, with a, > a,,. Trivially. the makespan of G under LT (whose distribution
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is exponential with parameter a,, ) is stochastically smaller than the makespan of G under
7 (whose distribution is exponential with parameter n,,). The relation (5.3) thus holds

for all |G| = 1.

Assume that for some n > 1, relation (5.3) holds for all G' such that |G| < n. Consider

now the r-uniform out-forests G such that |G| = » + 1.

Fix the task graph G € C,, s, the profile {a,. ), }2Z,, and the policy # € ¥. Denote
by {d.}32, the sequence of decision epochs of = for finishing tasks in G, with d; = 0.
Without loss of gencrality, we assume that d, corresponds to a task completion. The

other cases can be analvzed similarly.

We construct three intermediate policies 7y, 7. 73 in the following way:

¢ Policies 71, 7 and 73 follow the LT rule all the time except at the first decision

epoch.
e At time d; = 0.
= let vy.vp.- -, v be the roots of G that are assigned by 7 to the processors
G1: G2, + 5 Gis TOSPCCtively;

~ policy 7 assigns the roots uj.uy. - vy of G to the processors ¢y, qa, -, Qi

respectively, such that T(wu;) =, T(r), 1 <i <k

— policy 7 assigns the roots uy, uy, - -+ up of (o the available processors py, pa,- -

respectively, such that p; < ¢, 1 <7 < b
— policy 73 assigns root wu,¢;, of & 1o processor p,(;), 1 <+ < ko where ¢ and ¢

are two permutations on {1.2.---.k} such that

T( “f,‘)(])) bl T(“rp('))) ety 7.(“-1‘;(1;))' ]),.'-(]) < ]}L"(?) < e K pl/'(k)'

We will show that

m(G) <q w(G). (5.4)
72(G) <y m(G). (5.5)
7a(G) <o TAG). (5.6)

Under the assumption that d; corresponds to a task completion, we have that

A_
1
m(G) = dy+ 3 Y a, LT(G = {u;}), (5.

=1

<t
-~
~—
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v 4]
N

l‘.
1
() = (/2+—\Z(n,,,7r(6'—{r,}), (5.

=1

where A = Y5, a,,. Owing to Lemma 5.6, for all 1 < i < k, there is a policy ! such that

TG = {u;}) <ot (G — {r;}). Using further the inductive assumption entails that
LT(G - {;}) <o 7L G = {wi}) <ot 7(G = {v}), 1<i< k. (5.9)
Inequalities (5.7), (5.8) and (5.9) readily imply (5.1).
Consider relation (5.5). We first show that for all 1 <7 < k,
LT(G - {u;}) <o LT(G) (5.10)

Define p' to be the idling scheduling policy for task graph G - {u;} such that at any
time a task v € G — {w;} is assigned to a processor ¢ if and only if v € G is assigned to
processor ¢ under LT for the task graph G. It is casy to sce that policy p' is idling as
the processors running task u; of G under LT are idled under policy p' which assigns the
tasks in G — {u;}. Thus. one can construct a nonidling policy p. of task graph G — {u;}

by removing the idling in p'. Using further the inductive assumption entails that
LT(G ~ {ui}) Sse (G = {ui}) Sa p'(G = {w}) =5 LT(G).
Relation (5.10) thus holds.

Now turn back to the proof of relation (5.5). For 0 < i < k, we define v; to be a

scheduling policy such that =, follows the LT rule all the time except at the first decision

epoch. At time 0, policy =; assigns the roots uy wy. -+ - g of G to the available processors
PLsP2e s a Pisitr Qiga- o qr. respectively. Clearly, vy isidentical to 7, and 4 is identical
to wy.

In view of (5.10). we can show, as in Lemma 3.5, that for all 1 <i <k,
vi(G) La1 7i1(G).
Therefore, relation (5.5) holds.

Finally, we consider relation (5.6}. Owing to Lemma 5.6 and the inductive assumption,

for all roots w, v of G.if T(u) >, T(v) then there exists a policy p,.. such that
LT(G = {u}) <ot punl G = {u}) <o LT(G = {v}).

26



Therefore, the condition T(uyy) >, T(ugyy) > -+ > Tlugy) implies that
LT(G - {“O(l)}) Sb( LT(C; — {ll,.-,(g)}) S,\l et _<_s1 [:I[(G — {llo“‘.)}). (511)

Relation (5.11) together with the condition p, (1) < pra) < +++ < poxy readily yields

relation (5.6) (cf. proof of Lemma 3.3).

In the construction of policies 7y, 7;, ®3. if uy.---, ur are the roots of G having the
largest subtrees, and if processors p;.- -+, p, are the fastest available processors at time 0,

then policy 73 is the LT policy. Therefore. relations (5.4). (5.5) and (5.6) imply

LT(G) <y 7(GY.

Hence. relation (5.3) holds for r-uniform out-forests (; such that |G} = n+1. By induction.

(5.3) holds for all r-uniform out-forests G € C,, ;.

Moreover, from Lemma 5.6 and relation (5.10). it is not difficult to see that if a policy
w violates the LT rule. then, with positive probability LT(G) < 7(G). Therefore, LT is

the only policy that satisfies relation (5.2). |
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