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Résumé

Dans un systéme de files d’attente monoserveur de type polling le serveur visite les files suiv-
ant une politique de routage. Le comportement du serveur dans chaque file d’attente visitée est
spécifié par la politique de service. En particulier, la politique de service indique si le serveur
doit servir ou non des clients et, dans le premier cas, le nombre de clients qu'il doit servir. Une
politique d’ordonnancement est la donnée d’une politique de routage ct d’une politique de service.
L’objectif de cet article est de trouver des politiques d’ordonnancement qui minimisent, pour ’ordre
stochastique, la charge totale du systéme et le nombre total de clients en attente de traitement.
Ce probleme d’optimisation est décomposé en trois sous-probleémes: déterminer le comportement
optimal (servir, changer de file, rester inactif) du serveur lorsqu’il visite une file non vide; déter-
miner le comportement optimal du serveur (changer de file, rester inactif) lorqu’il visite une file
vide; déterminer le routage optimal (choix de la prochaine file & visiter) lorsque le serveur vient de
vider une file et qu'il décide de changer de file. Sous des hypothéses trés générales, nous montrons
que les politiques d’ordonnancement optimales pour le premier sous-probléme sont nécessairement
gloutonnes et exhaustives, ce qui signifie que le serveur doit servir les clients de chaque file sans dis-
continuer, jusqu’au dernier. Dans le cas d’un systéme symétrique, nous montrons que les politiques
d’ordonnancement optimales pour le second sous-probléme sont des politiques patientes, dans le
sens ou le serveur doit rester dans la derniere file visitée lorsque le systéme est vide. Si le systeme
est discrétisé nous montrons en outre que les politiques conservatrices (le serveur est toujours actif
lorsque le systéme est non vide) et impatientes (le serveur quitte une file dés qu’elle est vide) sont
optimales. Enfin, si le systéme est symétrique nous prouvons que les politiques de routage qui
optimisent le troisieme sous-probleme sont celles qui envoient le serveur vers la file la plus longue
pour 'ordre stochastique.

Mots-Clés: Polling; Files d’attente multidimensionnelle; Ordonnancement stochastique; Ordre
stochastique; Couplage.
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Abstract

In a single server polling system, the server visits the queues according to a routing policy
and while at a queue serves some or all of the customers there according to a service policy. A
polling (or scheduling) policy is a sequence of decisions on whether to serve a customer, idle the
server, or switch the server to another queue. The goal of this paper is to find polling policies
that stochastically minimize the unfinished work and the number of customers in the system
at all time. This optimization problem is decomposed nto three subproblems: determine the
optimal action (i.e., serve, switch, idle) when the scrver i1s at a nonempty queue; determine
the optimal action (i.e., switch, idle) when the server empties a queue; determine the optimal
routing (i.e., choice of the queue) when the server empties a queue and decides to switch.

Under fairly general assumptions, we show for the first subproblein that optimal policies are
greedy and exhaustive, i.e., the server should neither idle nor switch when it is at a nonempty
queue. For the second subproblem, we prove that in symmetric polling systems patient policies
are optimal, i.e., the server should stay idling at the last visited queue whenever the system
is empty. When the system is slotted, we further prove that non-idling and impatient policies
are optimal. For the third subproblem, we establish that in symmetric polling systems optimal
policies belong to the class of Stochastically Largest Queue (SLQ) policies. A SLQ policy 1s
one that never routes the server to a queue known to have a queue length that is stochastically
smaller than that of another queue. This result implies, in particular, that the policy that
routes the server to the queue with the largest queue length is optimal when all queue lengths
are known and that the cyclic routing policy is optimal in the case that the only information
available is the previous decisions.

*This work was supported in part by NSF under contract ASC-8802764
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1 Introduction

In this paper, we consider the problem of scheduling a server in a polling system. We model this
system as N queues attended by a single server. The server visits the queues according to some
rule. While at a queue, the server serves some or all of the customers again according to some rule.
A polling (or scheduling) policy consists of a scries of decisions on whether to serve a customer, to
idle the server, or to switch to another queue. These decisions are made based on partial knowledge
of the state of the qucue (i.c., queue occupancies, past arrival patterns) and on past scheduling

decisions.

Polling systems are frequently used to model computer and communication networks (cf. Takagi
[7]). The performance analysis of these systems has been the subject of a large number of papers
(more than 450 references are included in Takagi’s survey paper [8]). These analyses have focussed
on a large number of routing policies including cyclic and probabilistic routing and on a large

number of service policies such as exhaustive, gated and limited service.

However, very few papers have focused on the problem of developing optimal scheduling policies,
except for the simple pc rule which minimizes some discounted cost function when there is no
switch-over time. One of the first attempts to optimize polling systems with switch-over times was
made by Hofri and Ross [4]. They show for a two queue model that the policy that minimizes
the sum of discounted switch-over times and the holding cost is exhaustive service in a nonempty
queue and of threshold type for switching from an empty queue to another. Browne and Yechiali
[3] provide a semi-dynamic policy where the server chooses a visiting order of the queues at the
beginning of each cycle in order to minimize the cycle time. A similar approach is presented by
Browne and Yechiali {2] for queues with unit buffer and losses of customers. They show that an
index rule policy minimizes the sum of holding costs and customer loss costs over a cycle. In Levy
et al. [5], it is proved that the exhaustive policy dominates all other service policics, under the
assumptions that the server does not wait idling at a queue and that the server switches to the next
queue once a queue is emptied. In [6] Liu and Nain consider a particular polling system arising
from the videotex system. Depending on the amount of information available to the controller, they
identify optimal scheduling policies under fairly general assumptions in the case when there are no
switch-over times. Last, in [9], Towsley, et al. prove that the policy that serves the queue with
the largest queue length minimizes the number of customers that are lost when queues have finite
and equal buffer cpacities, arrivals to each queue are governed by a class of statistically identical
processes, and switching times are negligible.

In this paper, we study the case where the switch-over times are strictly positive. The aim is to
find polling policies that stochastically minimize the unfinished work and the number of customers
in the system at all time. This optimization problem reduces to answering the following questions:

(1) when the server is at a nonempty qucue, should it serve a customer of that queue or not?

(2) when the server empties a queue, should it switch or not?



(3) when the server empties a queue and decides to switch to another queue, which queue should

it switch to?

The paper is organized as follows. Notation and assumptions are introduced in Section 2. The
answer to question (1) is given in Sections 3 and 4. We show, under fairly general assumptions,
that optimal policies arve greedy and exhaustive. In other words, when the server is at a nonempty
queue, it should ncither idle nor switch until this quene is empty.

Section 5 answers question (3) in the case where the polling system is symmetric. We establish
that the optimal policy is a Stochastically Largest Queue (SLQ) policy. Here a SLQ policy is the
one that never visits a queue known to have a queue length that is stochastically smaller than that
of another queue. Irom this result, we obtain that the routing policy that moves the server to
the queue with the largest queue length is optimal when all quene lengths are known at all times.
In the case that the only available information is the previous decisions, we show that the cyclic
routing policy is optimal. We also consider other applications where the queue length inforination

is delayed.

Last, in Sections 6 and 7 we address question (2). We prove that in symmetric polling system
patient policies are optimal, i.e., the server always stays idling at the last visited queue whenever
the system is empty. If in addition the svstem is slotted and that the switch-over times are one
time unit, then non-idling as well as impatient policies are shown to be optimal, i.e., the server

always switches whenever it empties a queue.

2 Notation and Assumptions

All of the random variables (r.v.’s) considered in this paper are defined on a fixed probability triple
(2,F,P). Let IN and IN; be the set of nonnegative integer numbers and strictly positive integer
numbers, respectively. Define IR := (-00, +o0), Ry :=[0,+00)and 1 := {1.2,...,N}.

Input sequences. Forn > 1,1 € 1, let

e «, be the arrival time of the n-th customer, 0 < @y < ag < -+ +;
e u, be the index of the queuc at which the n-th customer arrives;

e o;, > 0 be the amount of service required by the n-th arriving customer at queue i. We

(]

shall assume throughout this paper that {o? }7%,

is a sequence of independent and identically
distributed (i.i.d.) r.v.s for all ¢ € I. Further, {o}}2%,,.... {6 }2%, are assumed to be

n=1»

mutually independent sequences;

o 67 > 0 be the duration of the n-th switching period between queue 7 and queue j for all
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In the sequel, the notation A1, A2, A3. A4 and A5 will be used to denote the following assump-

tions:

A1 The sequences of 1.v.s {an,u, )30, {o,i € 1}22,, and (600, (i,5) € 12,4 # j}, are

mutually independent;

A2 The sequences of r.v.’s {a,}2,, {w, )00, {ol, i € 1}5%,, and {657, (i,7) € I2,i # j}22, arc

ne

nmutually independent;
m o ‘o [N N e an ) . e v e
A3 The sequence {a!,i € I}72 s an i.i.d. sequence of r.v.’s;

A4 The sequence {037,(i,7) € I2,i # jI02, is an Li.d. sequence of rv.'s;

A5 The sequence {u,,}22, is an i.i.d. sequence of r.v.’s such that P (u, = i) = 1/N forall i € L.

The polling system fulfilling assumptions A2, A3, A4 and A5 is called a symmetric polling system.

Service policy. At every queue the service policy can be arbitrary as long as it is nonpreemptive

and work conserving (i.e., no work can be created or destroved). Instances of service policies are

the exhaustive, gated and random service policies (sce Takagi [7]). Because of our assumption that
Yo

the service times at a given queue are i.i.d. r.v.’s, we shall not need to specify the order of service
(e.g., FIFO, random).

Admissible polling policy. At any decision epoch (see below) the polling policy must decide either
to mowve the server to another queue and to provide the queue index to which the server is sent, or
to ask the server to idle at the queue at which he resides, or to ask the server to serve a customer
at the queue at which he resides (provided it is nonempty) according to the enforced service policy

at that queue.

The decision epochs are the service completion epochs, the epochs where the switching periods end
{or equivalently, the instants when the server arrives at a queue), and the epochs where the idle

periods end.
Define A := {0,1,2} x {1,2,..., N} to be the decision space.

For any polling policy 7, let #f, denote the n-th decision epoch, and let A} := (x}.%7) € A denote

ne

the n-th decision, where

o 7y =0 (resp. 5 = 1, 72 = 2) if the n-th decision is to keep the server idle (resp. serve

a customer provided the queue is nonempty, move the server to another queue). We shall

assume that the first decision takes place at time 0. i.e., 7{ = 0;

o w7 is the index of the queue where the server is switching to if nj) = 2:if #2 € {0,1} then 7
indicates the current location of the server (i.e., 71 = 1 _,). Without loss of generality, we

assume that the server is located at queue 1 at time 0.



To complete the definition of a polling policy. we need to specify how the decision epochs {nf 3oL,

are chosen by the policy. Define

n—1
spi= oy U, = 1), (2.1)
m=1

to be the number of service periods (or departures) in [0,7¢) under policy 7. Note that s7 includes
the customer that is served in [75_,,7$) il #_, = 1. We also define o], o, € {o},,i € I}72,, to

be the m-th service time delivered by the server under policy =, m > 1.

Similarly, let
n—1
ko= 1+ Y Um, =2) (2.2)

mi=1

be the number of queues visited by the server in the interval of time [0,75], n > 1. Note that k]
includes the queue to which the server arrives at time «f (i.c., queue 7! _ )il #?_; = 2. We also

define 87, 67 € {8:7,(i.j) € 12,i # j}°2,. to be the m-th switch-over time duration under policy
.

With the above notation, the difference 7, — 7;; when 7, # 0is given by

. . Tir ifm =1 (2.3)
26 e .
n+1 . = H —

()k',), if 78 = 2.

Relation (2.3) directly follow from the definition of the service time and switch-over time processes.
Note that the case 7 = 1 follows from the assumption that the service policy at cach queue is
nonpreemptive.

In order to define the duration of an idle period as well as the notion of admissible policies, we
introduce the history of a policy. For all n > 1, let

1= {2, (@) s o< Fie 1) (2.4)

be the history of policy 7 up to time 77, where Q7(¢) is the number of customers at queue j under

T at time ¢ including the customer in service, if any, and F7, is the last time in [0,7¢] that the

controller has received queue-length information on queue 7. More precisely.

AL S S kg Y x k-1 e .
Fi,n e fk";,n <(]m)m,:l $(Tm 17?:1 ‘(tm)n;le ’7rn) * (2'5)

where
e 75 is the index of the m-th queue that has been visited by the server, m > 1;

e 77 is the time when the m-th visit of the server to a queue has started. m > 1;

o t7 is the time when the m-th visit of the server to a queue has ended, m > 1.
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hkn—1 . am -1 e\
) can be computed from (A7), and (7], ), =+

m=1

Note that &7

LT
o h_ L and (1],

m/m=1 m

In (2.5) _/'1“71 is any mapping IN' x Il{i’ — IRy suchthatforallie Ln > 1.1 > 1.v =(v,...,v3) €
l 21,
IN® x IR%:

P1 fli.n(v) is nondecreasing as a function of v, for all e =14+ 1,...,3/;

P2 fi (V)< fl (v

P3 hf(v) < fli‘ll(v) < wvq;, where

; l]la.X|<L.</{'172[+A. DU = I}, 1€ {l’l N ""1}; o
i = =2 ; 2.6
i) { 0, otherwisc. (2.6)

In terms of the history (2.4) these properties have the following interpretation: P1 and P2 imply
that at each decision epoch the controller has as least as much information as at the previous
decision epoch (the controller lcarns more and more about the system when the time goes on). The
first inequality in P3 implies that at any decision epoch the controller knows (at least) the history
of each queue up to the last visit of the server to that queune. The second inequality in P3 ensures
that the policy is nonanticipative in the sense that no information on the future is available at any
decision epoch. Further, P3 also implies that at any decision epoch the server knows the state of

the queue that it is visiting. This follows from the fact that f['n(v) = vy when /z.j(v) = vy, In

particular, this information will enable the controller not to make the decision to serve an empty
queue.

The mapping f}, can describe various types of information structures. including those with:
: :

1. Complete mformation. f{,(v) = vy, Vi.l,n. In other words, the queue lengths of all of the

queues are known to the controller at all times.

2. Partial information. fl""_(v) = hf(v), Vi, l.n. This corresponds to a syvstem in which the

controller knows the queue length history of each queue only up until the last time the server
visited that queue.

3. Perwodic information. f,‘;n(v) = max{d|vy/d},h}(v)}, Vi,[,n. Here the controller is periodi-

cally updated regarding the queue length history of all queues at intervals of length d.

4. Delayed information. f;‘n(v) = max{vy — d,hj(v)}, Vi,l,n. Here the controller knows the

queue length history of each queue up until d time units in the past. or the last time that the
queue was visited, whichever provides more information.

5. Nearest neighbor information. The queues are organized in a logical ring. Whenever the
server switches to queue ¢, the controller becomes aware of the queuce length history of queues

i



i—1 and i + 1 as well as that of .. ‘[1".71(v) = ma.x{//.f_’(v),/z}(v),/;j“(v)}, Vi, l.n, where

addition and subtraction on the queue index is modulo N.

We now come back to the duration of an idle period (i.c., value of 7}, — 7 when =} = 0). We
shall not give a formal definition of the process that generates the idle period dnration since we
shall allow for rather general idle periods, including interruptible idle periods. Roughly speaking,

e

the duration of the idle period [xf, 7%, ) is a r.v. that may depend on the history (/]

no

AT as well
as on the information that the controller may reccive while the server is idling (customer arrivals,

[2
1w

typically). However, the amount of information that the controller receives in [#f,, 7, ) must

b

n+1 (e, the information collected by the controller cannot he lost).

belong to the history h
Let TH] be the set of all histories up to time w5,

We define a randomized polling policy = to be a sequence {7,}72, of conditional probability
measures on A given HJT satisfying the constraints 7, (A HT) = 1 for ol HI € ], n > 1.
A deterministic polling policy 7 is a sequence of measurable functions {x,}5%, from B} into A.

Any polling policy that is either raudomized or deterministic is called an admissible policy.
Let T be thie set of all admissible policies. A policy 7 € 1 is said to be:
o non-idhing if the server never idles when the system is nonempty. Let T C H be the sct of all
such policies;
o greedy if the server never idles at a nonempty queue. Let I' C I1 be the set of all such policies;

o ezhaustive if the server never leaves a nonempty quene. Let = C 11 be the set of all such

policies;

o patient if the server stays at the last visited queue when the system is cimpty. Let ¥ C 1l be
the set of all such policies.

o tmpatient if the server leaves a queue as soon as it is empty. Let A C IT be the set of all such
policies.

Performance metrics. The performance metrics to be considered in this paper are:

o U™(t), the total unfinished work in the system at time ¢t under 7 € ;

o Q7(t):= 3 ;1 QI(t), the total number of customers in the system at time ¢t under 7 € II.

We shall say in the sequel that a real-valued r.v. X is stochastically smaller than a real-valued r.v.
if P(X <2)>P(Y <) forall z € IR. In that case the notation X <, ¥ will be used.



3 Optimality of Greedy Policies

We first compare the decisions between “serving™ and “idling” when the server is at a nonempty
queue. Under appropriate assumptions, we show that any policy in Il can be improved by a greedy
policy in the sense of stochastic minimization of the unfinished work and the number of customers
in the system at all time. In other words, in order to minimize these criteria, the server cannot idle
al a nonempty queue.

Proposition 3.1 Assume that Al holds. Then, for any policy w € Il there caists a policy € € T
such that
US() S U7 (1), (3.1)

forallt > 0.

Proof. Let us consider a realization / of the input sequence {a,,w,, o}, 0',7;"', (4,5, k) e £k ~-

Let = be an arbitrary policy in m € Il = I' (if # € I' then take € = 7) and let m run on the input
sequence [.

On the sample path 7 gencrated by letting # run on the input sequence I, let n > 1 be the smallest

integer such that 73 = 0 and Q7. (77) > 0. Let m be the smallest integer such that w <, wf =1,

and v, = wl. Note that if m = oc then the server does not server anymore customers [rom gueue

7l in (15, 00). By convention. we shall assume in the sequel that 75, = oo whenever m = o,

From 7 we construct a new policy v as follows (cf. Figure 1):

e v follows 7 in (0,75 ) and v follows 7 in (7}, . ,00) if m < oc, that is

a __ .a ., 9 _ 4 . € _ € .y — . .

* ) =T d.lld‘)j—ﬂ']- f01]—1,...,1z—1,7jw7r]~ forj=1,2..... n;
At __ a9 _ 9. ~E e € N .
* y; =7, 5 =7, and iy = w° for j >2m+ 1if m < o

— = (r”g‘ where v is
= Mo+l SR

AU q _— [/ . £ ~ T . oty M |
o =1Ll =rl lfm<octhen g -9 = 0lx 41 otherwise v, — 95

the number of customers served at queue 7¢ in [0,75];
A 7 — a — B/ .
o forj=n+1,...,m, v = ﬂj_l, Y =T, and

* Yoo = = w5 = w5y if yf € {0.2};

€ ~€ g 1f ~a —
* 7]+l -7 —Us;r_l+1 lf i = 1.

In other words, ¥ behaves like 7 except that during [x§, 77, ;) 7 first serves a customer and then
does what 7 has been doing in [rf, 75 ) if m < o (resp. in [75,00) if m = oc). (Note that

-1



Policy

L ! th 1 ai L R i 1 i L.
¥ 4 1 4 1 T T 1

(4 r 4
7rn T 7rm+l
Policy 7:
I (7‘ ] 1 [l 0] l (Tl | (72 ] (Ts l Hz i >
T T T T 1 ] T T
-~C e -F

Tn I Ti+1
I: 1dle period; 8y, 605: Switching periods; ay,...,04 Service periods.

Figure 1: An example of the behavior of mand v in [77, 75 ).

Let us first show that v is admissible. This is true in [0, 7% ) since both policies m and v are identical
in this time interval. In [y, 7, ) this result is a consequence of the properties P1 and P2. Indeed,

the above construction implies that for alll=n.n+1....,m—-1,7 € I,

i oy L';'+x ~ k?ﬂ 1 k;'-n_l o
fk;’+1*[+1 (Jm)m:l ’(Tnl )m:l ’( 'm)mzl v 141

. kY k) Y —1

i RS (41 RN € .
- fkl.;l'[ ((]m )mzl ’ T??L )771=l ’("1,11 )m=l ° //(+l) . (32)

i kT = KT kT —1

! ¥ T T AN r N e a1
2 fkl‘",l ((]m)mzl !(T'm )m:] ’(tm)mzl ‘ﬁ/) ) (5;)

The inequality (3.2) follows from P2. The inequality (3.3) follows from P1 together with the

obvious relations k1+1

therefore deduce from (2.4) and (3.3) that at time 77, the policy ¥ has always as much information

= k], T{'Y > 17, f.;" >t and i, > =nf forall Il =n.n41,...,m —1. We may

as 7 at time nf, for all l = n,n+41,...,m — |. Further, at time 4/, |, the policy 7 is able to retrieve
the history of policy 7 at time 7 (i.e., /I]) from its set of information. for all [ = n,n+1,... .m—1.

TR , an 3 PR Tect M €
I'his explains why v is admissible in [75, 75, ).

®



To show that the policy 5 is admissible in {z!, . 00), observe that ]‘1 = ki, 5 =7, T, =7 and
17 =] for all { 2 m+ 1. 'This yields, for all 1 20 4+ 1, i € I, ¢f. P1.

K} A

i oy 1‘1 ¥ ~ k=1 k" 5 / A1 P
fk?,l (]m m=1 ’(Tm)m—l ’(’m )m:I . [A" /( /:u m—l '(T:u)m—l ( /n)m:l T )

which shows that y always has as much information as = in 75, .00}, which in turn shows that

v may indeed follow 7 in this time interval,

Let us now prove (3.1). It is casily scen from the construction of 5 that this policy belongs to T1
Further,

Uty < U7y, fort € (my,, 7y 0
Uty = U7(t). forte{0,m]U(my,.%).

Morcover, the policy v is greedy up to 5, ,. where 45, > w7, In the same manner, we can
construct from v a policy ¥* € II that is greedy up to v5,, where 75y > 7/5,4, and such that
UY'(t) < UT(t) for all t > 0.

[terating this procedure we finally end up with a policy € € Il that is greedy in [0,20), and such
that US(t) < U™(t) for all t > 0. The proof is then concluded by removing the conditioning on the
input sequence {. g

Proposition 3.2 Assume that A1 and A3 hold. Then, for any policy © € 1l there crists a policy
£ €T such that

QYN < Q7(1), (3.1)
for allt > 0.

Proof. Let us consider a realization I of the input sequence {a,,, w,. o 825 (i, j. k) € P,j # k}>2,.

Let © be an arbitrary policy in # € 11 - I' (if # € I" then take € = ) and let # run on the input
sequence [.

On the sample path 7 generated by letting # run on the input sequence. let n > 1 be the smallest
integer such that 73 = 0 and Q7,(7y) > 0. Let m be the smallest integer such that n < m, 7, =1,

and ¢ = 74. Note that if m = oo then the server does not server anymore customers from queue

74 in [75,00). By convention. we shall assume in the sequel that 77, ., = 0o whenever m = 00,

From 7 we construct a new policy 5 as follows (cf. Figure 2):

o 7 follows 7 in [0, 75) and 5 follows 7 in {7}, ,,0¢) if m < oo, that is

* yi=nland ! =xlforj=1...., n—l.y¢=nSforj=1.2,....m



f, f . .
* ¥ =7], 7,:’ = 7r_/’ and 7 =7 for j 2o+ Film < oo

a ] — . at P Y .
o o= Loyt =whand -5 = Oingn

o Torj=n+lo.om 8 =a1_, 3" =x_| and
€ Y AT " 4 H N 91.
* 4 L R L 'fj/ € {0.2}:
[ P .‘.’. oAt —
* Y4V ns]+l il hy = L.
Policy :
1 / | th I il T2 9y b2 1 T4 1
I 1 1 1 1 1 T —
€ [4 ‘
Ta Ton Tt
Policy ~5:
1 o1 | / 1 0, , 92 03 g4 1 b, .
i ! L4 1 1 1 1 1
~C ~f ~F
In I'm Im+1

I: 1dle period; 6y,0;: Switching periods; ay,...,04: Service periods.

Figure 2: An example of the behavior of ® and 5 in [#§.7, ).

The proof that v is admissible is identical 1o the proof given in Proposition 3.1.
With this construction, it is easily seen that v € Il and that 45 ., = 7}, ,,. Further,

Q7(1) < Q7(t), for t € [¥&4; mEst);
QM) = Q7(t), for t €[0,771) U [mpg, ).

4

Morcover, the policy v is greedy up to v/, . where 75| > 7;.

Iterating this procedure we finally end up with a policy £ € T that is greedy in [0,o¢), and such
that Q7(t) < Q™(¢t) for all t > 0. The proof is then concluded by removing the conditioning on the

input sequence /. g

10



4 Optimality of exhaustive policies

In view of the above results, it remains to compare the decisions between “serving” and “switching”
in order to determine the optimal decision when the server is at a nonempty queue. We show that
any policy in II can be improved by a greedy and exhaustive policy. In other words, in order to
stochastically minimize the unfinished work and the number of customers in the system at all time,

the server can necither idle at a nonempty quene nor leave the queue before it is empty.

Proposition 4.1 Assumnc that Al holds. Then, for any policy m € 11 theve caists a policy £ € I'N=
such that
US(1) <o UT(1), (1.1)

for all1 > 0.

Proof. Owing to Proposition 3.1 we may restrict ourselves to the policies in I'. The proof is
identical to the proof of Proposition 3.1 except that n is now defined to be the first integer such

that 72 = 2 and Q7 (%) > 0 (i.c., at time 7, the decision is made 1o move the server although
7"n—l v

H

the queue where it is Is located is not empty). The rest of the prool is analogous to that of the

proof of Proposition 3.1, and it is therefore omitted. g

Proposition 4.2 Assume that Al and A3 hold. Then, for any policy © € 1l there exists a policy
£ € I'NZ such that

Q1) < Q7 (1), (4.2)
for all t > 0.

Proof. The proof is identical to the proof of Proposition 1.1 (simply replace “Proposition 3.1 by

“Proposition 3.27), and it is therefore omitted. g

5 Optimality of Stochastically Largest Queue Policies

This section focuses on the choices of the queues to be visited when the server leaves a queue.
Specifically, we define the class of Stochastically Largest Queuce (SLQ) policies, ¥, and prove that
for any policy in II there exists a policy in ¥ that will perform at least as well if the polling system
is symmetric.

In general, it is not easy to identify the best policy within . We will conclude this section with
a number of interesting examples where it is possible to identify the optimal policy within ¥ and,
thus, within I1.

With any policy = € II, we associate the relations {RT}5%,, where (j,4) € RT at the n-th decision
epoch if one of the following two conditions holds:

11



D) FT > EE and QT(ET) < QE(FTL):

Son N FRL

i) F, =, and QTOFT) < QRO ).

o Jom
Definition 5.1 4 policy m € Il is a SLQ policy if. al ceery decision cpoch such that ©) _ | # 78,
there cxists no k € I such that (i k) € R7.

n?

In the remainder of this paper, we shall assume that the polling system under consideration is
symmetric, i.e., the assumptions A2-A5 are satisficd.  As a conscquence of A3, we may now
assume without loss of gencrality that the service tintes are associated with the server. Let o, be
the n-th service time delivered by the server (observe that a, does not depend on the enforced
polling policy). Likewise, because of assumption A4 we may also assume that the duration of the
consecutive switching periods do not depend on the routing policy. Let 8, be the duration of the
n-th switching period.

The main result in this section is the following.
Proposition 5.1 dssume A2, A3, A4 and A5 hold. Then, for any policy © € U, there caisis a

policy £ € ¥ such that

Uty <q UT(1); (5.1)
QN1 <w QT(1). (5.2)

for all t > 0.
Before proving this assertion, we state the following lemma :

Lemma 5.1 Let # € Il be an arbitrary policy. Fix n > L and p.qg € {1.2.....N}. From the

sequences {a}75,, {01}, {0}is, and {u)}7s,, we generale a new scquence {up}i, as follows:

w = w  for all such that a; < o (5.3)
w o= wllw#Fpow #q)+pia =q)+ gl =p). for alll such that @ > -,;"‘n. (5.4)

Then, {w}72, and {w}i, are identical in law and {w;}75, is independent of {ay, 0, 0}7%,.

The proof of Lemma 5.1 is given in Appendix A.
Proof of Proposition 5.1.

Let us consider a realization I of the input sequence {ay, u,,0,,60,}52,. As a result of Propositions
3.2 and 4.2 we can restrict ourselves to grecdy and exhaustive policies. Let © be an arbitrary policy

12



inI'NzZN{l=%) (ifr e 'NnZN Y then take € = 7) such that the SLQ rule is violated on the

input sequence J.

On the sample path Z generated by letting policy 7 run on the input sequence [, let n > 1 be the
smallest integer such that 78 = 2 and such that there exists some L € T with (w7, k) € R} and

where (k,k") ¢ R for all K € T - {k}.

Let j := n? (i.e., the server switches to queue j in the interval of time (7], 75, ). Also define

o
(2
p—

[\. = (2[( I‘/’.ru) - Q;r( Il‘/{v:n.)' ( :

Observe that A" > 0. This follows from the fact that (7,4) € RE as well as from the fact that the

mapping & — QJ(«) is nondecreasing in [T, F'T ] because of P3.

Let
M; = inf{/ €N >n+ 1, Q;r(?f;) — 0}‘
In words, Al is the first time in {7f,;,00) when quene jis empty (recall that the server arrives

at queue j at time m ). If Q7(£) > 0 for all ¢t > w5 |, then we take M; = .

Let
M* = inf{l € IN [7.':(,}“ =k and mp; 4 = 1}. (5.6)

e € : et i - vt enruned € - R
In words, LTRNVIRL the first time when a customer of queue k is served in [7er,oo) under policy

7. In fact, as 7 is greedy and exhaustive, « 1s the first time when the server arrives at queue

[
TAL +M
kE in 7rf”],oo). We assume that M* = oo if queuce k is not visited by the server in [n‘f\,j,fx) under

policy .

From Z we construct a new policy « as follows (cf. Figure 3):

@ [¢] -

AP RIS 4 — ] A€ € _ ¢ e .
o For | 5 min-1, Tm = T h’n - ‘”r’n'- Tm~1"Tm = a1 — Ty

Q@ . O A ] Aaf N € €.
¢ VY =Ty Mn = l" Intl =™ Tn = Mgy — Ty

Forn+1<m< M+ N -1,95 =13 =k Y - =0,

m foom

For M; + K <m < M; + K + M* — 1.

al — a0 .
* Tm T T i

*

7Zl = 1(7‘—;171—1\' ¢ {j‘k})ﬂyn-—l\' + 1(‘”7’]:1—/\' = J)k + I(W;In—l\' = /')-/’

*

€ -l = € € i f AT .
Ym+1 = Tm = Tot1=l ~ T v if im € {O*Q}v

[4 [+4 M ]
-~ =0 if = I3
’7m+1 Im Sl Tm *

*

e Form > M; + ' + M*,



&} — et

* Voo = Tl

f .
m?

O —
* 77:» =

* oy o= Uml €k T+ Ul = )k + Unl, = k)5

Policy =

T = 7 = A
n :\'IJ+!\I"
H] aTy ) 92 a3 9; T4y T
1 N | l | | | | ] >
L L T T T 1 1 T 1
T w5 A .
n Al M+ AL
Policy 7v:
=k = j
n TAL +ATM 41
6, o) ay as 6, ay 0 as
1 ] | 1 | 1 l L i >
{ 1 T T 1 T 1 { | {
[ at al
771, /}\/J+1 l.'\/)-i-/\lk-}-l
e e \ v Tioahaviar - o - . -
Figure 3: An example of the hehavior of @ and v in [7"'1*”/\/,+/\'/k+/\'+|) with N = 1.

The policy v operates on the sequences {a;}72,, {uj}iZe, {0:}72, and {6;}7%,, where
w, il ap < F] orwp & {7,h};

wp= ¢ ko ifa > P and w =g (5.7)

jo it > I7j’f” and uy; = k,

for all { > 1. Owing to Lemma 5.1, the sequences {a}72,, {1}oe, {o1}7%, and {6,}7%, satislv the

assumptions A2-A5 and have the same joint distribution as {a;}72,. {u/ 135, {a1}75, and {6;}7%,.

We are going to show that the following relations are satisfied:

77\..,}“\-“ e SVRWE for l =0,1,...,M", (5.%)

UMK AM T TAL S AR (5.9)
Qluv) > 0 .if+ =1, I>1, (5.10)
it



which will ensure that 4 is admissible. Indeed. because of the structure of the information set (2.4),

>

relation (5.8) ensures that, when v makes its (14 1)-st (I > 0) decision in [*,/,'-\,,ﬁ,\-,oo) (which occurs

at time ')'!"\,j+,\-+,), it possesses at least as much information as m when  makes the corresponding

decision at time 7y, . Property (5.10) cnsures that vy will never make the decision to serve an
)

empty queuc,.

Proof of (5.8). Let Xy be the total duration of the idling and switching periods in {wﬁ,,},nﬁ,]“).

Let L; be the number of customers served by policy # in the interval of time [F;‘II,FR,]+1), ! >0.

We have for { =0, 1,... . M* — 1,

Ly
7"7\/,+1 = 7"3/, + A+ Z(’sg,ﬁt: (5.11)
=1
1\4+L(
(4 — K4 ' - .
Vi ek = Y FXi+ Y Ty, +i° (5.12)
=1
Subtracting (5.11) from (5.12) yields
I\‘+/.1
~t ¢ — — Y AT
IAL 4R+~ TAL 41 = > 05y, +i = Wi 20, (5.13)
i”—'l/l+1

by noting that 7§, = 7§, by construction of 7 and that sy, = 53, from the definition (2.1).

Proof of (5.9). Since QZ(W;,,NLML.) > I by definition of A%, K and 7, we have
N
(4 — ¢ -
TAL +ATk 4 = Tag e T Z ‘75‘,&;]+’-1,‘,k+m-
m=]

since 7 is exhaustive and greedy, which in turn implies from (5.13) that

4 — A€ o1,
AL 4ME 4R = TM MR (5.14)
which establishes (5.9).

Proof of (5.10). First, it is clear that (5.10) holds for I < M; — 1 by definition of policy 5. That
(5.10) is true for M; <1 < M; 4+ L' — 1 comes from the fact that

Qi(ri) = QJ(ms) + K, (5:15)

T -

which follows from (5.5) and from the definition of the scquence {u!,}>_,. Therefore Q:lq('yf) >

K+ M;—lforall M; <I<M,+K ~1.



[t remains to examine (5.10) for { > A, + K. Let A (4, () denote the nunber of customers that
arrive at queue s € I in the time interval (41.4,] operating under 7. 0 < ) < ;. Assume that

a — . . Y g e A
AL+ K47 = 1 for some r > 0. Define ¢ = TRV

Then, it is easily seen by delinition of 5 that

QNThy 4 ) + TRy 4o Tag g g ) T E R

e , 4 . (5.16)
(2;/:(7?:\/]-{»»') + "\J(W}.\'I',—f—l"77\'11-{"/\'-{-1')‘ L= /‘."

QV (YAt 41 40) = {
if i £ j. Property (5.10) then follows for 7 # j hecause Q;"(?r',i,ﬁl) > 0 (indeed, since 7 is admissible

and 7, 4 = 1 then necessarily QT (7Y, 4,) > 0).

A7 AR . e 5 — ) covprers {1 v enpvnd T [~€ ~E
We now examine the case where i = j. Observe that queue j is never served in [, ’M,+l\'+M"')

under policy 5. Therefore, (5.10) holds for v/ = j and for all [ = 1,2,...,M; + MY+ K -1, The

i

proof of (5.10) is now concluded by noting that (5.16) and the definition of 5 vield

w
—
-~

~

i I
for all ¢ > 'Y;\[}+I\'+/\I“'

We also deduce from (5.16) that for ¢ > 7:'\/,+/\'+,\/“
Q) = Q). foriel— {5k} (5.18)
Qi) = Q). (5.19)

at ) . e are arain ev N 7o . H 13
that is both systems are again synchronized from time TR +AL 4R

Iu particular, relations (5.17)-(5.19) indicate that @7(¢) < Q7(¢) and U7(t) < U7(t) for t >
€
VA, 4K 4 MK

We now establish that @7(#) < Q7(¢) and U7(1) S U7(t), for all 0 <t <3, L apegn-
A+

Define D?(t) to be the number of departures in [0.1) under policy p. Recall that ] is the number

of departures in [0, pf ) under p (cf. (2.1)). It suflices to show that

DY(1) 2 D7(1), for all t < 7 4 apiqp- (5.20)

Proof of (5.20). The inequality (5.20) is clearly true for 0 < t < A,R,J+,\- by definition of v in

[0,7§4]+,\~). Fix 'yj,,1+,\- <t <y YT and let 0 <1< M* =1 be such that
L+

AL k40 S T<VRL 4R 4141 (5.21)

16



From (5.21) and the definition of 5 in [7;\,1.7'f\,1+,\~+,], D7(1) and s/, we see that

o
DM = sy enen

= ‘QK/J+1 + i (5.22)

On the other hand, (5.13) and (5.21) vield t < 7y, 40y + S

Therefore,
DY) < s"(mhy gign + W), (5.23)
< Slpr N (5.24)
< Shg LR (5.25)

and so D(t) < s, + N = DY(¢) from (5.22) (note that (5.23) and (5.24) follow from (5.13);
7
(5.25) follows from the fact that at most one customer may be served hetween two consecutive

decision epochs).
In summary, we have shown that QV(¢) < Q7(¢) and U7(t) K UT(¢) for all 1 > 0.

Although ¥ may not be a greedy policy, arguments used in Propositions 3.1 and 3.2 can be used

to construct a greedy policy 7' which is a SLQ policy up until at least time 7'Rl,+l\' > 7y, such that

UY() < UY@) < UT(t) and QV'(1) < Q7(1) < Q7(1), for all 1 > 0.

This procedure can be iterated until we finally obtain a policy £ € ¥ such that U¢(f) < U7(1) and
Qg(f) < Q7(¢t), for all £ > 0. The proof is then concluded by removing the conditioning on the

input sequence. g

In general, for a given set of functions {f/ } we arc unable to identify the best SLQ policy. This
is due to the fact that the relation R} may not contain a single maximal clement for all 2 > |,

However, in the first four information structures described in section 2, we do identify the best SLQ
policies:

1. Complete information. llere the SLQ policy is one that always switches the server to the
queue with the largest queue size.

2. Partial information. Here the optimal SLQ policy is the cyclic policy that begins with the
first queue. Observe that this policy requires no information except whether or not the queue
currently being served is empty or not.

3. Periodic information. Here the optimal SLQ policy switches the server to the queue with the
largest queue length at the time of the last update. If all of the queues have been visited
since that update, then the server is switched to the queue visited the farthest in the past.

17



4. Delayed information. The optimal S1,Q policy behaves similarly to that for the system with
periodic updates. The server is switched 1o the queue with the largest queue lengtle that has
not been visited since the last update and otherwise to the queue visited the farthest in the
past.

Note that in the above four cases, the SLQ policies may not be unique since there may be several
maximal elements in 7 for some » > 1. [owever, suclh maximal elements j and Lk have the

. v . AV SN AT, SR . T _ T R PN . - : [P ar
property that £, = [T and that Q7(+7,) = QI(I],). Therefore, all these SLQ policies are
optimal.

1t is not possible to characterize the optimal SLQ policy for the system in which the controller
obtains information regarding a quene and its neighbors (local information). However, the previous

theorem does reduce the number of decisions that must be considered by the optimal policy.

6 Optimality of Patient Policies

We are now concerned with the optimal decision to be made when the server is at an empty queue.
Should the server idle at the last visited queuce or should it move to another quene? Consider
first the case that the system is empty at the decision cpoch. We will therefore assume that the
controller has complete (i.e., instantancous) information on the state of system, i.e., for all = € 11,
n>1,

for all 7 € T (cf. (2.5).

For symmetric polling systems, we prove that optimal polling policies are within the class of patient
policies ¥, i.e., policies that decide to idle in the last visited queue when the system is empty.

Proposition 6.1 dssume A2, A3. Ad and A5 hold. Then, for any policy © € 1. there exists a
policy E € I'N=Z V¥ such that

Uty <o UT(1) (6.1)
Q1) <a QT (6.2)
for all t > 0.
Proof. Consider a rcalization I of the input sequence {ay,u,.0,,8,}°%,. As in the previous

section, we restrict ourselves to greedy and exhaustive policies. Let & be an arbitrary policy in
FNnZn(ll - ¥) (if r € I'NZN WY then take £ = 7) such that x is impatient on the input sequence

1.

On the sample path 7 gencrated by letting policy # run on the input sequence I, let n > 1 be the
smallest integer such that 7% = 2 and Q7 (xf)=0forall i€ L. Let j =2 and k= =) _,. From T

we construct a new policy v as follows:



‘ . . o,
o fort <m<n—1,40 =rl vt =70 .95, =T

] .
s b — Y T '
a o— ] KA .
¢ Y =0,y =k =m7
o Torm >n+ 1;

2 S
* Y =W

me
1A —_— ¢ .
* ‘)m - 7r1n.‘

* o = UEh @ {0kl + U, = ) k4 Ual, = k).

The policy 7 operates on the sequences {a}7%,, {up}nzg, {o}iS, and {6;}7%,. where forall 1 > 1,
w. ifap <7t or u & {4, k};

wp =< k. ilap>78and w = j;

i

Joooilap > x5 and w =k,

!

and
;. i< kX
b, =
Orpr, ML >AT.

Recall that &7 is the number of queues visited by the server during [0, 77, ].

It can be shown (cf. Lemma 5.1) that the sequences {372, {u)}alo, {a}75, and {6;}75, satisly the

assumptions A2-A5 and have the same joint distribution as {a(}7%,, {w e, {a:}7%, and {6;}72,.

It is easy to sec from the definition of 5 and that of the sequences {a;}7%,, {uj}iZy, {o1}/L, and
{67352, that

Qj(ty = QI fo
QI = QNt), forall t>0.i€l-{jk};
QI = Q). t>7y;

alo<t<m,iel;

<

Qp(t) = QJ{). t>m.
which imply that 5 is admissible and that Q¥ (1) = Q7(/) and U™ (t) = U™(¢t) for all t > 0.

Note that ¥ may not be greedy as customers may arrive at queue b during (75,75, ,]. Using the
arguments of Propositions 3.2 and 4.2 vields a polling policy 47 which is greedy, exhaustive and

patient until 75 and snuch that

Q<) =Q7(t), >0



This procedure can be iterated until we flinally obtain a policy € € W such that 7%(1) < U7(1) and
Q1) < Q7(1), for all t > 0. The prool is then coneluded by removing the conditioning on the
input sequence I. g

7 Optimality of Non-Idling Policies

We now consider the optimal decision to he made when the server is at an empty quene while the
system is not necessarily empty. Recall that a polling policy is an idling policy if the server stays
idling at that empty queue. It is non-idling if the server switches to another queune (even if the

latter is empty).

In general, non-idling policics are not optimal. However, when the polling system is symmetric and

slotted, we show below that optimal policies are within the class of non-idling policies Y.

Proposition 7.1 Assume A2, A3. A4 and AS hold. 16, = 1 a.s.. and a,, 7, € Ny, then, for
any policy m € 11, there cuists a policy E€ 'NZNY such that

Uty <g U™ty (7.1)

Q) <y QT(1), (7.2)

for all t > 0.

Proof.
The proof is analogous to the prool of Proposition 5.1.

Consider a realization I of the input sequence {«,,, 'u,l,(r,,./)”}';}':l. Owing to Propositions 3.2 and

4.2, we can restrict ourselves to greedy and exhaustive policies. Let @ be an arbitrary policy in
F'mzZn{l-T)(f 7 e I'N=ZNT then take £ = 7) such that 7 is idling on the input sequence I.

Under the assumptions of the proposition. we can assume without loss of generality that the
durations of idling periods are all equal to one. Therefore, if for some » > 1, 7, = 0, then

€ —_ €
Tpp1 = 7h + 1.

On the sample path T generated by letting policy ® run on the input sequence I, let n > 1 be
the smallest integer such that #! = 0 and Q7,(x5) = 0. Let j = #! and k € 1 - {j}. Denote

K = Qf(n5) 2 0 = Q(x5).

As in the proof of Proposition 5.1, we define

=
=
il

; inf{le N[/ >n+1,Q7(r]) =0}

=
>
i

inf{l € IN|nf{, ., = kand 7}, , = 1}.
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In words, Tay, is the first time in (764 1.o¢) when queune jis empty. Note that there may be an
arrival at queue j at time 77, . in which case the server has to serve queue j until the queue is
empty, as 7 is greedy and exhaustive. 10.Q7(1) > 0 for all £ > 7 |, then we take M, = 20, The
svmbol M* has the interpretation that 77:\//+;‘/L is the first time when a customer of queue & is
served in [7:’3,],00) under policy m. We assume that A1% = 0 if queue kis not visited by the server

. . T
in [w,\,lj,oo) under policy 7.

From I we construct a new policy v as follows:

_ 11 AL/ o -t - - [ SN
e lorl < m < n 1 ‘)m =T T = Fys im4+1 = Tl — rm+1 L

. A€ e _ ¢ o 4.
b ln =2, 771 - I"v m+l ~ T = Ty — T, = K

o Forn+ 1 <m <M+ N =13 =1.50 =k 5 -~ =

L Cm Cim4d fni Sont1

o For M, + N <m < M+ N+ MY — |

»*

; — -
T = T is

*

731 = 1("7;]” g {] /}) ‘fa— W + = m—l\ - J)/ + 1(7!'”1_“ = l')J‘

e - _ — -
* Y1 /7Cn - nz+l—l\ m—-/\ = Lil 'Ill € {0 2}

*

€ € —
Tm41 — Tm = 0 :”+] if ‘)m -

o Form > AM; + K + M*,

* Yo = W5
* Y5, = ﬂ,‘il:
* 7= Uml, G k) mh + L(m) = j)k+ 1(nd, = k)]

The policy v operates on the sequences {175, {u]}2%q. {01372, and {6,}7%,. where

w, fay <w8oru & {jk}h

=
<~

ko il > and uy = J;

n
Joo iag>7s and wy =k,

for all £ > 1. Similar to Lemma 5.1, one can show that the sequences {a/}75 . {u]}2L0. {or}i%, and
{01}72) satisly the assumptions A2-A5 and have the same joint distribution as {a;}7%,, {w/}3%o.
{o1}7%, and {61}5%,

[t is now immediate (by mimicking the proof of Proposition 5.1) that the policy 7 is admissible,

and that
QY(t) Q7 (1), Uty <U(1), t>0.
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Using again the same argument as those in the proof of Proposition 5.1, we obtain a policy £ € T
such that U < U™ and QY < Q™ (). forall 1> 0. g

Observe that the above proposition indicates only that the non-idling policies do at least as well

as idling policies. In order to decide which quene to switeh to, we have 1o use Proposition 5.1,

Combining the results of Propositions 6.1 and 7.1 we obtain that patient and impatient policies are
both optimal in slotted systems:

Corollary 7.1 Assume A2, A3. Ad and A5 hold. 16, = | a.s., and a,.7, € IN={0}. then, for
any policy # € 'NEN A, there cxists a policy o« € '0EV, sucl that

U =4 U1, Q7 (1) =, QU(1), Vi > 0.

A Appendix

Proof of Lemma 5.1.

Let us first show that the sequences {u 372, and {u;}Z, are identical in faw. Consider the case

where ¥y = p, @9 # py Xy #F gy < oy We have, ef (5.3) (5.),

o ]

— u! - o . > — L .
= Pluw,, =, = b, <a, )4 Plu, =aiou, = vpa, <

T

pon

< My )
! ! - Eh
+ Plu,, = v, = 0.0, <),

T

— p — ; —_ s Y — g — T
- P(“'nl - lly u’ll.'_) = &2, Ip,n < (//l|)+l (“Il] - ‘I'lﬁu’ll'_) - 'I‘Ze(lll] S Ip.” < (/712)

. or
+ P('ll."l = gy Uy, = 22,0y, S I )*.

P

= Plu,, =xy.up, = 13).

where we have used the independence assamption between {375, and {ag.a.68;}72, . together with

A5. The general proof is similar and is omitted for sake ol conciseness.

It remains to establish that {«/}7, is independent of {a;.a;,68,)7% . Let us consider a realization [
=1 ! Hi=1

of the input sequence {a;.00.6,}7%,.
Yor ay = p, vy # p. 2 # ¢ g < ng. it is readily scen that, ef. (5.3), (H.4).

P(u = :L'I,u:,,_) = x| 1)

pon

<dtg VY 4+ P, = aq0un, =201, 2 a, {1,

— D (. _ . _— g 5
= Plu,, = g0, =2, ¢ b

= Pl = qoitg, = | F], <a,, . DPFT, <a, 1)

pon P

+ Plun, =aq,un, = a0 | F, 2 a0, NP (F], 2, | 1),

pon P

= Plu,, =ux1,1u,, =22), (A1)



where we used A5 and the fact that {ug},2, is independent of {ar. 000 },2, (assumption A2).

Next. using the property that {u )y, and {uj ]2, areidentical in Taw, we get from (A1),

=1 ¢
> Lo L — P Lo Lo
P, =ar.a,, =ap [ 1)=Pu,, =0, =)
Again. the general proof is omitted for sake ol conciseness. g
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