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Résumé

Nous analysons dans cet article les performances de protocoles pour des systemes d’anneaux
a jetons ayant des contraintes sur le temps de cycle. Chaque station sur l’anneau peut avoir
une contrainte différente ainsi qu’une taille de tampon différente. Nous considérons deux
genres de service: (i) le cas 1-limité, ol un paquet au plus peut étre transmis par station a
chaque arrivée du jeton, et (ii) le service exhaustif, oi chaque station transmet des paquets
jusqu’a épuisement ou bien jusqu'a ce que la contrainte sur le temps de cycle ne soit plus
vérifiée. Le systeme que nous analysons est une approximation du protocole FDDI (Fiber
Distributed Data Interface) et du bus a anneaux IEEE 802.4. L’analyse utilise la méthode
de développement des probabilités stationaires en série de puissance en fonction de la charge
du systéme, introduite par Blanc [3] pour 'analyse de systémes de files d’attente multi-
dimensionels. Nous obtenons I’espérance du débit et du délai dans chaque station, ainsi que

les deux premiers moments de la taille des files d’attente.
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Abstract

We analyze in this paper the performance of Token Ring Protocols with constraints
on the cycle times. Each station may have a different cycle time constraint, and a
different number of buffers. We consider two types of service discipline in the different
stations: (i) the 1-limited case, where at most one packet may be transmitted from
each queue at each visit of the token and (i1) the exhaustive service discipline where
in each queue, packets are transmitted till either the queue empties or the cycle time
constraint in that queue is exceeded. The system we analyze approximates both the
FDDI protocol (Fiber Distributed Data Interface) and the IEEE 802.4 Token Bus
Standard. The technique of the analysis is based on the power-series expansions of
the state probabilities as functions of the load of the system, a method introduced by
Blanc [3] for analyzing multi dimensional queueing systems. We obtain the expected

throughput and delay in every station, as well as the first two moments of the queues’

length.

Keywords: Timed Token Rings, FDDI, power-series expansion.



1 Introduction

In recent years, a growing number of protocols for Lans (local area networls) and Mans
(Metropolitain area networks) have been developed and implemented, which use cycle time
constraints mechanisms. Such are the IEEE 802.4 Token Bus [1] and the FDDI (Fiber
Distributed Data Interference) standards [2},{11]. The need of cycle time constraints arrizes
due to the integration of real time traffic such as voice and video (known as isochronous
traffic) with non real time traffic, such as data and file transfers (nonisochronous traffic).
The role of the cycle time constraints is to prevent nonisochronous traffic to saturate the
system, which would cause intolerable transmission delays of the isochronous traffic. Both
the IEEE 802.4 and the FDDI standards may have different time constraints at different

nodes, which allows prioritization.

A large amount of literature exists on modeling and performance evaluation of token
ring protocols, see e.g. the survey by Takagi [13] and references therein. Even in the
absence of cycle time constraints, explicit solutions are often unavailable, and approxima-

tions, numerical methods or simmulations are the only available approaches for analysis.

Timed Token Protocols have first been suggested by Grow [6] and Ulm [16]. The
latter analyzes the influence of different parameters on the utilization of the ring. The
cycle time characterization have been analyzed by Johnson [7] and Sevcik and Johnson
[12]). Throughput analysis is provided by Dykeman and Bux {5] and Pang and Tobagi [10).
Waiting time analysis for Timed Token Rings with a single buffer are presented by Takagi
(14) and Nakamura et al. [9]. Tangemann and Sauer [15] analyze the FDDI protocol
and obtain several performance measures such as waiting times, throughput and blocking
probabilities for the case of several finite queues. They introduce several approximations

such as the assumption that gated service discipline is used in each station.

We consider two different Timed-Token Ring protocols, for which we obtain the ex-
pected throughput and delay in every station, as well as the first two moments of the
queues’ length. (i) the 1-limited case, where at most one packet may be transmitted from
each queue at each visit of the token and (ii) the exhaustive service discipline where in each
queue, packets are transmitted till either the queue empties or the cycle time constraint in
that queue is exceeded. We use an iterative scheme based on the power-series expansions
of the state probabilities as functions of the load of the system, a method introduced by

Blanc [3] for analyzing multi dimensional queueing systems. In [3] this method was used to



analyze the performance of a polling system operating under the Bernoulli regime. Meth-
ods for accelerating the rate of convergence of the iterative scheme as well as methods to

reduce the amount of memory required are presented there.

In the following Section we introduce the model and notations. In Sections 3 and 4
we then obtain the iterative scheme for the two Timed-Token Ring protocols. Numerical

results are finally presented in Section 5.

2 The Model and Notation

We consider a system with s queues. The waiting room in the ith queue, t = 0,1,...,5 -1
is denoted by m; > 1, which may be either finite or infinite. Packets arrive to queue j in
accordance with a Poisson process of parameter A;. The transmission (service) times in
queue j are identical independently distributed (i.i.d.) with an exponential distribution
with parameter pu;. The token visits the queues in a cyclic order, vz. 0,1,2,---,s —
1,0,1,2,---. We assume that the walking times, which are the time between the departure
of the token from the n-th visited queue and the arrival to the n+1-st queue, are negligible.
(This assumption could be relaxed, however this would complicate the iterative numerical
scheme, where at each step we would have to solve a system of linear equations instead of

performing only a few arithmetic operations). Denote by p; = A;/u;,0< j < s—1 and

p =3 32005

Queue j has a predetermined Target Token Rotation Time TTRT;, j = 0,...,s — 1.
(Since only nonisochronous traffic have cycle time constraints, we shall assume that queues
with isochronous trafic have infinite TTRT.) A transmission of a packet in queue j may
begin at time t only if the time elapsed since the last time that the token arrived to that
queue is strictly less than TTRT;. More precisely, let 7;(T) := sup,c7{ the token arrived
to station j at time t}. Each queue has local timers TRT; and THTj. The value of TRT;

at time T is given by
TRT; =T - 3(T), J=0,.,8-1

If upon arrival of the token to queue j, TRT; < TTRT; and the queue is non-empty then
a packet starts to be transmitted; the value of TRT; is copied to THT;; TRT; is then
reset to zero, and both THT; and T RT; continue counting up. Otherwise the token moves

to the next queue and TT RT; restarts counting.



Two types of service disciplines are considered in Section 3 and 4 respectively. (i) The
1-limited regime: when transmission of a packet ends in queue j, the token passes to the
next queue. (ii) The ezhaustive regime: when transmission of a packet ends in queue j,
the transmission of a new packet in that queue may begin if THT; < TTRT;. If upon
completion of transmission in queue j it is empty or THT; > TTRT, then the token
passes to the next queue. For the FDDI protocol, if a token rotation time exceeds the
target rotation time, the excess is compensated in the next cycle-time. However we shall

not include this feature in our model for the simplicity on the analysis.

Let n = (ng, nz,...,n,-1) be a vector of non-negative integer numbers. We shall make
use of the following key approximating assumption throughout the paper. Suppose that n
packets have been transmitted in the different queues in the time period [7;(T),T]. Then
at time T,

s—-1
TRT,~Y = (1)
j=0H
Similarly, if the token is in queue h, during the current visit there 7, packets have been
transmitted, and during the previous cycle (i.e. the time between the last two arrival
instants of the token to queue h) n packets have been transmitted from the different

queues, then we assume

THT, ~ 24501 (2)

We see from (1) and (2) that instead of summing the actual transmission times, we assume
that we may sum their expectations. We thus consider a token ring system where instead of
having a constraint on the actual cycle time, we have a constraint on a linear combination

of number of packets transmitled in the last cycle in the different queues.
We shall assume throughout the paper that the system is ergodic and in steady state.

I{E} denotes the indicator function of the event FE, and e; is a vector with zero
entries except an entry of one at the jth position, j = 0,2,...,s — 1. For any vector
a = {ag,...,a,_1} we shall understand throughout the paper a; = Q(j)mod(s) Whenever

j 2 s or j < 0; Moreover, |a| will denote the sum of absolute values of the components of
a.

In order to describe well the system, the state of the system has to include the number

of packets in the different queues N = {Ny,...,Ns_;}, the location of the token H €



{0,...,s — 1}, the value of the timers TRT, in the different queues j = 0,...,s — 1, and
the value of the timer THT in the queue where the token is currently. As in Blanc (3], it

suffices to consider the Markov Chain embedded at the events of an arrival to or the end
of service (transmission of a packet) in any queue.

In order to simplify the computations we shall use an equivalent description of the
state, which contains N and H, however instead of including the timers we include (1)
the vector U = {U,, Uy, ...,U,-1}, where U;, j # H represents the number of packets
transmitted at queue j during the last cycle, i.e. between the last visit of the token to
queue H and the current one; U;, j = H represents the number of packets transmitted
from queue H (where the token is currently) in the last visit there plus those transmitted
in the current visit of the token. (2) In the exhaustive case, we include the variable Q
which represents the number of packets transmitted in the current visit to queue H. (This
variable is clearly not necessary in the limited case, where at most one packet may be

transmitted in each visit of the token to any queue).

Suppose the token is actually in queue H = h. TRT and THT can be recovered in
that queue from U and @ by

TRTh = Q/u.

J
Ui
TAT, =3 %4+ &
S o

Due to the absence of walking times, U,Q and H are not defined when the system is
empty. The empty system is thus fully described by N = 0.

Following Blanc [3}, we express the arrival rates by

a;p = Aj, j=1,..,s.
We introduce the bilinear mapping of the interval [0, 1] to itself:

G20 (3)

where G is some constant that is chosen to obtain good rate of convergence for the nu-

merical procedure, under high load conditions (see [3]).



3 1-limited service discipline

According to the previous section, the state of the system is given by the tuple (N, U, H).

Denote V = {0,1}°. We now present the balance equations for the steady state probabil-

ities. For h=10,...,s—1,0 < n; <m; and Z;’;& u;/pu; < TTRT}

s-1
Z ’\jI{nj < mj} + ph)p(n,u,h) = (4)
1=0
s—1
= Z/\jp(n—ej,u,h)l{nj>0,nj>1ifj=h} (5)
=0
+ Awp(0)/{n =es}/{u =0} (6)
8
+ D snojI{na-j < mu_j} (M)
i=1
X Zp(n-i—eh_j,v,h—j) (8)
VeV
Xl:I{u;:O:i:h—-j-{-l,...,h-—l}]{uh_j=l} (9)
-1 hts~) w: h-1 . -
x[[1¢ 3 ;{+ Y. = >TTRTh_, ot nj_, =0 (10)
r=1 i=h b izh-r Y
X {vi=zu;:i=hh+1,..,h—-j—1lorj=s} (11)
+I{u = 0} (12)
xI{np_, =0, r=1,2,...,5-1} (13)

h=j4s-1
x I {nh+, =0or u,:ij + Z ﬂ >2TTRThyy, 7= 0,1,...,3—]')}] . (14)

1=h4r Hi
p(nyu,h)=0ifny =0 (15)
s-1 s—-1
S ap0) =57 Y wiplej,u, j) (16)
j=0 j=0uev

(4) represents the flow of probability out of state (n, u,h), whereas the right hand of the

equation represents the flow of probability into state (n,u, k). (5) corresponds to arrivals

6



to the different queues, when |n| > 2 (note that (4) is defined for ny > 0). (6) corresponds
to an arrival to the queue h when n = e,; note that this is the only case that need to
be considered when arrivals occur and |n| < 1. (7) corresponds to the end of service in
(transmission from) the different queues. If the last event was the end of service in queue
h — j, then the number of packets there before the end of that service was ns_; + 1 which
cannot be larger than the A — jth buffer’s size, from which the indicator in (7). The
variables v on which the summation is taken in (8) correspond to the state variable U
before the end of the service in queue h — j (whereas u corresponds to U at the beginning
of service of queue h). When the last queue to be served was h — j, we distinguish two
cases: (i) when the token left queue h — j then TRT), was smaller than TTRT}. (ii) when
the token left queue h — j then TRT};, was greater or equal to TTRT)},.

In the first case, it follows that u4.; = 1 and then u; = 0, i=h-j7+1,..,h—-1
(if j = s then u; = 0, i # h) and hence (9). Suppose that j # 1. The fact that
service ended in queue h — j and that the token is now in queue h rather than in queues
h—j+r,r=1,..,7- 1, means that those queues were either empty or that TRT}_;,,
exceeded TTRT}_;4, when the token visited them. This is expressed by (10). (11) places
restrictions on the v’s on which we sum in (8) is taken. It states that some values of the
state variable U need not have changed when the token moved from queue h — j to queue
h. If the last queue that was served was the same queue that is served now (i.e. j = s),
it means that a whole cycle has elapsed since, and therefore the v may be completely
different than u. Otherwise, less than a whole cycle has elapsed, and some values are

therefore common.

In the second case, more than a whole cycle elapsed since the token left queue h — j,
which explains (12). Suppose that j # 1. The fact that service ended in queue h — j
and that the token is now in queue h rather than in queves h—j 4+ r,r =1,...,7 -1,
means that those queues were empty (note that TRT}_;,, was zero wheI; queue h—j+r
was last visited). This is expressed in (13). The fact that after service ended in queue
h — 7, the token is now in queue h rather than in queves h+ r, »r = 0,...,s —~ j, means
that those queues were either empty or that TRT}4, exceeded TT RT, 4, when the token
visited them. This is expressed by (14).



Next we express the steady state probabilities using the following power series:

o181y " 6%b(kin,u,h), n#o0,

o =0 (17)
3" 65b(k;0).

k=0

p(p(8)in, u,h)

p(p(6);0)

We now replace p by 8 in the balance equations (4) according to (3), and substitute the
power-series (17) into the expressions for the steady state probabilities. Equating the
coefficiences of corresponding powers of 8 in the balance equations leads to the following
equations which are used later as the basic step in the iterative numerical scheme that
computes the coefficiences in (17). For h = 0,...,8- 1,0 < ny < my and }:;’__‘3 ui/pi <
TTRT};, we obtain:

(1 + G)urb(k;n,u,h) =

s-1
= G;L;,—Zajl{nj<mj} b(k — 1;n,u,h)I{k > 0}
3=0
s—1
+ Zajb(k;n—ej,u,h)l{nj >0,n; >1if j=h}
=0

+ apb(k;0)I{n = ey}I{u=0}

3
+ D pn-iI{nn-; < ma_j}
=1

(18)

X Z[(l +G)o(k—1;n+es_j,v,h—j)I{k>0} —Gblk-2;n+ex_j,v,h— j)I{k > 1}]

veV

X |:I{u,~=0:i=h—j+1,---,h—1}1{uh—j =1}

J-1 hts—; u: h-1
XH[{ Z =+ Z %ZTTRTA_,Ornh_,=O}

v
=1 i=h M opo, M
X I{vi=u;:i=hh+1,..,h—j—-1orj=s}
+I{u = 0}
xI{np_, =0, r=1,2,...,5-1}

h-j4+s-1
x I {nh+, =0or u;_l_j + Z E‘- >TTRTh4y, r=0,1,...,8— ])}] .
i=h4r :

(19)



The coefficiences of p(p(8);0) are computed by substituting the power series expansion

(17) of the steady state probabilities into the law of total probability, which yields

b(0;0)
b(k;0)

it

1,

-2 § > b(k—[nlin,u,k), k=1,2,.. (20)

In]<k h=0ueV

4 Performance Measures

We describe below the procedure through which we obtain the moments of the queues’
length, the expected waiting times and the expected throughputs. The moments of the
length of queue j, j =0,1,...,5s— 1 are given by

E{N} = k; o5 f,(k:ij), wv=1,2,.. (21)

where f,(k;j) are obtained from (17) and (21) and are given by

Lk = 5 S atbk - [nlinyuh), k=12, (22)

In|<k h=0ueV

In the actual numerical calculations, some techniques may be used to improve the rate of
convergence of the partial sums in (21) such as the epsilon algorithm and extrapolations
suggested in [3]. For the latter, suppose that we wish to calculate only the first M terms
fu(k;3),J=0,.,8=-1,k=1,...,M,v =1,2. Then instead of approximating (21) by the

truncated sum till the Mth element, a better approximation would be [3]:

M 0M+1
E{N}} =3 6 flki) + AM. )T (23)
k=1
and
M S 1 4 M+1
B{N} = 3 e ki + [ine, gy - ZELAZ P S LIS (g
k=1

The throughput A} of queue ¢, ¢ = 0,...,5— 1 is given by the probability that it is non

empty and h = i, times p;. Note that for an infinite queue, A7 = A;.



The expected soujourn time in the jth queue is then given by Little’s formulae £ {N}} /23,

and the expected waiting time there is given by

EW;) = E{N}} I} = 1/u;. (25)

5 Exhaustive service discipline

According to the previous section, the state of the system is given by the tuple (N, U, Q, H).

Denote

8~1 v
V= il;Io{O,l,...,l'u,»TTRTg]} X {0,1,..., max [uTTRT,]}

where [z] is the smallest integer larger or equal to z. We now present the balance equations
for the steady state probabilities. For h = 0,...,5s -1, 0 < n; < my, ¢ < u, and
!Zoui/ui < TTRT,

s—-1

(z AjI{n; < m;}+ pup)p(n,u,q,h) = (26)
j=0
s—1
= > Ajp(n-eju,q,h)[{n;>0,n;>1if j = h} (27)
Jj=0
Anp(0)]{n = e }I{u = 0} (28)
urp(n+ ex,u—ep, g — 1, h)I{ny < my}I{q > 0} (29)
3
+ Y pa-jI{nn-; < mp_;}{g = 0} (30)
1=1
x Y p(n+en;,v,Q,h—j) (31)
(v.Q)eVv
X[1{u,~=0:i=h—j+l,...,h-—l}]{uh_j>0} (32)
-1 h4s—) u h-1 v
x [T71 =+ = >TTRT,_, or np_, =0 (33)
r=1 1=h K t=h-r Hi
s-1 v;
XI{u;:j + Z ;‘- 2 TTRTh_; or np_; = 0} (34)
i=0 "
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x I{vi=u;:i=hh+1,. h=j=-1orj=s} (35)

x H{up_; = Q + 1} (36)
+I{u =0) (37)
xI{np_, =0, r=1,2,...,5 -1} (38)

h—j+s-1 _
x I {”M-r =0or(Q+ l)p;_l_j + Z _v_. > TTRTh4ry, 1 =0,1,...;8— ])}(}39)

t=h+r B
p(n,u,¢q,h)=0if np =0 (40)
s—-1 s-1
j=0 J=0(u,q)eV

Most of the terms in the above balance equations are the same as in the 1-limited case.
We describe the new trems, and the changes in existing terms. If transmission of a packet
ends in queue h, it is possible to go on transmitting packets in the same queue. This
is expressed in (29). Both here and in the 1-limited case, a service (transmission) was
initiated in queue h after it ended in queue h — j if all the queues in between, i.e. h—j+r,
r = 1,..,7 — 1, were either empty or TRT}_j4, exceeded TTRT)_;;+, when the token
visited them. This is expressed by (33). Here, however, another condition has to be
fulfilled, namely that queue h — j is also either empty, or TRT,_; exceeded TT RTh—;

when the transmission ended in that queue.

Next we express the steady state probabilities using the following power series:

e <}
p(p(6)in,u,q,h) = 615" 6*b(k;in,u,q,h), n#0,
o k=0 (42)
Y 6*b(k; 0).

k=0

p(p(6);0)

As in the previous Section, we equate the coefficiences of corresponding powers of
6 in the balance equations to obtain the following equations that are later used as the

basic step in the iterative numerical scheme that computes the coefficiences in (42). For

h=0,..,s-1,0 < ny < my, ¢ < up, and Zf__f& u;/pu; < TTRT}, we obtain:

(14 G)ub(k; n, u,q,h) = (43)

11



s-1

Guy, - Zajl{n,- < mj}| bk~ 1;n,u,q,h)I{k> 0}

1=0
s-1
+ Zajb(k;n—ej,u,q,h)l{nj >0,n; >1if j =h}
J=0

arb(k;0)I{n = en}/{u =0}
+ wrl(1+G)b(k—-1;n+exu—eng—1,A)I{k>0}
—Gb(k —1;n+ ex,u—en,q—1,h){k>1}]
xI{n, < my}I{q > 0}
+ Y wh-jl{np-j < ma_j}{q =0}
j=1

X Y. [(1+G(k-1;n+en;,v,Q,h—j)I{k>0}
(v.Q)eV

-Gb(k—-2;n+en_j,v,Q,h— j)I{k > 1}]

X |:I{u,~=0:i=h—j+1,...,h—1}1{uh_j > 0}

s-1
XI{[I-;l" + Z% 2 TTRTh_J or nh_j = 0}
i=0 ™

x I{vi=wuj:i=hh+1,.,h—j—1orj=s}
X I{un-; = Q + 1}

+I{u =0}

xI{np_y =0, r=1,2,...,7-1}

h=j+s-1
x I {nh+, =0or(Q+ l)u,:j + Z 5’- >2TTRThyy, T = 0,1,...,s—j)}} .
i=hyr 7

The coefficiences of p(p(8);0) are computed by substituting the power series expansion

12



(42) of the steady state probabilities into the law of total probability, which yields

b(0;0) 1,

- § > b(k—|nlin,u,h), k=1,2,.. (44)

Inf<k h=0 (u.0)€V

b(k;0)

6 Numerical results

The results which we obtained were validated using several tools, which are applicable
for both the limited and exhaustive service disciplines. For the case of infinite queues, a
way of checking the results is by checking whether the well known conservation law for

expected waiting times (e.g. [4]) is obtained, i.e.

s—-1 -1 (2) s-1

oA h
> PhE[W] = pz""’ L S Ly (45)
h=0 2(1 - p) 1= p oo Ha

(,3,(12) is the second moment of the service (transmission) time in queue h). For equal
service rates in the different queues {(and infinite buflers), we can check the correctness of
the results by verifying that the probability that there are k customers all together in the
system equals to the steady state probability of finding k customers in an M/M/1 queue
whose service rate is the same, and the arrival rate is the sum of the arrival rates to the

different queues.

To check the correctness of the cycle constraints mechanism, we used the following
model. We consider two infinite queues, where queue zero has no cycle time constraints
where as the constraint on the cycle time of queue one satisfies 0 < TTRT, < 1/u;. In
that case, it can be easily verified that the resulting model behaves exactly as a standard
M/M/1 queue with two priority classes, where queue zero has non-preemptive priority
over queue one. (This does not generalize for more than two queues). For that model,
results were thus compared to the corresponding performance measures of non-preemptive
priority M/M/1 queues. In figures 1 and 2 we present the expected queueing length as a
function of the load p. We chose A; = 0.5r, y; = 10.0, 1t = 0,1, r = 0,1,...9. We used
G = 0.5, and ran 10 iterations. The truncated version of the sum (21) and the extrapolated
sum (23) are compared with the explicit solution, and it is seen that for the low priority

queue, the extrapolated sum is very close to the true value and does significantly better

13



than the truncated sum, whereas in the high priority queue, both sums are quite close to

the exact value, but the extrapolated sum does slightly worse than the truncated sum.

Next we describe some results for the 1-limited case. The influence of the TTRT on
the expected waiting times is depicted in figure 3. We consider a system with three queues

with infinite buffers. The arrival rates to the queues are 1.5, 1, and 0.5 respectively, and
the service (transmission) rates are 20, 10 and 5 respectively. Only queue 1 is assumed to
have a cycle time constraint, equal to 0.1-r where r is a parameter, r = 1,2, 3,4, 5; queues
0 and 2 have no constraints. (In practice it may mean that in the first queue there are
non-isosynchronous traffic, whereas in the other queues the traffic is isosynchronous). We
chose G = 0.5 and performed 8 iterations. Figure 3 displays the expected waiting times

obtained by the extrapolation approach, i.e. by substituting (23) into (25). To check

the correctness of the results we compared 3"!=) p; E[W;] to the value obtained through
(45). Indeed, we obtained complete correspondence, namely in both cases we obtained
S 324 pi E[W;) = 0.012802. When applying the simple truncation method (i.e. summing
the first M terms in (21) instead of using (23)), the difference that we obtained was of

0.4%. Note that the expected waiting time in queue 1 is the longest among the queues
when it has TTRT, = 0.1, and it becomes the shortest when TTRT; = 0.4.

Figure 6 shows the influence of the load on the throughput in a system with 3 queues,
where the size of the first queue is two, the second is one, and the third queue is infinite.

We worked with the 1-limited model. We chose the arrival rate to the first and second
queues to be r where r is a parameter, r = 1,2,...,7,and the arrival rate to the third queue

is constant and equal to one. The service rates are all equal to 10. We chose TTRT = 0.1

in the first queue, and infinite in the others; G = 0.5 and the number of iterations is 12.

Next we describe some results obtained for the exhaustive case. In figure 5 we show
how the TTRT can be used to adjust priorities between two infinite queues. The TTRT
in queue D was chosen as 0.1r, where r is a parameter: r = 1,2,...,6. The TTRT in
queue 1 was chosen to decrease with r,i.e. TTRT; = 0.7 — 0.1r. The arrival rates are
Ao = A; = 1.5, and the service rates are go = g3 = 10. We ran 8 iterateions, and used
G = 0.5. Figure 5 shows the influence of the parameter r on the expected waiting times

in the queues. Here again, we display the expected waiting times as obtained by the
extrapolation scheme. We check the correctness of the results by comparing 3328 p; E(W;]

to the value obtained through (45). Indeed, we obtained full correspondence, namely

YiZo PiE[W,) = 0.012857. whereas 0.5% of difference is obtained by using the truncated
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scheme.

Finally, we present the influence of TTRT on the expected queues’ length in figure G.
We consider the exhaustive model with three queues, each containing two buffers. The
arrival rates are 1.5, 1.5 and 1 respectively, and the service rates are all 10. The TTRT
in queues 1 and 2 is 0.2, whereas in queue 0 it is given by 0.1r, r = 1,2,...,6. We ran 8

iterations, and chose G = 0.5.
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Figure 1: expected length of the queue with non-preemptive priority. Nal is the truncated

sum of first 10 summands, Nalx is the extrapolated sum, and q1l is the exact value.
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Figure 2: expected length of the queue with low priority. Nbl is the truncated sum of

first 10 summands, Nb1x is the extrapolated sum, and q2 is the exact value.
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Figure 3: expected waiting times as function of TT RT in the second queue (i.e. in queue

1). w; denotes the expected waiting time in queue 1, : = 0,1,2.

18



w
38
T

Figure 4: expected throughput as a function of the load p. tp, denotes the expected
throughput of queue ¢,¢ =0,1,2.
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Figure 5: influence of TTRT on expected waiting times in 2 priority queues. w — i denotes

the expected waiting time in queue 7,1 = 0, 1.
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Figure 6: influence of TTRT on expected queues’ length. ni: denotes the expected waiting

time in queue i, 7 = 0,1.
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