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Models and resolution principles
for logical meta-programming languages

Henning Christiansen

Abstract.

Meta-programming extends logic programming with the possibility of having a program to create or analyze
other programs represented as data structures and to give queries dynamically to these programs. Thus lan-
guages for meta-programming represent a logical formalism in which logical theories can refer to provability
in arbitrary other, perhaps dynamically generated, theories.

The importance is stressed of allowing variables in the program representation which stand for unknown
program fragments, even in the program currently under execution. This can be used, for example, for
hypothetical reasoning where a program generates the hypotheses to be tested or for program generation in
the sense that an interpreter fills in the missing program parts. It may lead to a more declarative style of,
e.g., program generation — the meta-program can specify properties of the desired programs at a higher
level of abstraction and the detailed synthesis is put in the hands of an implementation.

The declarative semantics is described in terms of Herbrand-models analogous to those normally used
for plain logic programs and the well-known fixed-point results generalize immediately. The procedural
semantics is given as a resolution method which is shown to be sound and complete. Complete resolution
for meta-programming languages is more complicated than usual due to the possibility of uninstantiated
variables which stand for unknown parts of the program currently under execution.

Modeles et principes de résolution
pour les langages de méta-programmation en logique

Henning Christiansen

Résumé

La méta-programmation étend la programmation en logique en permettant & un programme de créer ou
d’analyser d’autres programmes représentés comme des structures de données et d’adresser dynamiquement
des requétes A ces programmes. Ainsi les langages de méta-programmation constituent un formalisme logique
dans lequel des théories logiques peuvent se référer a la prouvabilité dans n’importe quelles autres théories,
éventuellement créées dynamiquement.

1l est particuliérement important de permettre 1’utilisation de variables dans la représentation des pro-
grammes pour dénoter des fragments de programme inconnus, et ceci méme dans le programme en cours
d’exécution. Cela peut par exemple servir pour le raisonnement hypothétique oit un programme engendre
les hypothéses a tester ou pour la génération de programmes dans la mesure ou un interpréte remplit les
portions manquantes du programme. Cela peut conduire & un style plus déclaratif, par exemple pour la
génération de programmes: le méta-programme peut spécifier les propriétés des programmes désirés & un
plus haut niveau d’abstraction et la synthése précise est I’affaire d’une implémentation.

La sémantique déclarative est décrite en termes de modéles de Herbrand, analogues a ceux habituellement
utilisés pour les programmes logiques et les résultats de point fixe bien connus se généralisent immédiatement.
La sémantique opérationnelle est donnée sous la forme d’une méthode de résolution dont on démontre la
correction et la complétude. Une résolution compléte pour les langages de méta-programmation est plus
compliquée que la résolution usuelle du fait de la possibilité d’avoir des variables non instanciées représentant
des portions inconnues du programme en cours d’exécution.
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Abstract. Meta-programming extends logic programming with the possibility of having a
program to create or analyze other programs represented as data structures and to give queries
dynamically to these programs. Thus languages for meta-programming represent a logical
formalism in which logical theories can refer to provability in arbitrary other, perhaps dy-
namically generated, theories.

The importance is stressed of allowing variables in the program representation which stand
for unknown program fragments, even in the program currently under execution. This can
be used, for example, for hypothetical reasoning where a program generates the hypotheses
to be tested or for program generation in the sense that an interpreter fills in the missing
program parts. It may lead to a more declarative style of, e.g., program generation — the
meta-program can specify properties of the desired programs at a higher level of abstraction
and the detailed synthesis is put in the hands of an implementation.

The declarative semantics is described in terms of Herbrand-models analogous to those
normally used for plain logic programs and the well-known fixed-point results generalize
immediately. The procedural semantics is given as a resolution method which is shown to be
sound and complete. Resolution for meta-programming languages is more complicated than
usual due to the possibility of uninstantiated variables which stand for unknown parts of the
program currently under execution.

1 Introduction

In this paper, we study the semantics of logical meta-programming languages. The distin-
guishing feature of a meta-programming language is the representation of the language’s syn-
tax and semantics within itself. So, for example, a program may analyze or synthesize other
programs or perhaps manage sets of other programs. For applications of meta-programming
techniques see, e.g., (Kowalski, 1979, Bowen, Kowalski, 1982, Bowen, 1985, Abramson,
Rogers, 1989, Bruynooghe, 1990).

We describe the declarative and procedural semantics for such languages in which we allow
logical variables as placeholders for program fragments. This means that we can describe
hypothetical reasoning in which a program generates the hypotheses to be tested. Or an
interpreter can be used as a program generator, queries can be executed in, perhaps partially
or completely, unknown programs and the implementation completes the program as much
as needed.

More precisely, we study the semantics of logical meta-programming languages with re-
flexive constructs corresponding the classical, binary demo-predicate,

demo( goal, program-representation).

It takes as arguments a goal and a ground representation of a program and it succeeds if the
goal can be proved in the program represented by the second argument. A variable here



will thus represent an unknown piece of program text. In the literature about these matters,
however, there seems to be a tacit agreement that the second argument always is instantiated
to a ground value, i.e., it represents a determinate program, when a call of demo is reached by
execution. In the paper by Bowen and Kowalski (1982) which introduced the demo predicate,
the semantics is specified by a sketch of an interpreter. Unfortunately, the delicate parts of
the interpreter that might give a hint on how to treat such variables are omitted. In Hill and
Lloyd’s (1989) more detailed study of such interpreters, alas, the program clauses are, as a
formal manipulation, represented by global facts. Thus, they can only be completely given.
Assumptions of this sort, that some variables must be grounded when certain goals are called,
are usually not appreciated in the influential circles of logic programming for several good
reasons.
— The intended, procedural semantics is obviously not complete.
— A very operational view, considering the variables’ order of instantiation, is needed in
order to understand a program.
This state-of-the-art is not only unsatisfactory from a formalistic point of view, it also pre-
cludes a vast potentiality of interesting computations. Why should an interpreter only be
used for executing programs? A complete implementation may also create new programs,
or finish program sketches — by providing suitable values for variables which stand for pro-
gram fragments. We may thus hope for a more declarative style of meta-programming in the
sense that our meta-programs can change from the present-day detailed synthesis/analysis
into specifying more abstract properties about programs. In this paper we provide at least a
basis giving a declarative as well as a sound and complete, procedural semantics.

Our approach is described for language called generative clause programs, or Gep, intro-
duced in (Christiansen, 1990a). It corresponds to definite clause programs, i.e., plain, pure
Prolog programs, extended with a demo(-, —) predicate, but it has a more uniform struc-
ture which simplifies the formal expositions. Consider, as an example, the following definite
clause whose body contains a call of a demo predicate.

p:—- q, demo(r, Prog)

It specifies that goal p can be proved if g and r can be proved; q in the same program as p, rin
the program represented by the term Prog. In our language, this clause is written as follows.

pin Var:— qin Var, rin Prog.

When this rule is chosen for the execution of p, the variable Var will be bound to a repre-
sentation of the current program which, then, is carried over to ¢ — whereas r is executed
in another program, Prog. The syntactic constellation of goal and program representation is
called a meta-goal and it serves as the fundamental syntactic and semantic category in our
approach.

We use a ground representation of programs within themselves, i.e., in the sample clause
above, the variables in Prog are represented by special constant symbols. An actual variable
in Prog, on the other hand, would represent an unknown piece of program text. Consider, as
an example, the following meta-goal.

pX)in[---p(*x):= Y -]

The X in the goal p(X) is a variable which communicates values between this meta-goal and
its context, the *x is a constant which denotes a variable, which, then, serves as a locally
quantified variable, whereas Y is a variable which communicates values that represent pro-
gram fragments. As we will argue in section 2, the ground representation implies a dynamic
potentiality for program synthesis which is not present if implications as goals and explicit
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quantification is used instead; Giordano, Martelli, and Rossi (1991) provides a study of the
semantics of this sort of languages.

Now, this uniform, syntactic structure makes it quite straightforward to generalize the
model-based, declarative semantics of Dcp (or pure Prolog). We propose Herbrand mod-
els consisting of ground meta-goals and the usual fixed-point characterization of the least
such model generalizes immediately.

In a similar way, we generalize the well-known SLo-resolution principle for Dcp to Gep.
For reasons of analogy, we talk about Si.g-resolution. It consists roughly of the same steps as
ordinary Stp-resolution for plain logic programs (van Emden, Kowalski, 1976, Lloyd, 1987).
However, new techniques are needed in order to handle selection of clauses and goals from
not yet known programs and to represent the renaming of variables etc. for such objects. Our
resolution states are systems of equations between suitably generalized terms. Unification is
made by an adaptation of the algorithm given by Martelli and Montanari (1982). However,
the termination of our unification algorithm has not been proved yet and remains, thus, as
a conjecture.

Finally, we present a limited version of the resolution method, which we call weak Sic-
resolution, for the special cases in which no non-ground parts appears. Here our resolution
method collapses to a simple interpreter in the style described by Bowen and Kowalski (1982)
and studied in more detail by Hill and Lloyd (1989). This is obviously not complete but it an-
ticipates efficient implementations, e.g., in the style of Bacha (1987, 1988). This is basically
compilation 4 /a Prolog extended with separate (but possibly structure sharing, Christiansen,
1989b) program spaces and with dynamic calls of the compiler when needed.

Overview
In section 2, we give an overview of other work concerned with the semantics of logical meta-
programming languages and related topics. Section 3 explains our choice of a syntax for a
meta-programming language. Section 4 gives the model-based semantics. Due to the uniform
syntactic structure of Ger, our developments become a mere rephrasing of the standard results
for Dcp (Lloyd, 1987).

Section 5 on StG-resolution is far the most difficult part of the paper since it have to develop
a theory of suitably generalized terms, substitutions and unification from scratch in order to
cope with the complexity imposed by the execution of unknown program fragments.

The final section provides for a summary and some discussion together with a longer ex-
ample of a resolution process — which we also use to illustrate the need for the development
of a methodology for using the resolution method.
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The model-based, declarative semantics and the fixed-point results have been presented
at the Second Workshop on Meta-programming in Logic in Leuven, Belgium, (Christiansen,
1990a).

2 Related work

Levels of expressibility _ ,
Provability and truth predicates has been studied extensively within mathematical logic, es-
pecially in modal logic. These result, however, cannot be directly applied to the general meta-



programming situation. The “classical” results — (Kripke, 1975) is a primary reference —
are concerned with truth statements about a given theory (or program), and truth statements
about such truths, etc. Reflexive meta-programming in the sense considered in the present
paper is concerned with systems of many concurrent and equally important theories — and
each theory may access other theories in arbitrary ways; see fig. 1 below.

g

Fig. 1 a. Classical truth predicates Fig. 1 b. General meta-programming

Kripke (1975) has described Herbrand-like models for logical languages equipped with such
a truth predicate. The same situation has been studied in modal logic as necessity (the box
operator) can be interpreted as provability (e.g., Boolos, 1979, Smoryniski, 1984, 1985).

An obvious extension of first order logic towards a more general notion of provability is
to use the well-known deduction theorem (e.g., Shoenfield, 1967, or Enderton, 1972) which
can be phrased as follows.

A is provable in theory T extended with F iff F = AisprovableinT.

This makes possible a simple form of hypothetical reasoning: “If it were the case that F (in
addition to what we already know), what about A?”. In general, this principle provides a
method for local extensions of the current theory. We can illustrate this by another intuitive
diagram, fig. 2, indicating an expressibility in between fig. 1aand 1 b.

/
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Fig. 2. Local extensions of current theory

Logic programming languages with facilities for extending the current program with partic-
ular formulas has been studied, among others, by (Gabbay, Reyle, 1984), (Warren, 1984),
(Nait Abdallah, 1986, 1989), (Miller, 1986, 1989), (Monteiro, Porto, 1989), and (Giordano,
Martelli, Rossi, 1991). Referring to the deduction theorem, this may be shaped linguistically
by allowing implications as goals in the body of clauses, e.g.,

p—-...F=3A, ...

These proposed extensions are, however, purely static, the programs as well as their exten-
sions has to be given in the program text.




From a strictly logical point of view, it may be cleaner to consider the language as con-
sisting of (particular) formulas of first order logic with provability encoded as implication
and the scope of each variable indicated by explicit quantification. On the other hand, this
excludes the possibility to have the clauses to be added (i.e., the “F’’ above) synthesized in
an arbitrary fashion by other predicates. A variable, X, is only meaningful within the scope
given by a quantification of X — it cannot be treated as plain data when putting a new clause
together. Using a ground representation as proposed in Godel (Burt, Hill, Lloyd, 1990) or
the present paper, a constant such as *x (which denotes a variable) can appear everywhere
and the full power of logic programming can be used to synthesize new program clauses. So
languages with implication goals are more like logic programming with modules.

The programs in such languages can be seen as special cases of generative clause programs,
in which each rule takes the form as follows; the ampersand represents program extension.

--inContext :— ---in Context & static-extension, - - -

Correspondingly, semantic definitions (e.g., Nait Abdallah, 1986, 1989, Miller, 1986, Gior-
dano, Martelli, Rossi, 1991) for these languages can be seen as special cases of our Herbrand-
models.

Our semantic models are related to Nait Abdallah’s (1986, 1989) models for a logical
language with modules (called “procedures”). His models consist of pairs, called ions, of goal
and program parts and he obtains a fixed-point characterization of a least Herbrand-model
similar to ours. Broghi, Lamma, and Mello (1990) consider the semantics of a language
identical to Nait Abdallah’s and give an almost identical, model-based semantics; the only
difference is that the program components of their semantic objects are sets of sub-program
names instead of the clauses themselves. They also give a resolution method which is related
to our weak SrG-resolution. Goguen and Meseguer (1984) describe an extension of Dcp with
equality and generic modules. The paper does not give an explicit semantic definition for the
module concepts, but refers to it as a special case of “institutions” (Goguen, Burstall, 1984).

Approaches related to the semantics of meta-programming languages
For languages with implication goals (i.e., static modules, cf. above), Giordano, Martelli,
and Rossi (1991) have shown how different interpretations of the implication symbol lead
to languages with either dynamic or static visibility rules or with “closed modules” which
corresponds to a static version of the demo(-, —) predicate. They show how possible worlds
— or Kripke — models (Kripke, 1963, Boolos, 1979, Smorynski, 1973) can be given for
each of these languages. In (Giordano, Martelli, 1991) it is furthermore shown that each of
these languages can be interpreted within the modal logic S4 (see, e.g., Boolos, 1979), letting
the operators in the logical languages stand for different combinations of modal operators.
The only known approach which addresses the semantics of logical meta-programming
languages with built-in reflexive constructs of the sort we have in mind is made by Subrama-
nian (1989). He considers a language with a unary demo predicate in the style of (Kripke,
1975). Provability of a goal, g, in an arbitrary theory T, i.e., binary demo, is with reference
to the deduction theorem attempted described follows.

demo([g « T1)

(The brackets denote Godel numbering, and the theory is identified with the conjunction of
its clauses). The unary demo satisfies the following axioms.

demo([V]) « V
demo([V]) « demo([V « U}) Ademo([UY)



Due to the first axiom, the binary demo amounts, not to provability in 7, but in the “current”
theory extended with 7. l.e., the approach is concerned with static extension (fig. 2) and not
with provability in arbitrary theory (fig. 1 b). A model-based semantics is given which is not
based on Herbrand models; for some reason, model forcing (Robinson, 1971, Marek, 1988)
is used in the referenced approach in order to ensure the desired continuity and fixed-point
properties.

The straightforward use of Gddel numbering, although well-suited for theoretical stud-
ies, should also be avoided in a programming language since the “Gddel brackets” serve as
a quotation mechanism and there is no corresponding “un-quote” to take care of the com-
munication of values, whether this be in the goal part or variables which stand for program
fragments.

There are several examples of model-based semantic definitions for languages which extend
Dcp with constructs for accessing the individual components of a goal, e.g., the predicate
symbol, thereby enabling a sort of higher order logic. See, €.g., (Costantini, 1990, Sugano,
1990). The usual fixed-point semantics generalizes immediately in these cases. However,
this comes as no surprise since this expressibility can be simulated in Dcp writing goals as
lists, i.e., write “[p, X, y, z]” instead of “p( x, y, z)”. In this way it is possible to write “meta-
level” or “reflective’ clauses of the following sort.

[Pred | Args] — - -

Therefore we have not paid attention to such facilities in our choice of a syntax and in our
semantic models.t

However, we may object that these languages support only the syntactic aspect of meta-
programming giving tools for elaborating the syntactic structures of the language. The se-
mantic part, on the other hand, i.e., the execution of generated program text is not covered,
although the syntactic tools are present which in principle make it possible to write an inter-
preter. Our own experience with the development of a resolution method of full generality
shows that writing such an interpreter will be a very complex task.

The Reflective Prolog language (Costantini, Lanzarone, 1988, Costantini, 1990) provides
an interesting possibility at the semantic level. Here new clauses can extend the underlying
interpreter to take special care of, say, predicates which are symmetric.

The Godel language (Burt, Hill, Lloyd, 1990) supports the syntactic portion of meta-
programming by means of an elaborate type system together with a catalogue of auxiliary
predicates for meta-programming. The semantic representation is not supported in Godel.

An often used method to describe the meaning of programs which call a demo predicate is to
program the demo predicate in the logic language at hand, i.e., to write an interpreter for it.
This may be an acceptable way to specify a predicate with the arbitrary name demo, but it is
not a good way to define the semantics of a meta-programming language. It is not satisfactory
from either a theoretical or practical point of view, since the models (and proofs!) thus become
dominated by statements about the interpreters internal mode of operation — blurring what
actually is being proved. Furthermore, none of the interpreters presented in the literature
describe how to handle uninstantiated variables which stand in the position of a program
fragments. In Bowen and Kowalski’s (1982) interpreter for the binary demo predicate it is
unclear what the meaning of a call with a non-ground program argument should be since the
more delicate parts of the interpreter are left unspecified. In Hill and Lloyd’s (1989) more
detailed studies of interpreter algorithms, the program argument is implicitly assumed to be

t This is, on the other hand, not an argument for not having clean facilities in a practical
programming language for this purpose! See, e.g., (Costantini, Lanzarone, 1988).
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ground since it is not actually given as an argument but stored in global facts which can be
consulted by the interpreter. Moreover, it is difficult to give a satisfactory treatment of the
case where the interpreter is called from interpreted code.

These problems do not arise in our declarative semantic approach since each goal carries
the program in which it is being proved — and no interpreter program is mixed up with
the semantics of the language. The confusing distinction between “object-level” and “meta-
level” computation made in the works referenced above disappears.

In the choice of the generative clause language, we have concentrated on having an as simple
and uniform structure as possible, in order to achieve a clear semantics. The syntactic de-
notation function which maps ground program representations to programs (with variables)
eliminates the need for a type system or special predicates. Again, this simplifies the seman-
tic definitions but the robustness of a type system such as Godel’s (Burt, Hill, Lloyd, 1990)
may be appropriate for a language intended for practical use.

Resolution

Execution of normal logic programs is usually based on unification (Robinson, 1965). A goal
is selected and unified with the head of some clause and new substitutions for variables arise.
The body of the clause replaces the selected goal and the process continues until it hopefully
terminates — and the result can be output as a substitution. This process has been formalized
as SLp-resolution (van Emden, Kowalski, 1976, Lloyd, 1987).

The dependencies which arise in the general execution of meta-logical programs are un-
fortunately more complex than what can be described by substitutions. This is due to the
possibility of variables standing for parts of the program currently under execution. Con-
straint logic programming (Jaffar, Lassez, 1987, Jaffar, Michaylov, 1987) is concerned with
logic programs extended with dependencies which cannot be handled by unification, e.g.,
numerical constraint such as X > 5. The strategy for executing constraint logic programs
is to split up the state into a substitution and a set constraints which, then, is simplified by
a separate machinery. However, the constraint logic methodology does not give a general
method for simplifying the constraint nor for deciding whether they actually have a solution.

Our resolution method is a generalization of work done by Martelli and Montanari (1982).
They formulate unification as a procedure which transforms equations into a normal form. A
normal form corresponds to an idempotent substitution, i.e., no variable in the left hand side
of an equation can occur at the right hand side. Each resolution step involves the addition of
an equation

selected-goal = head-of-clause

to the existing systems of equations and a following application of the transformation algo-
rithm. An advantage of this approach to unification is that it gives a natural way of handling
the occur check problem.

In our case, the equations may, furthermore, contain calls of functions which stand for the
composition of the syntactic denotation function and a variable renaming function.

Another source of inspiration has been Bonnier’s (1989) generalization of the Martelli-
Montanari approach to logic programs with calls of externally defined functions, e.g., written
in some procedural language. Such function calls will remain unreduced in the systems of
equations until their arguments become ground, then they can be reduced into other ground
terms.



Relation to logical grammars

The present work has its origin in the author’s previous work on adaptable grammars for
programming languages (Christiansen, 1985, 1986b, 1988). Using such grammars, the dec-
laration of, say, a variable is described by adding a production rule to the grammar which
states the existence of exactly that variable. The intermediate consequence operator defined
for Dcp in the present paper is actually a restatement in a logical context of the syntactic
derivation relation for these grammars. In a similar way, the weak version of SLG-resolution
is inherent in a nondeterministic parsing algorithm presented in (Christiansen, 1986b).

In (Christiansen, 1986a) we made a first, ad-hoc, (and semantically insecure!) implemen-
tation in Prolog of a subclass of such grammars based on dynamic, local extensions. The
close correspondence between the grammars and meta-logic was discovered in an attempt
to implement the grammars in a more clean way as a proper extension of Prolog’s definite
clause grammars (Christiansen, 1989a, 1990b). The paper by Deransart and Maluszynski
(1985) which shows a similar relationship between attribute grammars and definite clause
programs provided the inspiration for this approach.

Recently, a similar, grammatical concept based on the principle of static, local extensions
has been suggested by (Pareschi, Miller, 1990).

3 A syntax for meta-programming in logic

The language of generative clause programs generalizes definite clause — or pure Prolog
— programs, from which we take the basic syntactic notions. The special constants defined
below will be used as ground names for variables.

Definition 3.1. The notions of constants, variables, functors, terms, variants of a term, and
ground terms are defined as usual.
For any variable, v, assume a family of constant symbols, called special constants,

ky doky kkky
O

In this and the following section a general understanding of these concepts is sufficient, how-
ever, in section 5 on resolution we will define the notions more carefully.

A usual logical goal represents a statement which is expected to be provable in some pro-
gram. In a meta-programming environment there are many simultaneous programs involved
and therefore we introduce the notion of a meta-goal which consists of a goal together with
the program in which it is expected to be true. The symbol “in” is a particular binary functor.

Definition 3.2. A meta-goal is a term of the form
GinP.

The subterms G and P are called goal and program parts, respectively.
A generative clause is a term of the form

MO:—M'[,...,Mn, 'IZO,
where My, ..., M, are meta-goals. In the case n =0, a clause is of the form
Mg :~ TRUE,

where TRUE is a distinguished constant.
A generative clause program is a list of generative clauses.
O



We think of TrRUE not as a meta-goal which is true by default, rather, it is a marker which
indicates the presence of zero meta-goals.

The fact that we view a program as a list of clauses, as opposed to a set, facilitates the
representation of programs within themselves. Neither do we do not need to axiomatize
separate operators for adding and removing clauses from programs, etc., as is necessary in
MetaProlog (Bowen, Weinberg, 1985, Bowen, 1985). The program part on the head of a
clause will — in the semantics of Gep to be introduced in the following — be unified with
a representation of the current program and thus, we do not need a pseudo-predicate as in
MetaProlog, for getting access to it.

On the other hand, this convention implies a strong, syntactic equivalence relation for
programs; we will return to this point in section 6.

Note. Program parts in the head of a rule may in principle express strange conditions on
the applicability of the rule. Writing, e.g., [-, —, —] would disable a rule in all but three-rule
programs. We believe that in any reasonable program, this program part will consist of a
variable. However, for simplicity we will not put any syntactic restrictions into the language
for this purpose.

a

The relation between certain ground terms and the programs they denote is defined by a
function, D, below.t

Definition 3.3. The syntactic denotation function for generative clause programs is the func-
tion, D, from the set of ground terms to the set of terms defined inductively as follows.

Dllcll =¢, forany non-special constant, c,
Dl **v]] = *~1v, for any variable vand n > 1,
@”.f(t]v e ’III)H =f(®[l[1 us erey Q)[[IIIH)

Whenever D[[1]] = ¢, we say that ¢ denotes r'.
]

Note in the second clause that the right hand side is a variable for n = 1, a constant otherwise.

Observation. For any term, there exists a ground term denoting it, i.e., all terms are deno-
table.
0

For example, the term *x denotes a variable whereas **x denotes a term which denotes a
variable. The term,

p(*x, *y) in *prog :—
q(*x) in [(q(**x) in **prog :— *y) | *prog]
denotes the following clause; the capital letters indicate “real” variables.
p(X, Y) in Prog :-
q(X) in [(q(*x) in *prog :— Y) | Prog]

The meta-goal in the body contains a subterm, which serves as a template for a new rule to
extend the current program. If Y is instantiated to, say, “r(*x, **z) in *prog”, the template
will denote the following rule.

t Le., instead of using a mapping from terms to the Godel representation, usually denoted
[-], we use a mapping in the other direction.



q(X) in Prog :- r(X, *z) in Prog

Notational shorthands. The goals in d generative clause need not be equipped with ex-

plicit program parts. This is not part of the formal definition but is viewed as a notational

convention. For any generative clause, the following shorthands apply in the given order:

¢ If, in a meta-goal, M; = G, in P;, in the body of a clause, the program part, P;, is identical
to the program part for the head of the clause, M; can be written simply as G;.

¢ If the program part in the head of a clause, My = Gy in Py, is a variable which does not
appear anywhere else in the clause, M, can be written simply as Gg.

a

This gives a natural injection of definite clause programs into the set of generative clause
programs. The following rule, for example,

a:—b,c
is, according to our notational conventions, an abbreviated form of a rule,
ainP.—binP,cinP.

Our implementation of generative clause programs includes a where-notation and a function
symbol, &, for combination of grammars, which allow the sample clause above to be written
as follows.

p(X, Y) in Prog :—
q(X) in New-prog

where
New-prog = [New-rule] & Prog,
New-rule = (q(*x) - *progin Y).

4 A model-theoretical semantics

Here we define the declarative semantics of generative clause programs as a least Herbrand
model. As for definite clause programs, this model can be characterized as the least fixed-
point of an immediate consequence operator which is a mapping from Herbrand interpreta-
tions to Herbrand interpretations (van Emden, Kowalski, 1976). Our development is quite
traditional except that our Herbrand interpretations are concerned with meta-goals instead
of with goals and that we cover all possible programs by one and the same model. In the
following, we adopt the concepts and notation of (Lloyd, 1987).

The following notion of self-containedness is central for the semantics of generative clause
programs. A self-contained clause instance is one which — via the syntactic encoding — is
an instance of a pattern found in the program part of its head. The intuitive meaning of this
is clarified by an example following the definition.

Definition 4.1. A ground instance of a generative clause,
C= ((GinP)-B

is said to be self-contained if ‘D|[P]} has an instance of the form
[.--,C,--].

0

Example 4.1. There is no circularity problem in this definition. A self-contained clause
instance does not contain structures isomorphic to itself. What it contains is a representation

10



of a clause of which it is an instance — and that is something quite different. In this example
we will illustrate both the notion of self-containedness and its relation to semantics of the
languages to be defined below.

Let P, be an abbreviation for the following ground term,

[(p(*2)in *x :— rin*x,q(*z) in Py), (r in *x :— TrUE)],
where, again, P, abbreviates
[g(a) in **x :— TRUE].

P, and ‘P, are purely textual inventions used in order to make this example readable, we do
not introduce any kind of meta-meta-variables or the like.

We will argue informally that the meta-goal (p(Y)in B) is true when Y takes the value a.
In order to justify this, we see that its program part denotes a program,

[Pp@)inX = rinX,q(Z) in Q’l’), (rinX :— Trug)].

where P; abbreviates {g(a)in*x:— Trui]. We select the firstclause and instantiate Z toa and
X to P and we get the — self-contained — clause instance

p(a)in By~ rin By, q(a) in 7.

The head of this clause instance is identical to the meta-goal we wanted to prove, so to jus-
tify our initial claim, we must prove the meta-goals in the body. The first one is true since
its program part denotes a program (the same as above) which has a clause which has the
following self-contained instance.

rin P, :— TRUE
The second meta-goal is true since its program part 2P| denotes a program with one clause,
g(a)in X :— TRrUE.

And instantiating X to P} yields a self-contained instance whose head is identical to the meta-
goal and whose body is TRUE.

So self-contained clauses are those that arise when a clause is selected in a given meta-
goal’s program part and its head gets unified the meta-goal.
0O

For a definite clause program any instance of a rule can be applied freely in a proof, but in the
generative case, we are only interested in those instances that are self-contained. In order to
define a suitable notion of Herbrand models for generative programs, there are two possibil-
ities. Either we can define the truth of a generative clause involving this constraint or we can
develop the theory for a set of axioms consisting of all self-contained clause instances. For
technical reasons we take the latter of these two approaches which otherwise are equivalent.

Definition 4.2. The set of axioms of generative clause programs, AXIoMsge, is the set of all
self-contained generative clause instances.
An Herbrand interpretation for generative clause programs is a set of ground meta-goals.
An Herbrand model for generative clause programs is an Herbrand interpretation, ‘M,
such that for each

M:=-M,,....M, ¢ AXIOMSGe,
it holds that
{My,...,Mn} C M impliesM ¢ M.

11
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AXIOMSGe» 1S equivalent to an infinite,t definite clause program concerned with a predicate
“in” and thus we know from (Lloyd, 87) that the intersection of a non-empty set of Herbrand
models itself is an Herbrand model. The intersection of all Herbrand models for generative
clause programs is called the /east Herbrand model and will be denoted MG,

We define the immediate consequence operator for Ger as follows.

Definition 4.3. The mapping T from Herbrand interpretations to Herbrand interpretations
is defined as follows.

TG (I) = {M | There exists
M—-M....M, ¢ AXiOMSGe
such that
{My,....Mz} C 1)

g

TO< is identical to the usual transformation, Tp, defined for a definite clause program, P,
where in this case P is identified with AxioMsg, as above. Hence we know from (Lloyd,
1987, chapters 1 and 2) that T9* is continuous and has a least fixed-point, Ifp(TS), and
finally:

Theorem4.1. (Fixed-point characterization of the least Herbrand model for generative clause
programs).
M Gep = [fp(TGC”) = 'I’GCP] w
O
Observation. Let prp, denote a definite clause program and ptg., be the text denoting its

injection as a generative clause program. (The injection given by our notational conventions;
section 3 above). Then, for all ground goal instances, g,

g€ MPtDcp
if and only if
ginpig, € MO,

where MPchp is the usual least Herbrand model for the definite clause program denoted by
Plpe- L.£., Dcp constitutes a proper sublanguage of Gep — with respect to the semantic as

well as the syntactic aspect.
0

Example 4.2. Let now P stand for the following non-ground term.
[(p(*y)in*x:~ rin *x,Z), (rin *x:— TrUE), (g(a) in *x :— TRUE)]

The model-based, declarative semantics tells that the meta-goal,
pX)in 2P,

is true when, e.g., X takes the value @ and Z the value g(*y) in *x.

t A definite clause program is usually defined to be a finite set of rules. However, it can be
checked that the results referenced in this section also hold for infinite programs.
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A complete resolution method as the one we present below must be imply such computed
answers.
O

5 SLG-resolution

The formulation of a model-based semantics for Gep was made using only ground substi-
tutions and always referring to ground instances of clauses. Thus, it was not necessary to
consider terms involving the function symbols for the syntactic denotation function — they
were reduced away immediately. However, in a complete resolution principle, we have to
consider, not only queries with variables but queries with variables in their program parts. In
these cases, the syntactic denotation function can be reduced only partially, such that appli-
cations to uninstantiated variables will remain. The execution states of the resolution method
will have to cope with terms involving such delayed function calls, and the situation is not
made less delicate by the fact that these function calls, when their argument becomes ground,
return new variables.

We start this chapter by carefully defining the kind of terms and substitutions which are
needed.

Section 5.2 defines the notion of constraints and unifiers. The interrelations between the
variables involved in an SLG-resolution process are so complicated that we cannot — as in
Sip-resolution, (van Emden, Kowalski, 1976, Lloyd, 1987) — use substitutions to record the
current set of commitments. Instead, we use evolving constraints which are sets of equations
of a certain form. By a unifier for such a system, we mean a substitution which collapses all
equations to identities. The resolution process never constructs unifiers, they are used only
as a theoretical instrument for correctness considerations.

The operation corresponding to unification is an algorithm which rewrites a constraint into
a certain normal form, section 5.3. The resolution method, with selection of clauses and meta-
goals supported by not very sophisticated oracles is described in section 5.4. The traditional
correctness properties, soundness and completeness, are proved in section 5.5.

In section 5.6 we consider the special case in which no non-ground parts appear — for
which our resolution method collapses to a simple interpreter in the style described by Bowen
and Kowalski (1982) and studied in more detail by Hill and Lloyd (1989). Of course, the
resulting resolution method, which we call weak Src-resolution, is not complete but it can
be implemented quite efficiently and many meta-programming tasks can do without the full
completeness.

5.1 A refinement of basic notions
We will assume disjoint sets of
- variables,
— functors with given arity,
— constants, some of which are special constants,

*y, kky **kxy .. forany variable, v,
— function symbols R ;D[] fori=0,1,...
The function symbol X ;D[ -]] stands for the composition of the syntactic denotation func-
tion D and a renaming function for interpretation level i. Having only the combined function
symbols relieves us of having to cope with functions that maps variables to other variables
(which would result in very strange results when considering the distribution of substitutions
over such functions!)

Definition 5.1. The set of delayed expressions is defined inductively as follows.

13



— for any variable, v, and integer i,

R iDivi

is a delayed expression.

— for any delayed expression, d, and integer i,

R.iDld]

is a delayed expression.
The set of generalized terms is defined inductively as follows.

any variable, v, is a generalized term,

any constant, a, is a generalized term,

any delayed expression is a generalized term,

whenever f is a functor of arity n and ¢4,...,1, are generalized terms, the structure

f(tla ytll)
is a generalized term.

A term is a generalized term without delayed expressions, a ground term is a term without
variables. A structure 1s a generalized term which starts with a functor or which is a constant.
O

Example 5.1. The expression X_;D[[f(a,x)]] is not a generalized term. However, the defini-
tion below will evaluate it into the generalized term f(a, X_7D[x]]), assuming a is a constant

and x a vanable.
@]

In the following, we define the operational meaning of the X ;D[] function symbols. By
“operational” we mean that its behavior is defined also when applied to non-ground terms. We
will assume functions &_;[[ -] which maps variables to new, unique variables. It is assumed
that the sets of variables produced by each such function are disjoint. Without otherwise
mentioning, we will also assume that these variables are disjoint from those that can appear
in queries given by the user and those below referred to as “new” vanables.

Definition 5.2. The functions & ;D{{-1,i = 0,1,... from terms to generalized terms are
defined inductively as follows.

~ R ;Dlla]] = a for any non-special constant a,

- R.DI*vl =**1tv, n> 1 forany special constant, **v,

— R.iDlI*v]l = R[]l for any special constant of the form *v,

— R_;Dle]l is the delayed expression R_;D([e]} for any variable or delayed expression e,

- RiDlfr,... )] =f(R Dl 1,... R ;Dle.]) for any functor of arity n and
terms fy,..., .

For any expression, e of the form & ;D[¢]], the value of e is the generalized term which
results from applying R_;Dl[-Jto¢.
0

We will motivate our definitions below concerned with substitutions by the following exam-
ple.

Example 5.2. The X ;D[-] functions are unusual in the sense that they return variables
and as a consequence, substitutions behave slightly different from what we may expect. In

14



order for the notion of substitutions to support any intuitive understanding, we must require
associativity with respect to composition. l.e.,

(18)¢ = 1(69)

We also need a convention for distributing substitutions over function symbols. For the purely
syntactic functors, we must expect the normal distribution rule, but can we expect the fol-
lowing one for our strange functions?

R D16 = R, DIl

The answer is “no” which we will see from the following example. Let 8 = {x — *a} such
that the value of & ;D|*a]] is a variable Ay and let 8 = {A; — const}. So according to the
associativity property, we should have

(R1DIx9)¢ = R 7 DIx1I(B9).
Let us process the left hand side according to the questioned distribution rule . . .

(R 2DIx118)¢ 2 (R 7 DIxO1)¢ = (R 1 Dl[*al)p = A7¢ = const
... and now the right hand side,

R 2 DUx)O9) = R 1 Dlx0¢]l = R 1 Dl[*a¢]| = R ,D[*a]) = A!!

The problem is with this distribution rule, that a substitution can be moved from a variable
(returned by one of our functions) over to a special constant (giving rise to the variable) for
which it has no effect. However, do not despair, the following distribution rule works.t

R.iDI:08 = R ;D616

And in order to use this as a meaningful reduction rule, we must also require idempotency
with respect to composition, i.e., 66 = 6.
O

We emphasize that the model-based semantic definition of section 4 only applies substitutions
which are ground, and ground substitutions are special cases of we define in the following.

Definition 5.3. For any mapping, m, from a set of variables to terms, let dom(m) be the set
of variables for which m defines a value and let range(m) be the set of variables which can
occur in a term m(v) for v € dom(m); vars(m) is the union of dom(m) and range(m).

A substitution is a mapping 0 from a finite set of variables to terms, such that dom(8) n
range(6) = 9.

A ground substitution is a substitution, v, such thaty(v) is a ground term for all v € dom(y).

Whenever V is a set of variables, the restriction of a substitution 0 to V, denoted 6|y, is the
substitution which agrees with 6 for any variable in V and which is undefined for any other
variable.

A substitution, W, is a renaming of variables if, for any two distinct variables, v;,v, €
dom(m), that n(vy) and n(v,) are distinct variables.
(]

Definition 5.4. The value of a generalized term, r, under a substitution, 6, is denoted 10 and
is defined inductively as follows.

— vB =06(v) for a variable v € dom(8), otherwise v0 = v,
- f(t,..., 1) =f(1,6,...,1,0) for any term of the form f(z,,...,t),

t Itis a good exercise for the reader to redo the example with the correct rule.
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- R.iDl[ell® = 16 where 1 is the value of & ;D]|[¢8]] for any delayed expression or variable
e for which €9 is ground.

O

Discussion of definition 5.4. The value of X ;D[]0 is undefined whenever 0 is non-
ground. There is no conceptual reason for this, it is simply a matter of convenience. The
definitions can be extended to handle these cases by the introduction of yet another level of
generalized terms which include delayed substitutions. As defined above, the value of a gen-
eralized term under a substitution, provided it is defined, is always a term, i.e., an expression
without R ;D|[-]] function symbols. In this paper, we do not need this generalization (and
the additional complication!) since our substitutions always are chosen such that we avoid
the problem. Also, by nature of idempotent substitutions, composition is not always defined
(see, e.g., Ko, Nadel, 1991).

0

Definition 5.5. The composition of two substitutions, 8, and 05, is the mapping 6,6, defined
as follows. However, if 0,0, is not a substitution, the composition is undefined.
For any v € dom(6;) udom(6,) let

— (6,9)(v) = 56, provided 0;(v) = s, otherwise
— (6102)(v) = 6,(v),
except if (8,0,)(x) defined as above equals x for a variable x, we let (6,08;)(x) be undefined.
O
Proposition 5.1. Substitutions are idempotent with respect to composition, i.e., for any sub-
stitution, 0, the following holds.
0 =00
()
Proof. Follows from the definition of substitution, for any variable v € dom(6), 6 does not

affect any variable in 6(v).
O

Proposition 5.2. Let € be the substitution for which dom(g) is empty. Then, for any substi-
tution 0 the following holds.
0e=€6=0
D
The proof is trivial.

Proposition 5.3. Let 1 be any generalized term and 6, and 8, any substitutions. If both (8,)8,
and 1(6,6,) are defined, it holds that

(18,)02 = 1(6,0,).
O
Proof. We assume that both (19,)0, and #(6,0;) are defined. First, let z be any (non-general-

ized!) term. We use induction over the structure of ¢.
— tisaconstant, g. Trivial: (a6,)0, =a0, =a =a(0,0,).
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—~ t=f(ty,...,tn). Follows by induction.
— tisa variable v.

— if 6;(v) = s then (v0,)0; = $6, = (6,06,)v,

— otherwise (v0,)0, =v0, = (6,0,)v.

We consider, now, the case where ¢ is a delayed expression. Firstly, let 1 = X_;D[[v]] where
v is a variable. We observe that v(6,0,) = (v6,)0, = vB; since vB; must be ground and we
can use a case proved above. Now,

R iDIvI6:167) = R ;DI[v(6,62)]1(6,0,) = R ; D|[v6,11(6,6,),

and since R ;D|[v6 ]} is a term, we can continue using the already proved part of the propo-
sition,

= (R . Dliv6,1181)8, = (R.; Dl[v1i6,)6,.

which finishes this part of the proof; the final equality is an application of definition 5.4.

Let now t = R ;D||d]] where d is a delayed expression for which the proposition holds
by induction hypothesis, i.e., d(8,0,) = (d6,)0; = d0, since dB; must be ground. So the
argument is similar to the previous case.

The final case where 1 is a structure with delayed subexpressions follows by induction

referring to the cases already proved.
0

Proposition 5.4. If 1 is a generalized term and y grounds any variable in ¢ which is enclosed
in & ;D[ -]} function symbols, then both 7(ys) and (¢y)c are defined and equal for any sub-
stitution ¢. If (16,)6; is defined and the composition 8,6, is defined, then #(0,0;) is defined.
0

This proposition guarantees that the kind of substitutions, unifiers and solutions, to be defined
later always yields a value for the objects to which it is applied.

Proof. Follows immediately from the definitions and proposition 5.3.
a

Proposition 5.5. Let 6,, 6,, and 65 be substitutions. Then if both (8,6,)0; and 6,(6,0,) are
defined, then

(8,62)03 = 6,(6:85).
a

Proof. We prove for any variable, v, that v((8,6,)8;) = v(6,(8,03)). This follows by succes-
sive applications of proposition 5.3.

v((6:16,)683) = (v(6,6,))83 = ((v6,)62)63 = (v0,)(8,63) = v(6,(8,03))
a

Definition 5.6. Whenever, for substitutions 6, and o3, that 6, = ;¢ for some substitution
¢, we say that o, is a specialization of o,. If, furthermore, vars(c;) n dom(p) = @, we call
O, an extension of ¢, and o, a restriction of G,.

Whenever Z and ¥’ are sets of substitutions such that
— for any ¢ € Z there is a ¢’ € X' such that ¢’ is an extension of ¢, and
— for any ¢’ € 2’ there is a 0 € Z such that ¢ is a restriction of ¢,
we say that X' is an extension of £ — and that Z is a restriction of ¥'.

17



0

Intuitively, o, being an extension of 6, means that g, can take care of new variables, but the
existing bindings of ¢, cannot be modified.

The relationship extension/restriction between two sets of unifiers is a strong condition. If
2 is a restriction of X', all information in Z is present and undistorted in X’. The other way
round, Z contains all information about a particular set of variables which can be squeezed
out of X'.

5.2 Constraints and their unifiers

Definition 5.7. A constraint is a set of equations, each one of the form / = r where [ and r are
generalized terms.

Whenever C is a constraint and 6 a substitution, C6 is the constraint which appears when
each equation, [ = r, is replaced by the val, = val,, where val, and val, are the values of,
respectively, [0 and ro.

A unifier for a constraint C is a substitution, ¢, such that for any 9 such that Co0 is defined,
that Co0 consists of equations between identical terms. The notation su(C) will refer to the set
of all unifiers for C. Two constraints, Cy and C,, are considered equivalent if su(C;) = su(C,).
()

Our definition of a unifier makes it possible to consider as unifiers also substitutions which do
not ground the arguments to calls of R_;D|[-]] functions. So, for example, any substitution
is a unifier for the constraint { R o Dilx]] = R, Dl[x]]}. If we had been less careful in the
definition, only substitutions which grounded x would be unifiers — and thus the constraint
would not be equivalent with the empty constraint (!).

In most cases, the statement “for any 6 for which t60 and #00 are defined, 160 = #66”
is equivalent to saying “t0 = r'c”’; the exceptions are when ¢ and ¢ have variables within
R i DI -1 function symbols which are not grounded by ©. For brevity, we may occasionally
write “t0 = 6" when we really mean the more precise equivalence statement.

Example 5.3. Consider the following constraint,
C={R4+Dlvl = x:- N}

The substitutions, 6, and ¢;, defined below are both unifiers for C.
01 = {v—*a,w, — (x:= y)}
O, = {v— (*a:— *b),wq — x,w, — y}

It is assumed that w, and w,, are the variables returned by X_;D|[*a]l and R_;D[*b]}. These
unifiers are examples of what we can consider as “useful” unifiers contained in the constraint.
A given constraint will in general contain many, also weird, unifiers. This should not be a
surprise since a query of the form “give me a program such that a query such-and-such is
provable” clearly can be answered in many strange ways — so part of a methodology for
using Sic-resolution for program generation would be to set up requirements in the initial
query of what should be considered a useful program for the given application.

O

Constraints are used in our resolution method to record the current set of commitments. The
interesting question to ask is whether or not a given constraint actually has unifiers. As for
plain logic programs, a constraint which implies an object occur in itself may not have a so-
lution. Since we have (non-syntactic) function symbols in our constraint we must distinguish
between different kinds of (syntactic) occurrences.

18



Definition 5.8. The notion of a generalized term occurring in another and when the occur-
rence is serious is defined as follows.

— For any generalized term ¢, t occurs in t.
— A generalized term ¢ occurs seriously in f(---¢-- ), f a functor.

— A generalized term ¢ occurs in R_;D([r']] if ¢ occurs in ¢
(]

Example 5.4. Consider the following two equations which have a serious, resp. a non-
serious, occurrence of x, resp. y, on their right, resp. left, hand sides.

x=f(R D)
R Dyl =y

The first equation cannot have a unifier since any value for x would yield a right hand side
with one more instance of “f” than the left hand side. In the second equation, we can, e.g.,
let y be *a where & ,D[[*a]] evaluates to a variable w, and let the value of w, be the same
as the value of y, i.e., *a. We may also put in any non-special constant for y or a “weird*
structure such as f(*a, g(*b,¢)) and get unifiers for the equation.

The following equation will have unifiers despite the fact that a common subexpression
occurs in syntactically different positions on the left and right hand sides.

R ADUR o DlxNN =F(R o DllxID)

This is an example of an equation / = r for which / < r where < refers to the ordering defined
below.
a

We will now introduce a notion of constraints in normal form. This is interesting since such
constraints are guaranteed to have unifiers and we can present an algorithm which will convert
any constraint with has unifiers into this form — or reject it if it has no unifier. For this
purpose, we introduce an ordering on generalized terms.

Definition 5.9. The partial ordering, <, on generalized terms is defined as follows.

For any delayed expression, d, and variable, v, d < v,

For any delayed expression, d, and structure, s, d < s,

For any variable, v, and structure, s, v < s.

For any two distinct variables, vy and v,, assume some standard ordering such that one and
only one of v; < v, and v, < v; holds.

|

For any two distinct, delayed expressions, d; and d,

— if dy occurs in d, let d; < ds; otherwise,

— if none of d; and d; occur in the other, assume both d; < d; and d, < d;.
0

Definition 5.10. A constraint, N, is in normal form (or normalized) if
N = {[1 =r],...,[,. =r,,}

where [y, -, ln,ry,- - - ra are generalized terms with, for all i, /; < r;, and each /; occurs only
once in V.
W]
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Example 5.5. Consider the following constraint.
{00 = x2) = (R 1 DllxsFin R 17 Dlixall = R 17 Dllxs])),
R Dlixsll = R sDUR 7 Dlixs

The following, normalized constraint is an equivalent normal form.
{x1 = (R 17Dlx311in K 17 Dllxq1D),
K11 Dlxs]l = xa,
R sPIR 1Dl = R a7 Dllxs )

This is a normal form which can be produced by the normalization algorithm to be presented
below. Note that the normal form condition implies for any equation / < r, that / cannot occur
in r, but r can have a non-serious occurrence in /.

O

Lemma S.1. A constraint in normal form has at least one unifier.
g

Proof. Let N be a constraint in normal form. We will construct a unifier for N as follows. Let
0o be the empty substitution and let No = N. If N;_; contains a delayed expression R-i/ Dlix;1
where x; is a variable, let a; = a;_; {x; — *a;} where *g; is a special constant chosen such that
the variable given by R ; D[[*a]] does not occur in N;_;. Construct N; from N;_; replacing
any occurrence of K ; Dl[x;]| by the variable given by R ;;Dl*a]l. Let k be largest & such
that o is defined in this way. The constraint Noy, = N, will contain only equations of the
form

=1, vavariable and r a term,

where each such v occurs only once. Let B be the substitution such that B(v) = ¢ for any
(v =1) e Noy and B undefined for any other variable. Clearly B is a unifier for N, and thus
oy B is a unifier for M.

0

5.3 Unification
The current set of commitments made in a so far successful resolution process is represented
by a constraint in normal form. A resolution step will add an equation

head-of-selected-clause = selected-meta-goal

which represents the possible unification of its left and right hand sides. The normalization
algorithm will, if possible, bring the constraint back into normal form and thus it serves as a
normalization algorithm.

Our algorithm has been adapted from (Martelli, Montanari, 1982). The algorithm takes as
input a constraint, C, and produces an equivalent constraint in normal form — or failure if
there is no such normal form. In the following, a new variable means a variable which does
not occur in the (more or less implicit) context of constraints and other objects which may
contain variables.

Normalization algorithm. Initially, let Co = C and { = 0. Repeatedly do the following:
Select any equation / = r in C; such that one of the rules 1 to 4 applies. If no such equation
exists then stop with C; as result. Otherwise perform the corresponding action, i.e., stop with
failure or construct C;; from C;. Then increment i by 1.
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1) If [ and r are identical, remove the equation / =r.

2) | < r and [ which occurs elsewhere in C;. If [ occurs in r then stop with failure,
otherwise replace all other occurrences of / in C; by r (i.e., leave [ = r unchanged).
If any expression of the form e = R ;D|[¢]], where ¢ is neither a variable or a delayed
expression, evaluate e and replace it by its value.

3) Ifr<landnot!/ < r,replace [=rbyr=1.

4) [ =fill,...,ln) and r = fo(r,...,rm) where f; and f, are functors. If f; and f, are
different or n # m then stop with failure, otherwise replace [=r by ly =ry,...,ln =
Tn.

)

Example 5.6. We will illustrate the algorithm’s use of the < ordering. Consider an equation
such as

x =R 1 DIR 7 Dlix]l.

It does not satisfy the / < r condition and it has to be turned around by step 3 before step two
can apply. Now all other occurrences of R 7 D[R 7D|([x]]] can be replaced by the simpler
term x. In its treatment of equations between variables and structures, our algorithm works
exactly as Martelli and Montanari’s original algorithm.

(]

In order to prove the correctness of the algorithm, we will prove the following.

— For any possible step which transforms a constraint C; into Cy,;, C; and C; are equivalent.
— The result is in normal form.

— The algorithm will terminate.

Proposition 5.6. Each possible transformation step defined by the rules 1 to 4 has the property
that if it changes C; into C,,, C; and Cy,; are equivalent. In case a step returns failure for a
constraint, C;, there exists no unifier for C;.

O

Proof. Step 1 removes equations which are satisfied under any substitution, so any unifier for
C; is a unifier for C;,; and vice-versa. Step 2 exchanges generalized terms / with generalized
terms r which are indifferent under any unifier, and thus, does not affect the unifier set. Steps
3 and 4 clearly does not affect the unifier set either.

If the algorithm returns failure, then step 2 has found an equation of the form

e:f(...e...)
where e is either a variable or a delayed expression, or step 4 has found an equation
fC=g( ).

In none of the cases, a unifier can exist.
0O

Proposition 5.7. Assume the algorithm is given a constraint C as input and it outputs a
constraint N. Then N is an equivalent normal form for C. If the algorithm outputs failure, no
equivalent normal form exists.

a

Proof. If the algorithm stops with failure, induction using proposition 5.6 gives that C has
no unifier and hence, by lemma 5.1, that it has no normal form.
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Assume now, that the algorithm stops outputting the constraint N. If N is in normal form,
then induction using proposition 5.6 gives that N is an equivalent normal form for C.

Now we show that N actually is of normal form. The proof will be indirect, so we assume
that N is not in normal form. This implies that N has an equation [ = r where either not/ < r
or [ occurs somewhere else in N. If not [ < r then either r < /, which is not possible since
in this case step 3 could have been applied, or / and r are not comparable by <. The only
possibility for this is if both [ and r are structures. This is not the case either, since step 4 or
perhaps step 1 could have been applied. Is it possible, then, that / occurs somewhere else in
N? No, because then step 2 could have been applied.

Hence it is not the case that N is not normal.

O

Proposition 5.8. Given a constraint, C, as input, the normalization algorithm terminates with
either a constraint or failure.
0

The proof has not been found yet — so proposition 5.8 still remains a conjecture.

Lemma 5.2. Correctness of the normalization algorithm.

Whenever C is a constraint, the normalization algorithm will output an equivalent normal
form N if and only if such a normal form exists. Otherwise it outputs failure.

(H]

Proof. Follows from propositions 5.7 and 5.8.
O

We end this subsection with a stronger form of lemma 5.1.

Lemma 5.3. A constraint C has a unifier if and only if it has an equivalent normal form.
O

Proof. Follows from lemmas 5.1 and 5.2.
]

5.4 The resolution procedure

In this section, we give the definitions concerned with SuG-resolution. For the reason of
clarity, all considerations about correctness are referred to section 5.5. We remind that M6
is the least Herbrand model for Gep, cf. section 5.

Definition 5.11. What is understood by a query is defined inductively as follows.
— A meta-goal is a query.
A variable is a query.
A delayed expression is a query.
— The constant TRUE is a query.
— Whenever A and B are queries, the structure (A, B) is a query.
A query is true if it is a sequence of meta-goals € M S or occurrences of the constant TRUE.
A resolution state or, for short, a state, is a normalized constraint, S = C u {QuUErY = 0},
where QuERy is a distinguished variable and Q a query.
An initial state is a resolution state of the form {QuEry = Q) where Q is a query which
is a sequence of meta-goals in which no delayed expressions occurs. A success state is a
resolution state of the form Cu {QUERY = TRUE, ..., TRUE}.
0
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It is inherent in the definition that a resolution state, considered as a constraint, always has
at least one unifier, but not necessarily that there exists a substitution which maps the query
part into a true query.

Example 5.7. We will illustrate the slight difference between variables and delayed expres-
sions appearing in queries. Consider a query,

"',X,"',KJCD“)’”:“w

[t may arise from an initial query of the form

pin[...,(pin*c:— ... *a,...,y,-. ), -]

The occurrence of y means that the user wants a value for y which represents a piece of pro-
gram text. The sloppy use of *a, which denotes a variable x, in the position of a sub-goal
means that (each renamed version of) x must, for each call of the clause, be instantiated to
a meta-goal (not necessarily the same one) in order for the query to succeed, but the user
is not interested in those meta-goals. This corresponds to the fact that most Prolog inter-
preters accept clauses such as p :— .-, X, .. if X 1s instantiated to a goal whenever reached
by execution.

The resolution method and normalization algorithm may also exchange a delayed expres-
sion in a query with variables.
0O

In normal Sup-resolution, it is straightforward to select a goal and a clause, since the selec-
tion always is made from completely known collections. In our case, we may have delayed
expressions or variables in our queries which stand for bodies of unknown clauses. If, for
example, V is a variable in the current query, it may be the case that it really should stand
for a clause body with five (yet unknown) meta-goals — and (sooner or later) the third one
should be selected.

In order to handle this, we have added simple-minded oracles to the selection step which
will provide the possibly missing structure.t+ The oracle’s decisions are recorded as equations
which subsequently can be taken into the normalization process. The oracle may need to
require new variables. By a new variable, we mean a variable which does not occur in the
implicit context of constraints and queries — and also in the substitutions which are used
in the correctness proofs in the subsequent section. Note also that we are very careful in
formalizing what it means to “replace the selected meta-goal by something”, hence the notion
of intermediate query and replacement variable.

Definition 5.12. We say that a meta-goal M is selected from a query Q giving an inter-
mediate query, ', with replacement position vg and additional equations E if the property
select(M, Q, Q', E) defined below holds.

For a meta-goal M, queries Q and ', variable rg, and set of equations E, the property

selectiM, 0, Q’,vg, E)
is defined inductively as follows.

1) select(M, M, vg,vg, [ })
if M is a meta-goal; vg is a new variable.
2) select(M, (A, B),(A’,B), v, E)
if select(M,A,A’,vg, E), where A and B are queries.

t The nondeterminism in the oracles’ decisions about missing structure may annoy some
readers, so we will comment on it below the definitions.
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3) select(M, (A, B),(A,B’),vg,E)
if select(M,B,B’,vg, E) where A and B are queries.

4) select(M,v,Q',vg, {v = (v4,vp)) UE)
if select(M, (v4,vp), Q', vp, E), where v is a variable, v, and vz new variables.

5) select((vg invp), v, Vg, Vg, {v = (v inv,)})
where v is a variable, vg, v, and v, new variables.
6) select(M,d,Q’,vg, {v=d})
if select(M, v, Q',vg, E), where d is a delayed expression, v a new variable.
[}

Example 5.8. Given a query (g in p,X), the selection procedure may produce a selected
query with new variables, (vginv,), an intermediate query (ginp, vy, vg) where v; is some new
variable and v the replacement variable. The set of additional equations is {X = (v;,v;), v3 =
(vginvp)}.

So in this case, the oracle has decided that X is a sequence of two elements where the

second one is the selected goal.
0

Now, having selected a meta-goal, the next step will be to apply an X ;D[] function to
its perhaps non-ground program part. How this can be done is described in definition 5.2
above. The resulting (perhaps generalized!) term is then supposed to be a list of — supposed
— clauses one of which must be selected for the current resolution step.

Definition 5.13. We say that a clause, c/, is selected from a term, ¢, with additional equations,
E, if property

member(cl,t, E)

defined below holds.
For any clause ¢/, generalized term ¢, and sets of equations, E, the property member(cl, t, E)
is defined inductively as follows.
1) member((H :— B),{(H' .— B}, E)
if E is the least set of equations such that
— H =H'is a meta-goal, or
— H' is a variable v, H = (vgin v,), vg and v, new variables,
(va=(vginvp)) € E,
and
-B=Bor
— B’ is a variable v, and B = TrUE and (v, = TRUE) € E, or
- B’ is a delayed expression d and B = TrRUE and (TRUE = d) € E.
2) member(cl, [vit], {v = (v, :— vp) JUE)
if member(cl, [vy :(— vp], E) where v is a variable, v, and v, new variables.
3) member(cl,[d|t],{v=d}UE)
if member(c/,[v], E) where d is a delayed expression, v a new variable.
4) member(cl, [4]1;], E)
if member(cl, 1;, E) where 1, and ¢, are arbitrary, generalized terms.
5) member(cl, v, {v=[vi|v2]} UE)
if member(cl, [vi|v,], E) where v is a variable, vy, v, new variables.
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6) member(cl,d,{v=d} UE)
if member(c/,v, E) where d is a delayed expression, v is a new variable.
O

Note, in the first clause, that the case “B = B’ may apply for all possible kinds of B’ — also
those for which the two other cases might apply. The oracle built into this definition may
thus decide at this point that an unknown clause can be either a rule or a fact. It also sets
up a structure for the head of the clause if it does not exist already. In case of a completely
unknown program, the oracle can generate a program of any length with the selected clause
being in any position. If the term ¢ is a structure which cannot be a program, the membership
property is not defined.

Example 5.9. Given a term [R ;D[[x]]}, the membership procedure may return a clause
with new variables, (vg in vp) i— v, and a set of additional equations {v; = R 7D|[x]}, v =
(Va == Vb), vp = (vginvp) ).

So the procedure was given a program consisting of one unknown element and the ora-
cle decreed it be a clause — giving only the most rudimentary structure needed in order to
recognize it as a clause.

O

The nondeterminism in the oracles’ ways of providing missing structure is impractical in
an implementation since it may require an immense amount of searching before the right
decision is made. But it should be made clear that the possible outputs always are numerable,
so the total output made by the (at most) countable number of oracles in some proof tree
skeleton is also numerable — and thus in principle implementable. An actual implementation
should, of course, be worked out more carefully than just coding the selection procedures
literally according to our definitions. We prefer to think of our definitions above as formally
convenient abstractions over some finite representation for facts like “the value of v is a
list with (g in p) as an element.” This discussion touches also some aspects about program
equivalence which we will return to in the final section.

Definition 5.14. A state, §/, is derived from a state S = Cu{Query = Q} atleveli,i=0,1,2...,
if

- select((ginp),Q,Q',vg,E1),

— member((H :— B), R.;Dlpl, E,), and

— the normal form algorithm outputs §’ when applied to the constraint

CUuE uE,u{(ginp)=H,vg =B} u {QUERY = Q'}.
O

Note that the normalization algorithm automatically will put in the body of the selected clause,
B, in the intermediate query, Q’, in the position of the replacement variable, v.

Definition 5.15. An St.G-computation consists of a series of resolution states,
S0,51,52,...,

such that Sy is an initial resolution state and S;,; is derived from S, at level i.
An Swc-resolution of a query, Q, is a finite SLG-computation whose initial state is

{Query = 0}

and which ends in a success state C U {Qutry = TRUE, ..., TRue}. In this case, C is a success
constraint for Q.

25



O

The output from a successful resolution is thus a constraint in normal form, N, and not, as
usual, a substitution; substitutions are a mere theoretical device to characterize the semantics
of this output. The value of any “normal” variable which does not occur in a program part
is complete given by an equation v = val. Variables which appear in program parts are only
given implicitly and the set of possible values may actually include many more or less strange
things not covered by subsumption.t But it is interesting to note, that although a program
which was sought by some query cannot be printed out, it can be executed. If v, refers to
such a program encoded in a success state, we can continue from that state giving queries of
the form *. - .inv,”.

In the end of the paper, we present an example of a derivation process which continues
4.2.

5.5 Correctness of SLG-resolution

We use substitutions to measure and to compare the semantic contents of an initial query and
the corresponding success constraints. Our task in this subsection is to show the right relation
between the two. So we define the traditional notions . . .

Definition 5.16. A correct answer substitution for a query Q is a substitution ¢ such that for
any ground substitution, y with Q8y ground, Q6 is true.

A computed answer substitution for Q is a unifier for a success constraint for Q.
D

We define the following notion of a solution for an arbitrary resolution state. Itis useful when
doing proofs which involve intermediate states between the initial and success ones.

Definition 5.17. Let § = Cu {Query = Q} be a resolution state. A substitution is called a
solution for §, if it is a correct answer substitution for Q and a unifier for C. The notation
ss(C) will refer the set of all solutions for C.

O

Proposition 5.9. A solution for an initial resolution state, {Query = Q) is the same as a
correct answer substitution for Q.

A solution for a success constraint, C, for a query Q, is the same as a unifier for C, i.e., a
computed answer substitution for Q.
O

Proof. Follows immediately from the definitions.
0

The following two propositions relate the resolution method’s selection procedures for meta-
goals and clauses to the corresponding notions used in the definition of the immediate con-
sequence operator, section 4, which refers only to ground instances. In our notation, we
consequently use a tilde to indicate ground versions and in the subsequent applications of the
propositions, the substitutions named “c” will typically be solutions.

t This should really not come as a surprise, since there are many, both sensible and seemingly
weird, programs which can make a given query true! It is possible — although not very useful
— to generalize the construction in the proof of lemma 5.1 to print out an infinite sequence
of unifiers which, qua renaming of special constants, is complete in the sense that any unifier
can be written as 6@ for some ¢ in the sequence. See also example 5.3.

26

>



Proposition 5.10. Assume for a meta-goal, M, and query, Q, that
selectM, Q,Q', vy, E)

holds and let o be a unifier for E. For any ground substitution, y, such that Qoy and Q' {vg —
M')cy are ground queries for some term M’, it holds that

QoY = (M;,MoY,M,), and
Q' {vg — M'}oY = (M;,M'GY, M)
for some A71 and A’/Tz

The other way round, let Q be a query, ¢ and ¥ substitutions, M a meta-goal and Ma ground
meta-goal such that

Qo=...,M,... and My=M.

Then there exists a meta-goal M, a query Q’, a variable vg which does not occur in Q, and set
of equations, £, such that

select(iM,Q, Q' ,vg, E)

holds. Furthermore, there is an extension of G, 6, such that
Mooy = M, and
G¢ is a unifier for E.

O

Proof. We have to prove, whenever select(M,Q,0’, vg, E) holds and ¢ ,lf a unifier for E, that,
for all relevant v, that the following two equations hold with suitable M; and M,.

QoY = (M, Moy, M)
Q'{vg — M'}oy = (M,,M'GY, M)

This is shown by induction over the number of applications of the inductive definition 5.12
which are needed in order to justify that a given select statement holds. We consider each
case of definition 5.12 in turns; the first and fifth cases represent the initial induction steps.

Case 1:

Assume select(M,M,vg,vg,{ }). In this case, we know nothing about ¢ and the equations
become

Moy = Moy, and
vp{ve — M'}oy = Moy,
which corresponds to /l71 and A72 being empty.

Case 2:
Assume select(M, (A,B),(A’,B),vg, E) and that the proposition holds for the entities in the
statement select(M,A,A’, v, E), i.e., for any unifier, 6, for £ and suitable v, the following

holds for some 1\7] and M,.
Aoy = M;, Moy, M,
A'{vg — M'}oY = M), M'cY, M,
The corresponding equations for the larger queries follows immediately.
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Case 3:
Analogous to case 2.

Case 4:
Assume select(M,v,Q’,vg, (v = (v4,vp)} U E) and that the proposition holds for the entities
in the statement select(M, (v4,vg), Q', Vg, E), v being a variable, v, anqva new variables, i.e.,
for any unifier, o, for £ and suitable v, the following holds for some M, and M,.

(va, vp)OY = M1, MGY, M,

Q'{vg — M'joy = M, M'cY, M,

About a unifier, o/, for {v = (v4,vp)} U E we know that it is especially a unifier for £ and
that vo’ = (v4,vg)o’. The equations for the queries v and Q' follows immediately from these
properties.

Case 5:
Assume select(ginp,v,vg, Vg, {v = (vginvp)}), v being a variable, vg, v; and v, new variables.
Let o be a unifier for {v = (vzinv,)} and y as usual. The equation become as follows,

voY = (v inv,)0Yy, and

vp{vg — M'}oy = Moy,
corresponding to /\7, and A72 being empty.
Case 6:
Assume select(M,d,Q', v, {v =d}UE), d adelayed expression, v a new variable, and that the
proposition holds for the entities in the statement select(M, v, Q', vg, E), i.e., for any unifier,
o, for E and suitable v, the following holds for some M, and M,.

voy = (My, Moy, M)

Q'{ve — M'Yoy = (M), MY, M)

The corresponding equation for d follows from the fact that a unifier, ¢/, for {(v = d}UE
especially is a unifier for £ and satisfies vo’ = do’.

The proof for the second part goes as follows. Assume Q is a query and G a substitution such
that Qo is a query of the form ---,M, ... Assume also a ¥ such that My = M is ground. We
have to show that there exist M, Q’, vg, and E such that

selectM,Q,Q',vg,E)

and that there is an extension of ¢, 6@, such that
Mooy = M , and
oo is a unifier for E.

We will prove this by structural induction over Q6. Note, that it is very important, when we
refer to new variables below, that they are chosen different from those of vars(c).

Assume Qo = M. This can be the case if either Q is a variable v, a meta-goal (g in p), or a
delayed expression 4.

- Let Q = v and hence 6(v) = M and voy = M. Definition 5.12, case 5 yields

select(vg in vp, v, v, Vg, {v = (Vg in vp)}),
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where v, vg, Vg, and v, are distinct variables, vg, vg, and v, furthermore new variables. An
extension 6 of ¢ which assigns the immediate subterms of M to v, and v, is a unifier for
the equation v = (vg invp) and (vg in v,)oQY = M.

Let Q = (g inp) for some terms g and p. Definition 5.12, case 1 yields
select(Q, 0, vg, vk, { }),

where vy is variable which does not occur in Q. The substitution ¢ is unifier for the empty
set of equations and Qoy =M.

Let Q = d for some delayed expression 4 and hence do = M and doy = M. Definition 5.12,
cases 5 and 6 combined, yields

select(vg in v, d, vg, Vg, {v=d,v = (vginvp)}),

where v, v,, and v, are new variables. The relevant extension of ¢ assigns M to v and the
immediate substructures of M to v, and v,.

Assume Q0 = (A,B) and Ay = A, By = B. Assume also thatA = ..., M, ... (the case where M
is part of B is shown in a similar way). This is possible in three ways,

a) Q =v, v a variable, in which case 6(v) = (4,B), or
b) 0 =(A,B), withAo=A,Bc=Bor _
¢) Q =d, d a delayed expression with do = (A, B).

We consider case a). Let v4 and vp be new variables and ¢, be the substitution {v4 — A,vg —
B}. By induction we know that there exists M, A, v, and E such that

select(M, vy, A, vy, E)

and an extension of 6@, 6@, @, which is a unifier for £ and Mo, ¢,y = M. Definition 5.12,
case 2, gives now, that

select(M, (v4,vg), (A’,vp), v, E)

and definition 5.12, case 4, in turn that

select(M,v, (A", vp), Vg, {V =(va,vg) ) UE)

The substitution 6@, @, is clearly a unifier for {v = (v4,vg)} UE.

In cases b and ¢, we get the conclusion in a similar way using definition 5.12, cases 2 and

6+2+4, respectively.

O

Proposition 5.11. Assume for a clause, ¢, and generalized term, ¢, that

member(c, t, E)

holds and let ¢ be a unifier for E. Then it holds that

t0=[-~,CG,~-~].

The other way round, let ¢ be a generalized term and o and 7y substitutions, T a clause, ¢ a
ground clause such that

t6=(..% -] and TY=C.

Then there exists a clause ¢ and equations E such that

member(c, ¢, E)
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holds. Furthermore, there is an extension of 6, 6@, such that
coQY = ¢, and
o is a unifier for E.

a

Proof. We will prove that, whenever member(c, t, E) holds and ¢ is a unifier for E, that 1o
has the form [- .., co, - - .]. This is shown by induction over the number of applications of the
inductive definition 5.13 which are needed in order to justify that a given member statement
holds. We consider each case of definition 5.13 in turns; the first case represents the initial
induction step.

Case 1:

Assume member((H :— B),[(H' :— B')|t],E) and let ¢ be a unifier for the (possibly empty)
set of equations, £E. We see that either H is identical H’ or E contains the equation H = H'
so in any case Ho = H’C, and in a similar way we get BG = B’G. So we conclude that
[(H":= B"))|t]o =[(H :- B)|t]Jo = [(Ho :— Bo)|to] (i.e., referring to the notation above, the first
ellipsis is empty, the second is {G.

Case 2:
Assume member(c, [v|t], {v = (v;:= v,) JUE), v, and v,, new variables, and that the proposition
holds for member(c, [(v, :— vp)], E), i.e., for any unifier, g, for E, that

€O = (v, :— V,)0.

About a unifier, ¢, for {v = (v, :— v;)} U E we know that it is especially a unifier for £ and
that vo' = (v;, i v;,)0’. The conclusion follows directly by insertion.

The remaining cases 3—6 goes in exactly the same manner.

The proof of the second part goes as follows. Assume ¢ is a generalized term and o a substi-
tution such that 1o is a list of the form [. .., ¢, - -], where ¢y =€ is a ground clause. We have
to show that there exist ¢ and E such that

member(c,t, E)

and an extension of ¢, 6@, such that
cogpy =¢, and
o@ is a unifier for E.

We will prove this by structural induction over G and, in each case, over the structure of ¢
according to the following scheme. With respect to the structure of ¢ we distinguish between
a)ro=[c,---l,andb)to=[..-,c, -] (including to = {- . .,¢]). We subdivide according to the
structure of ¢ as follows; it is understood that v always is a variable and that ¢ occurs in tG in a
sub-structure corresponding to the emphasized sub-structure of . For each case we indicate
which clause of definition 5.13 is used to reduce it into which other cases.

a-1) t=v, reduced into one of the cases a-2 or a-3 using clause 5.

a-2) t=[v,--], reduced into case a-3 using clause 2.

a-3) t=[(H':-B'), -], base case, proved using clause 1, considered in detail below.
a-4) =R ;D[¢], reduced into case a-1 using clause 6.

a-5) t=[R;Dlr], -], reduced into case a-2 using clause 3.
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b-1) t=v, reduced into one of the cases b-2 or b-2/ using clause 5.

b-2) t=[ -.,v, ], reducedinto case a-2 using clause 4 a number of times.

b-2") =] --|v], reduced into case a-1 using clause 4 a number of times.

b-3) t=[--,(H':- B, -], reduced intocase a-3 using clause 4 a number of times.
b-4) =R ;Dlr]], reducedintocase b-1 using clause 6.

b-5) t=[-,R;Dlr], -], reducedintocase a-5 using clause 4 a number of times.
b-5) t=[ - |R;Dlr]}), reduced into case b-4 using clause 4 a number of times.

To ensure that this actually is an induction proof, we have to justify that each case eventually
is reduced into the base case a-3. We see this as follows; let > stand for “reduced into”. For
the b-cases we have that

b-5 > b-4 > b-1 > {b-2, b-2'}
All b-cases reduce in a-cases:

b-2 >a-2, b-2">a-1, b-3>a-3, b-5>as.
For the a-cases we have

a-4 > a-1 > {a-2,a-3} and a-5 > a-2 > a-3.

We will only consider the base case a-3 in detail; the other case are trivial and go as in the
proof of proposition 5.10.

So assume 16 = |, -] where € = (§inp :— b) and that t = [(H’ -~ B’),.--]. According to
clause 1 of definition 5.13, there exist H, B, and £ such that

member((H -~ B),t,E)

where H, B, and E depend on H' and B’. We analyze the possibilities and construct a substi-
tution ¢ accordingly.

— If H' is a variable v,, then H = (v; inv,) where v,, v, are new variables and E will contain

the equation v, = (v in vg).
In this case it must hold that 6(v,) = (g in p) and we let ¢(vg) = g and ¢(v,) =p.

If H' is not a variable but a meta-goal, we have H = H’ and that £ contains no contribution

for the head of the clause and we add nothing to ¢.

If B’ is a variable v,

— if o(vp) = TRUE, we choose B = Trut: and (v, = TRUE) € E,

- otherwise, choose B = v, in which case E does not contain any equation concerned with
the body.

If B is a structure, E does not contain any equation concerned with the body.

If B’ is a delayed expression d,

— if do = TrUE, we choose B = TrRUE and (TRUE =d) € E,

— otherwise, choose B = d in which case E does not contain any equation concerned with
the body.

The ¢ thus constructed is clearly such that 6@ is an extension (as opposed to a specialization)

of ¢ since ¢ only touches new variables and 6@ is a unifier for £ and (H :— B)o@y =¢.

0

We combine the two previous propositions into a statement about resolution steps.
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Proposition 5.12. Assume that § = Cu{Quiry = @} and §' = C'u{Query = Q'} are resolution
states such that §’ is derived from § with selected goal M and clause H :— B. If G is a unifier
for C’ and 7y is such that Qoy and Q'cy are ground, then the following holds for some M; and
M.

Qoy = M} ,Macy, /VI} and
Q'cy = M,,Boy, M,

where Moy = Hoy and (H :— B)oy is self-contained.
The other way round, let § = C u {Quiky = @} be a resolution state and ¢ a unifier for C
and vy a substitution such that

Q0=,M, and M‘Y:M

where M is a ground meta-goal of the form (g in p). Assume that D[{p]] has an instance of
the form

[---,(M:=B),--].

Then there exists a derivation from S to another state, $’, and an extension of 6, 6¢, which is
a unifier for the equations created in the selection and derivation steps. If, furthermore, G is

a solution for S, ¢ can be chosen such that 6@ is a solution to §'.
O

Proof. For the first part of the proposition, assume the notation used in the proposition and,
furthermore, that the selection steps involves replacement position v, and additional equa-
tions £. That ¢ is a unifier for C’ implies that o is a unifier for the equations Eu{M =H,vg =
B}, cf. lemma 5.2 (correctness of the normalization algorithm). Proposition 5.10 gives that

Qoy = M,,Moy,M; and
Ocy = M,,Boy, M,

for some M; and M, where 0 is the intermediate query which results from the selection
of M from Q. The desired equation for Q' follows from the fact that the sort changes the
normalization algorithm can do when changing @ into Q' is to exchange terms s for terms ¢
such that ¢y is a unifier for the equation s =1¢.

That Moy = Hoy follows from ¢ being a unifier for the equation M = H.

The self-containedness of (H :— B)oy is seen as follows. Assume M = (gp in py) and
H = (g5 inpy). From the equation above, we get that pyG = py;6. The definition of derivation
step gives that

member((H :— B), X ;Dlpul, E)

holds for some equations E for which ¢ (also) is a unifier and proposition 5.11 gives the
following.

RiDlpullo=[-,(H:= B)o, - ]

Apply, now, y to either side, the rule for distribution of substitutions over X ;D[[-]] and
pmO = ppo and we get

R.iDlpuocylloy={ - .(H - B)oy, ]

This shows that the ground clause instance (H :— B)GY = (gyOY in pyGY :— Boy) is self-
contained.
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The proof of the second part goes as follows. Assume a state S = Cu {QuEry = 0}, a
unifier, ¢ for C and a substitution ¥ such that

Qc=...,M,... and A_/Iy=lt~/l where

M=ginp.

Assume also that D|[]] has an instance
[...(M:=B),.- 1.

Proposition 5.10 gives M, Q’, vg, and E; such that
select(M,Q,Q', vk, Ey)

and a ¢, such that Mo@,y = M and o, is a unifier for Ey. Let M = (g in p) and proposition
5.11 (applied with the substitution 6@, ) gives a clause (4 :— B) and £; such that

member((H :- B), DlIpll. E2)

and a @, such that 6@, is a unifier for £, and (H :— B)o@, 9,y = (M — B).
If we now let @3(vg) = Bo@; 9, and @3(QUERY) = Q' {vg — B}G@,@; we see that 8@ Q3
is a unifier for
CuEjuE,u(M=H,vg=B}u{Query =Q'}.

Hence the normalization algorithm, when applied to this constraint, will return a state §’' =
C'u {Query = 0"}, i.e., §' is derived from S. Lemma 5.2 tells that, if we let ¢ = @, 9,¢3, 6
is a unifier for §'. Finally, assume additionally that ¢ is a solution for S. We saw above that
o is a unifier for C’' € §’ and Q”c@Y is a true query since Q'6® = @o®. The last conclusion
is a consequence of the fact that the normalization algorithm only exchanges subterms of Q'
when turning it into Q" which are indifferent with respect to 6¢. Hence o¢ is a solution for
S

0

The following lemma gives the exact relation between the solutions for a given state and the
states derived from it.

Lemma 5.4. Let S be a resolution state which is not a success state and let {S;};¢; be the set
of all resolution states which can be derived in a single step from S.

Then ss(S) is a restriction of Uiel ss(S)).
0O

Proof. We will prove that any solution for some §; also is a solution for § = Cu {QUERY = Q}
and that any solution for § can be extended to a solution for some S;.

So let o; be a unifier for §; = C;u {Query = Q;}. The constraint C; is constructed from C by
adding some new equations and applying the normalization algorithm. According to lemma
5.2, ¢; is also a unifier for C. That g, is a correct answer substitution for Q follows from the
first half of proposition 5.12.

The other way round, let ¢ be a solution for S and ¥ a substitution such that Sgy is ground.
Since S is not a success state but S has solutions, it must hold that

Soy=-..,M,... with M ¢ MG

By definition of a model, the conditions in the second half of 5.12 are satisfied, and this gives
an §,; derived from § and a ¢ such that 6 is a solution for ;.
a
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Theorem 5.1. Soundness and completeness of St.g-resolution.

Let Q be a query and {S;},¢, the set of all possible success states in resolutions of Q.
Then ss({Quiry = Q1}) is a restriction of Uielss(Si).

0

Proof. By induction using lemma 5.4 we get the following property:

Let § be an initial state and §S, = {S;};¢; the set of all success states derived in less that n
steps together with all states which can be derived in exactly # steps from S. Then ss(S) is
a restriction of Uiel $s(S)).

The theorem follows now from the fact that lim,_.., S5, 1s the set of all success states.
O

Soundness and completeness are formulated more traditionally in the following corollaries
which are direct consequences of the theorem.

Corollary S.1. Soundness.
Let ¢’ be a computed answer substitution for Q. Then ¢’ is a correct answer substitution for

0.

a

Proof. Assume §; is a success state in a resolution starting with an initial state, § = {QUERY =
Q. A solution, ¢;, for §; can be written as o with ¢ € ss(S); hence any such o; is a correct
answer substitution for Q.

m]

Corollary 5.2. Completeness.

Let o be a correct answer substitution for Q. Then there exists a computed answer substitu-
tion, ¢’ such that 6¢ = ¢’ for some ¢.

)

Proof. Let ¢ be a solution for an initial state S. Then the theorem states that it can be found
as an extension in some ss(S,).
0

5.6 Weak resolution, the Bowen-Kowalski interpreter as a special case

The reason why we had to introduce the complicated matters above was to take action in
the case where a function R ;D[ -]} is applied to a non-ground term. We can formulate an
alternative resolution method — called weak StG-resolution — which only generates paths of
derivation steps in which program parts are ground. Hence any K_;D[[-]] function symbol is
reduced away immediately before it can sneak into the resolution state or wake up the oracles.
If a non-ground program part is reached by a step, an implementation could issue an error
message or maybe delay that particular meta-goal until the problematic variables perhaps
get grounded. This is obviously not complete but many meta-programming problems are
such that the condition can be obeyed. Actually, we arrive (not surprisingly) at a resolution
method which resembles Bowen and Kowalski’s (1982) sketch of an interpreter for a demo(—,
—) predicate which we criticized in the introduction.

Definition 5.18. A weak (resolution) state is a state
S =Cu {Query = 0}
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where S does not contain delayed expressions and Q is a sequence of meta-goals.
A weak state, S, is derived weakly from another weak state, S = C U {QUERY = Q}, if the

following holds.

— Assume @Q=M,, -, M, ... ,M, such that
M;=GinP,

— if R ;DYIPY is not a program, there is no such §’, otherwise let
RiDUPY=1--,(H:=B),- ],

— §' is a state returned by the normalization algorithm when applied to
Cu {Ml =H} U {QUl£RY=M]""’Mi-l’BvMH]" "’M’l}'
O

We observe here that we need only the first four cases in the normalization algorithm, i.e.,
those that refer to usual terms only. — And we end up with exactly the unification algorithm
given by Martelli and Montanari (1982) for plain logical programs.

The correctness of weak Si1.g-resolution, i.e., soundness, can be formulated as follows.

Theorem 5.2. Soundness of weak StLG-resolution.

Let Q be a query and {S;},, the set of all possible success states in weak resolutions of Q.
Then ss({Query = @}) has a restriction of U‘.E,ss(S,») as a subset.

O

Proof. Follows from theorem 5.1 since weak Si.c-resolution clearly is a specialized version

of general SLG-resolution.
O

This compact theorem implies soundness as in the general case, any weakly computed an-
swer substitution is a correct answer substitution. We may furthermore say that weak SLG-
resolution is “weakly complete” in the sense that it (by definition) can find any correct solu-
tion which can be reached by proofs which involves only selections of clauses from ground
program parts.

So viewing weak Sic-resolution as an interpretation algorithm, our theorem is slightly
more general that the correctness theorems for meta-interpreters considered by Hill and Lloyd
(1989) in that weak Si.c-resolution also covers (using their terminology)

— calls of the meta-interpreter from meta-interpreted code (by our choice of language), and

— programs which generate new programs dynamically — with the restriction, that these
programs are fully generated when they are reached by the interpreter.

Hill and Lloyd represent the program being executed by the interpreter as global facts, i.e.,

they must by fully given from the beginning.

6 Conclusion and perspectives

We have shown how the language of plain definite clauses, or pure Prolog, can be generalized
into a meta-programming language with reflexive facilities corresponding to a binary demo
predicate. A generalization which preserves the following characteristics, for which logic
programming usually is appreciated,

— adeclarative semantics based on relatively simple, model-theoretical concepts, an’d

— aresolution method which is sound and complete with respect to the declarative semantics.
To our knowledge, the importance of these central qualities has not been recognized properly
in earlier work on such languages.
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Completeness of resolution implies an until now overlooked potentiality for a more declar-
ative style of meta-programming, especially for program generation. A meta-program can
state that this-and-this should be provable in a desired program together with certain syntactic
restrictions — and the interpreter will do the program synthesis. This as opposed to current
technology in which a meta-program for program generation typically appears as a detailed
recipe for program synthesis. It should be made clear, however, when we outline these per-
spectives, that what we have done in the present work is concerned solely with the linguistic
foundations, the practical evidence has yet to be given.

The particular kind of ground representation of programs as data was chosen as simple as
possible. Variables are exchanged with special constants, otherwise programs and represen-
tations are isomorphic. Consequently, we have defined programs (and their representations)
to be lists, as opposed to sets, of clauses. This implies a strictly syntactic notion of program
equivalence, so if an interpreter prints out a program as a solution, it may also — actually
it should — be able to print out all other programs which arise from a permutation of the
clauses in the program and meta-goals in clause bodies. Two programs are equivalent, i.e.,
their representations unify, if and only if they possess exactly the same structure, even down
to variable names. In the discussion of the selection procedure for clauses, definition 5.13,
— which also serves as an oracle for program and clause creation when needed — we con-
sidered the relevance of extending the resolution to work explicitly with constraints such as
“L is a list with X as an element”. This may be an opening for treating programs as sets of
clauses and similarly for the meta-goals in the body of a clause. With respect to equivalence
of variables by their name, it is interesting to note that our resolution method never needs to
generate new special constants which serve as variable names.

Future directions

For an implementation of Sig-resolution, we need a more efficient representation than the
systems of equations we have described with the implied extensive pattern matching needed
in the normalization algorithm. We need a more efficient kind of a state with some sort of
structure sharing, e.g., (Boyer, Moore, 1972, Mellisht, 1982). However, due to the functions
in the state, we need some explicit change propagation in addition to the instant propaga-
tion provided by structure sharing; such hybrid systems of dependencies has been studied
in (Christiansen, 1989b). Another thing that would be interesting to know more about is
whether we can drop the occur check (cf. step 2 in our normalization algorithm) as is custom
in Prolog implementations for reasons of efficiency. Programming in Prolog works quit well
in practice even with the risks implied by the missing occur check. Will this be the same
for SLc-resolution or is there too much potential circularity inherent in the concept? Good
question.

It would also be interesting to know more about negation in this context, both with respect
to the declarative and procedural aspect. With the present methods we can ask for a program
in which certain statements are true; it will also be interesting to ask for programs in which
some statements are known to be false.

This leads us to the question about methodology. Our work can be seen as a step to-
wards the development of an automaton or a programming robot which we can order about
as follows, “Give me a program with such-and-such properties”, and the robot will prepare
a program, perhaps not a program which satisfies our needs but at least one that meets our

t Actually, Mellish refers to his approach as structure copying, but it really means structure
sharing d la Lisp.
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specification. We have to learn to ask this sort of questions such that we are able to inquire,
not only “Give me a sorting program,” but also “Give me a good sorting program” . . .

A final example
We will illustrate some of the points above be an example.

Example 6.1. We will continue example 4.2, so let P stand for the following non-ground
term.

[(p(*y) in *x :— rin *x, Z), (rin *x :— TrUE), (g(a) in *x :— TRUE)]
We will consider a resolution process with the following initial query.
pX)in P

In the first resolution step, there is only one possible meta-goal to select, and a clause will be
selected from the value of & ;D[ P]]. Assume the first clause is selected, i.e.,

p(yo) inxg :— rinxg, R o DIZ]l,

assuming R o Dl[*y]l yields the variable y, and so on. We get the following constraint before
normalization is applied; v} is the replacement variable.

{(p(X)in P) = (p(yy) inxy),
Vi = (rinxg, R o DIZI))
u{Query =W}

Applying the normalization algorithm, we get the following, derived state.

{X = yo,
X0=?,
v?ez...}

u{Query = (rin P, R o DIZI)}

Let’s take a derivation step at level 1. We let the selection procedure for meta-goals choose the
first meta-goal in the current query, (rin P, and we get an intermediate query (v}, R o DIZ]).
We apply K D[[-] to the program part of the selected meta-goal and let the member pro-
cedure choose the second clause, i.e.,

rinxy :— TRUE.

We put together the relevant equations and apply the normalization algorithm, and we get the
following derived state.

{X = yo,
x="2,
x =P,
v2=-~~, V}e:"}

U{QUuUERY = (TRUE, R o DIZ]])}

For the next step, the meta-goal has to be selected in R ¢ D[[Z]} and we will assume that the
oracle does not feel for expanding it to a sequence of several meta-goals, but only provides
the necessary structure for turning R ¢D[Z]} into a meta-goal. This creates the following
additional equations,
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{(v=RoDIZI,v = (vginvp)},

and (v, in v,) is the selected goal. We apply R D[] to v,, which yields the delayed ex-
pression & D|[v,]| which in turn is given to the member procedure. Assume, now, that the
oracle in the member procedure feels for the unknown program to have three or more clauses
and that the selected clause should be the third one and finally, that this clause should be a
fact. This yields a terrible amount of additional equations which we add to the current con-
straint together with the equation which unifies the selected meta-goal with the head the of
selected clause, and finally the equation about the replacement variable. We normalize and
get the following state; equations about uninteresting variables are suppressed by ellipses.

{X = Yo,
Xp = T,
R oDIZ] = (vginvp),

R 2Dlvpl = [v1,v2, (vg in v, :— TRUE)V],

0= 1 = =
Vp =y V=, vR_A..}
U{Qucry = (Trut;, Trutz) }

This state 1s a success state and according to lemma 5.1, it is guaranteed to have solutions,
1.e., computed answers for the initial query. The proof of the lemma is constructive, it simply
assigns suitable special constants as the values of variables in delayed expressions and adjusts

the value of all other variables accordingly. Let us apply this construction to the constraint
above. We put in *a for Z and *b for v, and the critical equations become as follows.

R oDl[*a]l = (vgin *b)
R 2 DI*b]| = [v1,va, (v in *b i~ TrUE)|V/]

So, if R ¢D[[*al and K ,D[j*b]) yield the respective variables Ag and B,, the construction
gives the following computed answer.

{Z — *a,v, — *b,Ag — (Vg in *b),By — [V}, V2, (Vg in *b :— TRUE)|V], - - -}

So the construction in the proof is only a rough proof of existence. The constructed substi-
tution’s statement about the variable Z can, with a litte irony, be phrased as “The query will
succeed whenever Z denotes a variable because a variable always unifies with any trivially
true meta-goal”.

Consider the following substitution, which by definition also is a computed answer for the
initial query.

(Z - (@(*a)in*x),X —a,yo —a,vp — P, -}

where P’ is as P but with Z replaced by (g(*y) in *x)

From a subjective point of view, we may find this computed answer “better” than the one
given by the proof of lemma 5.1 as shown above. Why is it better? Not for any mathematical
reason, since mathematics does not recognize properties such as goodness. In an attempt to
psychoanalyze ourselves, to see why we are more satisfied with the latter answer, it seems
that we prefer solutions which somehow reuses bits and pieces of the original program.
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So assume that we for some methodological reason has extended the query with syntactic
requirements such that possible values of Z which are synthesized from pieces of P are tested
against the constraint already found. Eventually, the equation

Z=(q(*y)in*x)

will appear. The normalization algorithm will quickly unveil a new success state.

We hope with this example to have illustrated our resolution method and also to have
shown the motivation for the future development of a methodology for using it.
O
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