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Abstract

Consider a polling system with K > 1 queues and a single server that visits the queues in a
cyclic order. The polling discipline in each queue is of general gated-type or exhaustive-type. We
assume that in each queue the arrival times form a Poisson process, and that the service times, the
walking times as well as the set-up times form sequences of independent and identically distributed
random variables. For such a system, we provide sufficient conditions under which the vector of
queue lengths is stable. We treat several criterions for stability: the ergodicity of the process, the
geometric ergodicity, and the geometric rate of convergence of the first moment. The ergodicity
implies the weak convergence of station times, intervisit times and cycle times. Next, we show that
the queue lengths, station times, intervisit times and cycle times are stochastically increasing in
arrival rates, in service times, in walking times and in set-up times. The stability conditions and
the stochastic monotonicity results are extended to the polling systems with additional customer
routing between the queues, as well as bulk and correlated arrivals. For polling systems with
mixed limited, gated and exhaustive service disciplines and without set-up times, we prove that the
weighted sum of mean waiting times increases in the arrival rate, in the first and second moments
of the the service times and in the variances of the walking times. This monotonicity also holds
with respect to the mean walking times if they are deterministic or if there are “many queues” or
the system is heavily loaded. Finally, we prove that the mean cycle time, the mean intervisit time
and the mean station times are invariant under general service disciplines and general stationary

arrival and service processes.

Keywords: Polling system, stability condition, monotonicity, stochastic comparison, invariant

quantities.



1 Introduction

The aim of this paper is to establish some basic properties of polling systems under general service
disciplines. The polling system under consideration consists of a single server which serves customers
from different queues in a cyclic order. The service discipline in each queue is of general gated-type

or exhaustive-type.

In the first case, when the server arrives at a queue, the number of customers that are served is
a (possibly randomized) function of the number of customers in that queue at the arrival instant

of the server. This includes as special cases the (purely) gated and the gated-limited.

In the exhaustive-type discipline, service is given in a queue till the number of customers de-
creases by a number which is a (possibly random) function of the number of customers found by
the server upon arrival. The decrementing service and the exhaustive service are special cases of

this service discipline. Such general disciplines were first introduced by Levy, Sidi and Boxma [17].

Four kinds of results are obtained under the assumption that in each queue the arrival times
form a Poisson process, and that the service times, the walking times as well as the set-up times
form sequences of independent and identically distributed (i.i.d.) random variables (RVs). These

assumptions are relaxed for the invariance result.

The first result is on the stability conditions. For the general polling system described above,
we use Foster’s criterion to obtain new suflicient conditions for the ergodicity of the queue lengths,
as well as for the geometric ergodicity (see definition in e.g. [2, p. 144]). We also show that
the ergodicity then implies the stationarity of the cycle times, and that the geometric ergodicity
implies the geometric rate of convergence of the first moment of the queue lengths. In the literature,
some general suflicient conditions for stability of gated and exhaustive conditions were obtained by
Zhdanov and Saksonov [29], where the interarrival times are allowed to be i.i.d. random variables.
Kuehn [15] and Greorgiadis and Szpankowski [11] presented the stability condition for the limited

service discipline. The interested reader is referred to Takagi [26] for further references.

Second, we analyze the stochastic monotonicity of the queue lengths, the cycle times, the
intervisit times and the station times with respect to (w.r.t.) the system parameters such as the
arrival rate, the service times, the walking times and the set-up times. We show that the queue
lengths, the cycle times, the intervisit times and the station times are stochastically increasing in

arrival rates, in service times, in walking times and in set-up times. This monotonicity also holds



with respect to the number of queues in the system.

All these results on the stability and monotonicity are extended to the systems with customer
routing and bulk and correlated arrivals. In such a case, the customers, at the end of service, may
be routed to other queues in the system or rejoin the same queue for another portion of service.
Polling systems with such routing mechanims are analyzed by Sidi, Levy and Fuhrmann [22] under
the (purely) gated and (fully) exhaustive service disciplines. We further consider the case where the
external arrivals of the customers are controlled by a single Poisson process. At an arrival epoch,

a random number of customers are sent to each of the queues.

Third, we establish relations between the mean waiting times and the systems parameters
such as the walking times and the service times. It turns out that such relations are much more
complicated. An example shows that the mean waiting times may decrease when the walking times
increase! However, for polling systems with mixed limited, gated and exhaustive service disciplines
and without set-up times, we prove that the weighted sum of mean waiting times increases in the
arrival rate, in the first and second moments of the the service times and in the variances of the
walking times. This monotonicity also holds with respect to the mean walking times if they are

deterministic or if there are “many queues” or if the system is heavily loaded.

Last, we prove that the mean cycle time, the mean intervisit time and the mean station time in
the steady state are invariant under general service disciplines and general stationary arrival and
service processes. The basic tool used to prove this invariance is the theory of stationary point
processes, such as Campbell’s formula. This invariance generalizes the work of Kuehn [15] to a
more general setting. Such invariant quantities were traditionally obtained using calculations that
heavily depend on the discipline that is used, see e.g. Takagi [25] pp.73-77 for the exhaustive
service, p.108 for the gated discipline and pp.128-134 for the limited discipline (all under the
assumption of Poisson arrivals). Zhdanov and Saksonov [29] obtained these invariant quantities
for polling systems with either gated or exhaustive service disciplines, under the assumption that
the interarrival times and the service times are i.i.d. random variables. Daganzo [9] relaxed the

statistical assumption by allowing the service times to be dependent.

Our paper is organized as follows. In the next section, we describe the model in detail and we
define the notation used in the paper. In Sections 3, 4, 5 and 6, we prove the above four results,
respectively. In Section 7, we extend the stability and monotonicity results to the more general

systems with customer routing and correlated external arrivals.



2 The Model and Notation

The polling system contains a single server and K > 1 queues with infinite capacity, numbered by
1,2,---, K. The initial state of the polling system is described by the vector le = (Q1,...,Q%),

where Q¥ is the initial number of customers present at queue k, 1 < k < K. The customers arrive
to queue k in accordance with a Poisson process of parameter A;. The service times in queue k are
i.i.d. with the common distribution By. Denote by bz and b;f) the first and second moments of By,

respectively, which are assumed to be finite.

The server visits the queues in a cyclic order, vz. 1,2,---, K,1,2,--- Without loss of generality,
we assume that the server is initially at queue 1. Thus, the n-th (n > 1) queue that the server

visits is queue I(n) = (n — 1) mod K + 1, where n mod K means the remainder of the division of

n by K.

At the n-th visit, if there are some customers in the queue and if the server decides to serve,
then a set-up time (also called the switch-in time in the literature) R,, is incurred before the server
starts serving customers in that queue. If the server decides not to give service to the queue, then
this set-up time is not incurred (sometimes, R, is referred to as the potential set-up time). For
any given k, 1 < k < K, the random variables in {R,x+xr}o>, are i.i.d., and their first and second

moments, assumed finite, are denoted by ry and 'r,(f), respectively. Let R = Ei{:l Ry be the total

set-up time in a cycle and denote by r, #(?) the first and the second moments of R, respectively.

The time the server takes between the departure from the n-th visited queue and the arrival
to the n 4+ 1-st queue is called the n-th walking time and is denoted by D,. For any given k,

1 < k < K, the random variables in {D,x1+,}52, are i.i.d., and their first and second moments,
assumed finite, are denoted by d; and d;f), respectively. Let D = Ei{:l Dy be the total walking

time in a cycle and denote by d, d(?) the first and the second moments of D, respectively.
Denote by px = Agby, 1 <k < K, p= Y1) pr.

The system state is described by the random variables Q%, 1 < k < K, n > 1, where QF

represents the number of customers in queue k& when the server arrives at the n-th queue that it
visits. Let Cjn = (QL,...,Q%). The state space of the process Cj is X = INK | where IN is the set

of nonnegative integers. Denote by UF, 1 < k < K, n > 1, the number of customers in queue k



when the server leaves the n-th visited queue.

The arrival times, the service times, the walking times and the set-up times are mutually

independent, and are independent of the past and present system state.

Let Ag(T) denote the number of arrivals to queue k, 1 < k < K, during a (possibly random)
time interval of length 7. Let B, (/) be the random variable that represents the total service time
of | customers at the n-th visit of the server, n > 1. Let G,(I) be the RV that represents the
time spent by the server at its n-th visit in order to decrease the length of the visited queue by
I, n > 1. The random variable G,(!) is thus distributed as the time it takes to empty an M/G/1
queue, the service time of which is distributed as queue I(n)’s, from the instant a service begins

and [ customers are present.

The service discipline of the polling system under consideration may have mixed strategies.
Some queues are served according to general Gated-Type service disciplines and the others according

to general Exhaustive-Type service disciplines. Suppose at the n-th arrival of the server to a queue

there are Qi(n) = z customers in that queue. If queue I(n) is served according to a gated-type
discipline, then the number of customers that will be served is given by a random integer f;,(z) whose

distribution depends on z and on I(n). If queue I(n) is of exhaustive-type service, then service is

given until the number of customers decreases, with respect to Qi(n), by the random integer f,(z).
The random variables f,(z), n,z € IN, are mutually independent, and are independent of the past
and present system states, the arrival times, the service times, the walking times, and the set-up

times. Clearly f,(z) < z.

This kind of characterization of general service disciplines was proposed by Levy, Sidi and
Boxma [17]. It includes as special cases the (purely) gated discipline (for which f,(z) = z),
the decrementing discipline (where f,(z) = min{z,l}, [ > 1), the gated-limited service discipline
(f(z) = min{z,l}, [ > 1), the Bernoulli and the binomial disciplines (see Takagi [26]). Note that
when there are set-up times, the exhaustive service discipline has two variants. In the first one,
which we refer to as fully exhaustive discipline, the server serves all the customers in the queue until
the queue is empty. In the second one, which we refer to as partial exhaustive discipline, the server
serves the customers in the queue until the queue length is decreased by the number of customers
it found at its arrival to the queue. The two variants coincide when the set-up times are zero. The
latter variant is included in our framework (it suffices to set f,(z) = x), whereas the first one is

not. However, it will be seen later on, that all our results hold for the fully exhaustive discipline.



The performance measures of interest are

e Station time: 5, the time interval between the arrival times of the server to the n-th queue

and the n + 1-st queue.

o Intervisit time: V,, = D, + Sp41 + -+ + Snyx—1, the time interval between the departure

time of the server from a queue and the next arrival time to the same queue.

o Cycle time: C), = 5, + -+ -+ S,4+Kx—1, the time interval between two successive arrivals of the

server to the same queue.

o Waiting Time: Wy, the waiting time of a typical customer in queue k.

3 Sufficient Stability Conditions

We first study the stability conditions of the above polling systems. More specifically, we provide
sufficient conditions for the ergodicity and geometric ergodicity of the queue lengths, and the
stability (the weak convergence to finite RVs) of the station times, intervisit times as well as the

cycle times.

Define the indicator functions Ji, 1 < k < K, by J, = 1 if queue k is served according to the
exhaustive-type discipline, and 0 otherwise; and J; = 1 — J;. Denote by hy = 1/(1 — pgJy). For
z € IN,let F(z) = E(fu(z)),n=1,2,....

The RVs @, evolve according to the following evolution equations:

| Qi+ Aj (Baly, im0 + 1 BalIn(@u™) + T1Gn( S @i)) + Da) o I(m) #
QZL-H —st
Qi — 1(Qi) + A; (Balyy g1y50y + 10 Ba(J2(Q3)) + Dn) I(n) = j.

(1)

Due to cyclic structure of the queuing system, the Markov Chain {én} has a periodic behavior
with a period of K. More precisely, the Markov Chain is nonhomogeneous in time since the transition
probabilities at time n is a function of the queue I(n). However, for every 1 < k < K, {én]g'+k}$bo:0
is an aperiodic (homogeneous) Markov Chain (MC), for which we will establish conditions of the

ergodicity. In view of the following lemma, the system is said to be stable if all these K Markov

Chains {Qnx4x}°%, are ergodic.



Lemma 3.1 Assume that for all 1 <k < K, and all i € IN, {fox+1(7)}22, is a sequence of i.i.d.

random integers. If for all 1 < k < K, the Markov Chains {@nl&'+k}%o:o are ergodic, then for all
1 <k < K, the sequences of station times {S,k+k}o>, intervisit times {Vax 4k }or, and the cycle

times {Cri4k}or converge weakly to finite RVs.

Proof: For any k, 1 < k < K, define
Hi(i) = Rilys, ()soy + JeBr(fr(i)) + JuGr(fr (i) + Di, i=0,1,2,---.
Then for all n > 0,

Sn[x"—}-k =st Hk(QfLI(—I—k)'

Denote by QF the limit RV of the sequence {lex}k}%@:m i.e., the length of queue k& when the
server arrives to the queue at the steady state. Under the assumption of the lemma, such a limit

RV is well defined. Let S* =, Hk(Qk). Note that S* is almost surely (a.s.) finite.
Forall 1< k< K,n>0,t>0,let
pe(i) = PlQhgir =1, p*(i) = P[Q* =1].

Since the sequence {Q .k +k}req is ergodic, we have that for all : > 0,

pP(i) = lim pf(i).

n—oo

It then follows that for all z € IRT,

lim P[Sygen <] = lim P[Hi(Qnysr) < 2]

= lim iP[Hk(i) < a]pn(i)

n—00 4
=1

= i lim P[Hy(i) < z]pk(i)

n—oo

o0

= Y PIHA(i) < 2lp*(3)

=1



where the change of order between the summation and the limit follows from Portmanteau Theorem

(see [3, p.11]).
Thus for all 1 < k < K, the sequence of station times {S, k4% 52, weakly converges.

The weak convergence of the cycle times as well as the intervisit times can be shown in a similar

way using the evolution equation (1). [ |

Remark: It can be checked that the process {Cjn, Sy} is in fact a “J-X” process, (see e.g. [12])
for which different limit theorems exist [12, 19]. e.g., under the assumptions of Lemma 3.1 one can

establish the Strong Law of Large Numbers for the sequence {5,,}.

Proposition 3.2 Assume that

o p< 1;
e VYn>1, F,(z) is a nondecreasing function of z;

o there exist a real constant € and an integer M such that for every n > 1,

pld+r)+e

F.(z)>
(=) (1= p)him)bi(n)

Yo > M.

Then for all 1 < k < K, the Markov Chain {Q_)n]{{_k-}%ozo is ergodic (aperiodic and positive recur-

rent), and the Markov Chain {Q,}22, is (periodic) positive recurrent.

Proof: Taking a conditional expectation in (1) and summing over j we get:

g

K
>70,Q5 + pdigny + pTi(ny + 10y (P — Dby Fu( QM)

i=1

E b Qn—}—l

IN

= Zb QL + pdi(ny + pr1(n) + hrgny(p = DbrimyFn(QE™).



Similarly we have

K )
> Q42| @
7=1

K . )
- { > 0@y Qn+1] Qn}
=1
K ‘ o
< B9 0@+ pdiurny  Pranrn) + hangny (P 1)bl(n+1)Fn+1(Qn(—fl—|— N @
i=t
< { Z i Q”H } + Pd g1y + PT1(g1) + Pty (P = Dby Fryr (QLHY)

= > b;Qh + p(digny + dipngny) + p(T1(n) + Tr(ngr)) +

Jj=1
+h[(n)(p - 1)bI(n)Fn(Q£(n)) + h[(n+1)(p — 1)b1(n+1) n—I—l(QI n—|—1))7

where we used the increasingness of F,(z) to obtain the last inequality. Repeating the above

calculation, we obtain

K ]
J
E b] Qn—i—]&"
i=1

i=1 i=0

K K1
Qn] <DbiQh +pd+pr+ D hyiaiy(p = Dbrgnay Fari (@A) (2)

It then follows that if for some 0 < 57 < K, Qi(n-l—j) > M, then

K
E | bi(Qnix —Q7) Qn] < —e (3)
j=1
Moreover, for any value of @, we have
Zb n+Ix n) én] < P(d-l- 7‘) < X (4)

The ergodicity of the chain Q_)n]({_k now follows from Foster’s criterion (see e.g. [2, p. 18]). This

completes the proof. [ ]



Remark: The functions used in (3)-(4) for the verification of Foster’s criterion, known as Lyapunov
functions, are linear in the queue lengths. The weight given to a queue is the expected service time.
Hence (3) has the intuitive meaning that outside a finite set, the total expected workload should

strictly decrease at each cycle.

Remark: The third assumption in Proposition 3.2 has a similar interpretation. This assumption

can be rewritten as

d+r
Fn(x)hl(n)bj(n) > pﬁ, Vo > M. (5)

The quantity (d + r)/(1 — p) is the expected cycle time in steady state (see (20) below) where the
potential set-up times are included in the walking times. Hence (5) states that if the length of a
queue is large enough, then the total reduction of the expected workload in one cycle due to serving

this queue (cf. the left hand side of (5)) should be strictly greater than the total increase of the

expected workload in one cycle in the steady state.

Corollary 3.3 Suppose that in the polling system, for all 1 < k < K, Fy(x) monotonically in-
creases lo oo when x goes to co. Then p < 1 is the necessary and sufficient condition for the

stability.

Corollary 3.4 Suppose that the polling system consists of a set E of queues served exhaustively,
a set G of queues served according to the gated discipline, and a set L of queues served according
to the (gated or purely)-limited discipline, with limits l,, k € L. If

e p< 1,

e VkeL: bplpy>(d+r)p/(1-p),

then for all 1 < k < K, the Markov Chain {Q k412, is ergodic, and the Markov Chain {G,}22,

s positive recurrent.
Proposition 3.5 Assume that Vn > 1, F,(z) is a nondecreasing function of x, and that there

exists some constant 0 < a < 1 and integer My such that F,(z) > ax for all x > My, n > 1. Then

the Markov Chain {@n[«'+k}%o:0 1s geomelrically ergodic if and only if p < 1.

10



Proof: The necessary part of the proof is trivial and omitted. For the sufficient part, it follows

from (2) and the hypothesis of the proposition that

K
E Z%(QZ&K - Qn) Qn]
7=1
K-1 ‘
< pd+pr+a Y by (p— Dby QL) — My)
7=0
<

i=1 i=0

K K-1
a .
(Pd + pr + aMy Z hib; + ) Z Pi(ntiy(p — 1)bI(n+j)Q£(n+]))

K-1
o ntq
‘|'§ Z hignti)(p = 1)bl(n+j)Q£( +9)
J=0

Let K be the set of states given by

K K
K:{mpwﬂw+mm§:m@+%§:@@—U@%>o} (6)

i=1 i=1

Since p < 1, K is finite. Clearly, if Qn ¢ K then

K . ) . Oé(l _ p) K )
B 05(Q0 g - @) @a| < -5 501 7)
J=1 7=1
The geometric ergodicity then follows from Popov [20]. [ |

Remark: In case some of the queues have fully exhaustive service discipline, the stability condi-
tions of Propositions 3.2 and 3.5 still hold, and are obtained by the same Lyapunov functions. The

evolution equation (1) should be modified as follows:

Q@+ Ay (Bul g ) + T Bal£a(@0™)

Qh, = 12(Q) + Aj (@ Balyy 1150y + 1 Ba(J2(Q1)) + D), 1(n) = j,

where u,, = 1 if queue I(n) has fully exhaustive service discipline, and u, = 0 otherwise, with

11



Uy = 1 — uy. If u, = 1, then, it is readily checked that,

@n}

K
< > UbiQ4 + pdyny +

i=1

B

K 4

J
Z ijn+1
J=1

pP— Pl(n)r I(n)
Ty 10 T h y(p = Dby Fu( Q™)

K
< DobQ0 iy + P71y + Pagay(p = Dbrny Fa(Q2),

i=1

where we used the fact that p < 1 to establish the last inequality. Therefore, inequality (2) still

holds even if there are queues with fully exhaustive service discipline.

Next, we establish the geometric convergence of the first moment of queue lengths.

Proposition 3.6 Under the assumptions of Proposition 3.5, EQ  converges geomeltrically fast

nK+
to EQ}C foranyi,k=1,... K.

Proof: Choose any ¢,k = 1,..., K. Let P be the transition matrix of the Markov Chain Q;Kq—k’

n=1,2,...and let
II= lim P"

n—oo

be the steady state probability matrix corresponding to the transition matrix P. Let 7, = I, for
all z,y € X (note that II has identical rows). Let p : X — IR be some function. Following [23],

define the g-norm of any real vector z on X and of any real matrix Z on X x X as

21, = sup pz ']z
reX

1Z], = sup puz" > | Zaylpy
reX veX

Define the projection r : X — IR by r(z) = x;. We show below that there exists some function

i X — R with all entries greater than 1, some constants 0 < 8 < 1 and 7 > 0 such that

[P"r — Ilr||, < 87, Vn € IN, (9)

12



which will then imply

¥l
E Pyz%’—g To;

zeX zeX

< pyv 8", VyeX, VnelN,

so that the assertion of the Proposition holds.

In order to prove (9), we define @ = max;<;<x b]-_1 and p, = (LZ?;I bjz; +1{z =0} > 1. Let
K as defined in (6), and
K= {o: poa(l—p) < 4) (10)

It then follows from (7) that for all z ¢ X UK’,

> Pty <ot U 1 <o - 2022, (1)

4
yeX

The relation (11) readily implies (cf. [23, Key Theorem I, p. 24]) that there exist constants
0< B <1and~" >0 such that

|P" T, < 8", ¥n e IN.

Now,

”Pnr - HT”,u < ”Pn - H“u ”T”u < Ff//ﬁna_lbi_17 Vn € LN’

which completes the proof by taking v = v/a=1b; 1. [ ]

K3

4 Monotonicity of Queue Lengths, Cycle Times, Intervisit Times

and Station Times

In this section, we analyze the stochastic monotonicity of the queue lengths, cycle times, intervisit
times and station times with respect to the system parameters such as the arrival rates, service

times, walking times, and set-up times.

We first define some basic notation of stochastic ordering of random variables.

Definition 4.1 Let XY € IR" denote two random variables of dimension n. We say that X is
stochastically smaller than Y, denoted by X <4 Y, if for all nondecreasing function g : IR™ — IR,
Elg(X)] < E[g(Y)], provided the expectations exist.

13



Lemma 4.2 (Strassen [24]) Let X,Y € IR™ denote two random variables of dimensionn. X <4 Y
if and only if there exist two random variables X and Y defined on a common probabilily space

such that X =4 X, Y =4 Y, and X < Y a.s., where =4 stands for the equality in law.

Denote by T' the polling system described in Section 2. Let there be another polling system I

with K’ queues. The initial state of the polling system is Q' = (Q'1,- -,Q’{{). The arrival rates,
the service times, the walking times and the set-up times are described by A}, B}, {D,},, and
{R! },, respectively, 1 < k < K’ with the assumption that these random variables are mutually

independent. Let A!,B!. G/ be the number of arrivals, the cumulative service times and the

durations of busy periods corresponding to system I'. Denote by Q’fL and U’fz the state variables
of the system I'. The station times, the intervisit times and the cycle times associated with I are

referred to as S}, V! and C/, respectively.

In the systems I' and I', the number of customers to be served at each visit of the server is

characterized by f.(z) and f}(z), respectively. We assume that f.xir(2) =s f) g () for all

n>1,2 >0,and 1 < k < min(K, K'). Throughout this section, we assume that the service
discipline is “stochastically increasing” and “contractive”: For all n,z,y € IN, with = > y, there is

a probability space such that

e (stochastic increasingness) f,(z) > fu(y), a.s.

e and (contractiveness) f,(z) — f.(y) <z —y, a.s.

The increasing contractive disciplines were first considered in Levy, Sidi and Boxma [17].

Proposition 4.3 Suppose that I' and I have the same number of queues: K = K'. If

- 1 K
(Q%v"'v {X) Sst (Qllv"'lef)v
(Alv"'aAI{) < ( /17"'7 /Ix")v

Bk Sst B;m 1 S k S 1(7
n Sst D'/rm n Z 17
Rn Sst R{m’ n Z 17
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then

( 1 2 . K

nr%9ny Ty %Wn

"7Q,I{)7 RZ 17

n

Sst

7’L7

(Sla"'ysn Sst Sa S/) n217

(Vh"'a"fn Sst ‘/1/7 ‘//) n Z 1,

(@'
(
(
(

(Clv"'vcn <st 017 C/) n > 1.

Proof. For sake of simplicity, we first prove by induction on n that
(@, Q2.+, Q) <u (@, Q0+ Q'0), (16)
and that the relation (16) implies that
Sn <ot Sh (17)
( 711+17Qi+17 o ‘7@2;1) <a (@ n-}—l?Q s 'yQ/ﬁ-l)- (18)
By the assumption of the proposition, the relation (16) holds when n = 1. Assume that (16)
holds for some n > 1.

According to Strassen’s Theorem (cf. Lemma 4.2) there is a probability space such that
( 7117 ny 7QIX) (Qlij/iv"'vQ/i{) a.s.

Using the fact that the service discipline is stochastically increasing and contractive, and that it
is independent of the past and present system state, we can construct a common probability space
such that

Jol@) > fuly) as. and  fu(@)— fuly) <oy, as

We assume that I(n) = 1. The same argument goes through for the other cases.
Assume first that the service discipline in queue 1 is of gated type. Since
By < By, Ro<a R, 1<k<K, nxl,
we have that
Bo([a(@Q0) + Ralis@uys0 <ot Bi(/n(Q0) + Rl 0 )50

15



Moreover, as
(A17 ot '7AI/\") S (A/17 T /1&7)7

we have the relation
(A1 (X), Ao(X), -, AR (X)) Sor (ALY ), AY(Y), -, A (V)
which holds for all X,Y € IRt such that X < Y (see e.g. Jean-Marie and Liu [13]). Therefore,
(Un, Uz, U
= (Qh = 12(Q0) + AL (Bu(Ja(@1) + Bl s ny0}) -
Q2 + A (Bu(Fa(@1) + Bul (5, @1)501) »
L Qp 4+ Ak (Bn(fn(%)) + Rnl{fn(%»o}))
<o (@ = 1@ + AL (BLUA@Q0)) + R 0y50))
Q'+ Ay (BL(fa(Q) + Bl iy (ony50)
Q@ A (BLUQ) + Rl 0ns0y))
= (U, U, U,

Using in addition that

D, <4 D],
we obtain
(@1 Qg1 Q)
= (U} + AUDL), U2 + Ay(Dy), -, UK + Ag(Dy))
<ot (U4 AUDL), U+ AY(D)), -, Uy + A (D))
=t Q41> Qhgrs Q')
and

The case where the service discipline in queue 1 is of exhaustive type is similar. It is easy to

see (using e.g. sample path analysis) that the busy period of a M/G/1 queue is stochastically

16



increasing in the arrival rate. It is shown in Jean-Marie and Liu [13] that it is also stochastically

increasing in the service times. Thus,

Gul(Ja(QL)) <ot GL(Sa(@1)) <ot GalSa(Q"1))-

Therefore,
(U, Ugy - UY)
=g (Q}L — (@) + A (Rnl{fn(Q}l)>0}) ,QF + Ay (gn(fn(@lz)) + Rnl{fn(le»o}) ;
Q4+ A (Gn(fn(Qi)) + Rnl{fn(Q}l)>0}))
<st (Ql711 - fn(Q'}z) + A/1 (R/nl{fn(Q/;po}) 7Q/72~L + Afz (g;(fn(()’i)) + R/nl{fn(Q’;)>0}) ’
Q1 A (G + B gnsy))
=t (U5 U U,
which implies that

1 2 K
( n+17Qn+17 o '7an-|—1)

= (U} + ADL), U2 + Ay(Dy), -, UK + Ag(Dy))
<ot (U4 AUDL), U+ AY(D), - U+ A (D))
=ot (@1, @1 Q)
Furthermore,
Sn =st Rulis@uys0y + Gn(fn(@n)) + Di <s Rl nysop + Gr(f(@)) + D}y =51 S},
Hence by induction the relations (16-18) hold for all n.

Denote by S, (z1,--+,2,—1) the random variable whose distribution is given by

P[Sn($17' : '7$n—1) S $] = P[Sn S $|Sl =1, '7Sn—1 = -rn—l]-

Using the same argument one can show by induction on n that

Sn(x17”'7$n—1) Sst Sn(ylv"'ayn—l)a v(-rh"'vxn—l)g(ylv"'7yn—1)7

Sn(xly"'7$n—1) Sst S;z($1,"‘,$n_1), v(:1717"'7*Tn—1)-
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Using Theorem 4 of Veinott [28] (see also Lemma 2 of Arjas and Lehtonen [1]) readily yields (13),
which further implies the relations (14) and (15). [ |

Proposition 4.4 Suppose that there are more queues in I than inT': K' > K. If

(@, Qf) < (@01,
(A, Ak) <0 (A, AR,
B, < By, 1<k<K,
Duksr <st Dlgyirs 1<kE<K, n>1
Roktr <st Rugoiirs 1<k<K, n>1,

then

(QF, 1<k <K} <4 {QF, 1<k<K}, n>1,

{Sif{-}-kv 1< { < n, 1< k < I(} <st {Sz{f{-l—k? 1< { < n, 1< k < I(}7 n > 17

Vikgr, 1<i<n, 1<k <K} <o {Viggy, 1<i<n, 1<k<K},  n>1,

{C'ifx"+k7 1< [ < n, 1< k < I(} <st {CZ{K-I—kv 1< { < n, 1< k < I(}v n > 1.
Proof. The proof is analogous to the above one, and is omitted. [ ]

Remark: In case some of the queues have fully exhaustive service discipline, the stochastic

monotonicity of Propositions 4.3 and 4.4 still hold in view of equation (8).

Remark: The stochastic monotonicity of the queue lengths, the cycle times, the intervisit times
and the station times still holds in the steady state whenever there is a weak convergence of these

quantities.

Remark: The assumption that the sequences of walking times and set-up times are i.i.d. random
variables can be relaxed. In fact, the results in this section hold when these random variables are

mutually independent.

5 Monotonicity of Mean Waiting Times

Unlike the monotonicity of the station times, the intervisit times and the cycle times with respect

to the model parameters, the waiting times are in general not monotone with rspect to these
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parameters.

The following example shows that the increase of walking times may result in a strict decrease
of the mean waiting time. Consider a polling system where the service times as well as the set-up
times are almost surely zero. The service discipline at each queue is either purely gated or purely
exhaustive (actually in our case these two policies coincide). The expected waiting time in queue
1 is given by

E[CY]  d?

Eln] = 2E[C] ~ 2d°

where C' denotes the stationary cycle time starting from queue 1. To see that, note that the
expected waiting time is equal to the expected residual cycle duration, and that since there is zero

service time and zero set-up time C' is distributed like D.

Suppose now that D equals 10 or 0 with probability 0.1 and 0.9, respectively. We then obtain
E[Wi] = 5. We now increase D by 1, vz., D = 11,1, with probability 0.1 and 0.9, respectively. We
then have E[W;] = 3.25.

In this section, we analyze conditions under which the mean waiting times are monotone. The

investigation is based on the explicit expressions of the mean waiting times.

It is well-known (see e.g. Choudhury and Takagi [8]) that if the service at queue &k, 1 <k < K,
is (purely) gated, then

B = (1-+ gy = L2 (VR0 1 picy).

2E[Cy] 2
where C} denotes the stationary cycle time of queue k. If the service at queue k is (purely)
exhaustive, then (cf. [10])

BV pr s
EVH = Spmai T 20+ p0) s

where V}, denotes the stationary intervisit time of queue k. These relations clearly imply that

Proposition 5.1 The mean waiting time of a queue with gated (resp. exhaustive) service is mono-
tone in the variance of the cycle (resp. intervisit) time, provided that the mean cycle (resp. inter-

visit) time is fived.
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In the remaining of this section, we analyze the monotonicity of the weighted sum of mean
waiting times in a polling system including a set F of queues served exhaustively, a set G of queues
served according to the gated discipline, and a set L of queues served according to the 1-limited

discipline. There are no set-up times. We make the standard stability assumption, i.e., p < 1.

We have (see [6]) the following relation (known as a Pseudo-Conservation Law):

7 S EW+ S p EWi+ Y ps <1 - Aipp) EW;

1) 1€G €L 1
K 2.(2) (2) K
Aib; d d d
- p272+p_+7[p2_ng]+_ng (19)
= 2(1-p) 2d  2(1-p) =1 l=pri&aL

It is straight-forward that
Proposition 5.2 The weighted sum of mean wailing times Z is monotone increasing in

1. arrival rates A\, 1 <k < K;

2. the first and second moments of the service limes by, bgf), 1<k<K,
3. walking times Dy, 1 < k < K, provided the walking limes are deterministic;

4. variances of the walking times Var(Dy), 1 < k < K, provided the mean walking times are

fized.

In what follows, we analyze the monotonicity of Z with respect to the mean walking times when
there are “many” queues or when the system is “heavily” loaded. With this aim, we compare the
polling system I' to a new system I' which differs from the former only in the walking times. Let

Z', D" and dj, be the quantities associated with I".

Proposition 5.3 Assume that infyyy dy — dj, > 0, infy>1 dj, > 0, and that supysy Var(Dy) < o0.

Then there exists some finite integer Ko such that for all K > Ko, Z > 7'.

Proof: Let ¢; = infy>dp —dj, > 0, o = infy>1 d) > 0, and ¢3 = SUPL>1 Var(Dy) < oo. It follows

from (19) that

a2 q®
!
_ > 2
(Z=20p > S5 - 5a
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K !

—, Var(D})

k=1 k

> d-d - S
k=1 "k

C3
2 ]XCl - —.
C2

It suffices to take K¢ as the smallest integer greater than ¢s/(cicq) for Z — Z' to be positive. [ ]

Note that in the above proposition, K is a parameter of our problem. However, as K increases

we allow for \; AL, B; and B} to change arbitrarely as long as the systems remain stable.
Last, we consider the heavy traffic situation.
Proposition 5.4 Assume that d > d'. If there is a constant ¢, 0 < ¢ < 1 such that either there

1s a queue k with non-exhaustive service and py > ¢, or there are lwo queues t,j with p; > ¢ and

p; > ¢, then there exists some py < 1 such that for all p > po, Z > Z'.

Proof:
d—d K a?
Z-7 > 7(,02—Zpi)+ > Pk g
2(1-p) k=1 1= keG,L
d—d d'?
> t—p
1-—p 2d’
Taking po = max(e, 1 — 2d'(d — d’)cQ/d’(Q)) implies that for all p > pg, Z > Z'. ]

Note that the above approaches can also applied to other polling systems in order to obtain the
monotonicity of the (weighted sum of ) mean waiting times, e.g. the Bernoulli discipline (Servi [21]
and Tedijanto [27]), the Binomial discipline (Levy [16] and Boxma [5]) and the synchronized polling
system (Khamisy, Altman and Sidi [14]). In particular, when the Globally Gated service discipline

[7] is under consideration, one has the following explicit expression for the expected waiting timé

k-1
1 d® dp* Ez
EWe= (1425 pi + —[ T
( 2.0 )p<1+p> e e R e Z

i=1
It is verified that
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o Ifinfrsydy — dj, >0, infr>q dj, > 0, and supys, Var(Dy) < oo, then there exists some finite

integer Kg such that for all K > Ko, EWy > EW'.

o If d > d', then there exists some pg < 1 such that for all p > pg, EW), > EW'.

6 Invariant Quantities

In this section, we establish some invariant quantities in the steady state under fairly mild as-
sumptions. In particular, we will not restrict ourselves to the model described in Section 2. More
specifically, we assume that the cycle times, the workload, as well as the interarrival times and the
service times at every queue are stationary. The service disciplines are assumed to admit a steady

state, but are otherwise arbitrary.

All the stochastic processes defined below are assumed to be stationary and ergodic, defined
on the same probability space (Q,F, P,6;), where 6, is the shift operator (see e.g. Baccelli and
Brémaud [4] for such formalism). Let A; and pj be the arrival rate and the service rate of the

customers in queue k, respectively, 1 < k < K.

Let N(t) be the point process that counts the number of arrivals of the server to queue 1 till
time ¢t. Let Ty < 0 < Ty < T3 < ... be the corresponding time instants of the arrivals of the server
to queue 1. Define the cycle time C! = T, 41 — T,,. Let P° be the palm probability related to N
and let E° be the expectation w.r.t. that measure. Denote by v the intensity of N(¢). Note that

v~1 = E°C,. Tt is assumed that v > 0.

It is immediate (using e.g. Neveu’s exchange formula) to see that the expected number of

arrivals to queue k during a cycle (w.r.t. P%)is given by A\ /v, 1 <k < K.

Let {05}°, be the sequences of the times spent by the server at the n-th visit to queue k,

1 <k < K. Let {6812, be the sequences of the walking times spent by the server between the
end of the n-th service of queue k till it arrives to the next queue, 1 < k < K. The sequence

{01 61 02 52 UK (SK

00 . . .
b 0n 0l b o0, 008152 o can thus be considered as a sequence of marks associated with the

process N(t). There are no set-up times. Nevertheless, the walking times can be dependent of the

system state. Denote d = E°S°N, 68, s1 = E%].

Let Wy(t) be the workload in queue k at time {. Let 7w(¢) refer to the position of the server at
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time ¢, i.e., if it is serving queue k at time ¢ then 7(¢) = k, otherwise 7(¢) = 0.

Lemma 6.1 Forallk, 1 <k<K,

Proof: We have

—i+Wk(t) — { L, n(l) =k,

dt 0, otherwise,
where dit—l_ stands for the right derivative. Hence
dt
P(r(0)=Fk)=P(r(t)=k) = —E% Wi(t)
By the Rate Conservation Principle [18] we have:
AT
which completes the proof. |

The main result of this section is the following invariant expressions for the expected cycle

times, the expected intervisit times and the expected station times.

Proposition 6.2 In the steady state,

(i) the expected cycle time (w.r.t. P°) of queue 1 is given by

d
ECy = ——; 20
0 1—,0’ ( )

(ii) the expected intervisit time Vo (w.r.t. P°) to queue 1 is given by

(1-p1)d,

EV, = . (21)
L—p
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(iii) the expected station time So (w.r.t. P°) of queue 1 is given by

d
E°Sy = E°} = 1p1 . (22)
—p

Proof: Define

Hy(t) = Z Uﬁl{TnQ}-

n=0
By Campbell’s formula we have:

EH(t) = vtE°ak. (23)
Since

t {
/0 l{ﬂ(s):k}ds < Hk(t) < /0 1{7T(5):k}d8 + Ug + 05,

and due to the stationarity, we have
[EH(1) = P(r(0) = k)| < E [of + of] <2ECq (24)
It follows from Lemma 6.1 and from (23)-(24) that

ECy
T

‘I/ang - pk‘ <2
Using the fact that ECY is finite and that the last inequality holds for all ¢, we get
E%k = pr/v E=1,..,K. (25)
On the other hand, 3"K_ (0f + 6%) = Cjy and hence it follows that

The result (ii) follows from (20) and (25) by noting that the intervisit time at queue 1 is given

by

K
Vo = Z(Ué“ + 65— ot =Co— 0.
k=1
The result (iii) is an immediate consequence of (20) and (25). [ |
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7 Extensions

The results obtained in Sections 3 and 4 on the stability conditions and stochastic monotonicities
can readily be extended to the case where the customers, at the end of service, may be routed to
other queues in the system or rejoin the same queue for another portion of service. Polling systems
with such routing mechanims are analyzed by Sidi, Levy and Fuhrmann [22] under the (purely)
gated and (fully) exhaustive service disciplines. In our general system, we further assume that the
external arrivals of the customers are controlled by a single Poisson process. At an arrival epoch,

a random number of customers are sent to each of the queues.

In such a system, customers arrive to the system in bulk according to a Poisson process with
parameter A. At the n-th arrival epoch, 5* customers are sent to quene k, 1 < k< K,n =1,2,---.
For all 1 < k < K, the sequence {n*}, is composed of nonnegative integer i.i.d. random variables
with mean g;. Let n* denote the generic version of ¥, n = 1,2.---. Note that our initial polling

model corresponds to the case where K pf =1forall n =1,2,---.

When the service of a customer is finished at queue k, 1 < k& < K, it joins queue j with
probability pr; > 0,1 < j < K, and leaves the system with probability pyo =1 — 25‘:1 Pr; > 0.

Assume that for all k£, 1 < k < K, there are some indices 1 < kq, ko, -, k; < K, such that
Pk Phaka " Phioy ki Phi0 > 0.
In other words, all customers will eventually leave the system.

The service times at queue k are i.i.d. random variables with mean by, 1 < k < K. Let by be

the mean length of total service times (before leaving the system) of a customer arriving at queue

k:
— IX’ —
be=br+ > prjb; (26)

i=1
Denote by A = Aqi, pr = b, 1 < k< K, p = Ei{:l Aibi. Note that p > Zi{:l pr. Let
hi =1/(1 = prJi).

Let £;x(I) be the random variable of the number of customers routed to queue k out of [
customers leaving queue j, 1 < 7,k < K. Let M,(l) be the random variable of the number of

customers served by the server at its n-th visit in order to decrease the length of the visited queue
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by I, n > 1. Note that M, (I) is distributed as the number of customers served in order to empty
an MX /G /1 queue from the instant a service begins and [ customers are present, with the service

time Bj(,), the arrival rate A and the bulk size n*.

As in the original polling model, let Ag(T") denote the number of customers arrived at queue k,
1 <k < K, during a (possibly random) time interval of length 7'. Let G,(I) be the time spent by
the server at its n-th visit in order to decrease the length of the visited queue by I, n > 1. Thus,
G, (1) is distributed as the time it takes to empty an M* /G /1 queue from the instant a service
begins and [ customers are present, with the service time Bj,), the arrival rate A and the bulk size

n*.

It is easy to check that the following evolution equation holds:

Qi+ Aj (Rl o100)50y + 1 Bal Fa( Q™) + 1y Ga(Sn(@u™)) + Dir)

o L1y (T1 o @) + Try Mol Fa(@2))) I(n) # ji
n+1 =st
Qi = 1 QL)+ Aj (Ral 5 020y + Ti0 Bal fa(@1)) + Da)
(27)

Taking a conditional expectation in (27) and summing over j we get:

@n]

K
>70,Q0 + pdigny + pri(ny + 10y (p = Dbrny Fn( Q™M)

i=1

K
E 1 biQnn
i=1

IN

— - 1) br(ny Fn( QM)

K
= >"b;Q0 + pdyiy + pTi(n) + Bagny(p — Dby Fu(QE™M),

i=1

where we used relation (26) and that the expected time to decrease the length of queue I(n) by

1 from the instant a service starts is bl(n)/(l — pl(n)), and that the expected number of service

completions during this period is 1/(1 — py(n))-
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Therefore, as in the proof of Proposition 3.2, we obtain

K K K-1
E > b;Q Q”} < TbQL 4 pd+ pr+ Y. iy (p = DbrgngiyFrss (QET))  (28)
7=1 7=1 7=0

Consequently, all the results in Section 3 hold and can be proved by the Lyapunov function

L(z) = K bjz; in place of L(z) = Z?:l bix;.
Consider now the stochastic monotonicity.

Denote by T' the polling system described above. Let there be another polling system I” with
K' queues. In the systems I and I, the number of customers to be served at each visit of the server
is characterized by f,(z) and f) (), respectively. We assume that fuxyx(2) =5t f, 5,5 (2) for all
n>1,z>0,and 1 <k <min(K, K'). We also assume that the service discipline is stochastically

increasing and contractive.

Analogously to the proof of Proposition 4.3, we can readily show, by using the evolution equation
(27), that the stochastic comparison results of Propositions 4.3 and 4.4 still hold in our generalized

polling systems if

Pk S p;’,ka 1 S ]7k S Erv
and if the condition
(/\17"'7/\1{) < ( /17"'7 /Ix)
is replaced by
n Sst n/kv 1<kE<K
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