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ABSORBING BOUNDARY CONDITIONS FOR
LINEAR GRAVITY WAVES

CONDITIONS ABSORBANTES POUR LES ONDES
DE GRAVITE EN REGIME LINEAIRE

Kebir DGAYGUI and Patrick JOLY
INRIA B.P. 105 , 78153 Le Chesnay , France

Abstract :

In this article,we construct,analyze and implement a family of absorbing boundary condi-
tions for linear gravity waves in dimension 2. The main difficulty consists in taking into
account the dispersive nature of these waves.

Résumé :
Dans cet article,nous construisons,analysons et implémentons une famille de conditions
aux limites absorbantes pour les ondes de gravité linéaires en dimension 2, qui modélisent
la propagation de la houle.La principale difficulté consiste & tenir compte de la nature
dispersive de ces ondes.

Key words :

Gravity waves,dispersive waves,absorbing boudary conditions,rational approximation, sta-
bility analysis.
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1 Introduction - Position of the problem

Absorbing boundary conditions for wave propagation models in infinite domains of propa-
gation are an essential tool for the numerical approximation of such physical phenomena.
Such boundary conditions have been developed ten years ago for acoustic wave and elas-
tic wave propagation in the whole space by B. Engquist and A. Majda. Since this date
several research works have been devoted to the generalization of their conditions to dif-
ferent domains of the physics as acoustic waves ([4],[5],{12]), elastic waves ([3],[8},(13]),
electromagnetism ([7],(22]), diffusion phenomena ([21}), fluid dynamics ([17],[18],[26]).

Linear water waves in the ocean in dimension N + 1 (N = 1 or 2) obey to a model
which has the following particular properties :

- the domain of propagation is bounded in one direction and unbounded in N directions.
It can be assimilated to a slab.

- the evolution problem, and thus the propagation phenomenon, is generated by the boun-
dary condition on the free surface of the ocean and not by the partial differential
equation itself.

In [15]), Hagstrdm proposed a general method for developing artificial boundary condi-
tions for general evolution problems posed in a slab,in the case in which the evolution
term 1s mainly contained in the partial differential equation governing the solution in the
interior of the domain of propagation. His method is based on a spectral decomposition
of a differential operator in the transverse variables (with respect to the direction of the
slab). We use here the same type of method for developing absorbing boundary conditions
for the linear water waves model in dimension 2 (N = 1). We construct a general family of
such boundary conditions that we analyze from both theoretical and computational points
of view. The content of our paper is the following one.

In section 2 we recall the main mathematical properties of the water waves model. We
compare these properties with the ones of the acoustic wave equation. We point out the
dispersive character of harmonic waves associated to our model and the infinite velocity of
propagation.

Section 3, which is the most important one, is devoted to the derivation of a transpa-
rent boundary condition (section 3.1), the heuristic construction of the absorbing boundary
conditions (section 3.2), the theoretical analysis of the well posedness of the corresponding
initial boundary value problem (section 3.3), the presentation of a numerical method for
its approximation (section 3.4) and a discussion about different possible choices for the
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boundary conditions. As it is classical, the construction of the artificial boundary condi-
tion is based on a local (in space and time) approximation of the transparent boundary
condition. The spectral representation for an appropriate transverse operator is used for
the expression of this transparent boundary condition. We try to establish a parallel with
the case of the acoustic wave equation. The main difference comes from the fact that we
have to take into account the dispersive nature of the water waves. In the theoretical part,
the main difficulty comes from the fact that we cannot apply directly the stability theory
developed by Kreiss ([19],[20],(22]) since we are not working with an hyperbolic system.
The approach we generally adopt is a combination of the modal analysis (we use a Laplace
transform with respect to time) and energy techniques.

Finally, we present in section 4 several numerical results which give the validation of
our approach. In conclusion, we shall give some elements concerning the extension of the
present work to the 3D problem, that we shall develop in a forthcoming paper.

Let us note that an alternative numerical method to treat infinite domains of propa-
gation has been proposed by M. Lenoir and M. Verriére (see [26] and {31]). Their method
1s not based on the construction of absorbing boundary conditions. It rests upon a time
semi-discretization of the evolution problem which leads to a sequence of stationnary linear
problems at each time step. A decomposition problem leads to solve two different problems :
one is solved quasi-exactly by an analytical method and the other is approximated via an
integral representation boundary condition [31] or alternatively by the so-called localized
finite element method [25]. Such an approach reveals rather precise but also rather costly
from a computational point of view. We think that the use of our boundary condition
reduces the computational cost of the simulation without affecting the accuracy of the
results.

2 Presentation of the model and description of its
main mathematical properties

In this paragraph, we shall work in [RV*!, with N = 1 or 2. We shall denote by (z,y) a
point of IRY*! 2 € IRV and y € IR. The privileged direction y corresponds physically to
the vertical direction or depth. The time will be denoted by ¢t € IR™.

The aim of the linearized water waves model is to describe the movement of the ocean,
or more precisely the displacement of the material particles of the fluid which is identified
to the ocean.

We shall be interested in this paper by finite depth oceans which means physically that
we shall have essentially wave phenomena whose wave length is not too small with respect
to the mean depth of the ocean.



In order to derive the model of linear water waves (we refer the reader to [29], for
instance, for further details), one has to do the following assumptions :

the fluid is perfect and incompressible,
the only exterior field is the gravity,
the flow is irrotational.

We shall denote by 2 the volume occupied by the fluid and assume that its boundary
(T') can be splitted in two parts :

(T) = (I'p) U(TF)

where (I'p) denotes the bottom of the ocean and (I'r) denotes the free boundary. Under
the hypotheses of small displacements, it is assumed that  and I are independent on time
and that (I'r) coincides with a part of the plane y = 0.

g

FF X

Ty

Figure 2.1 : The domain of propagation.

As the flow is irrotational, the velocity field v(z,t) in § is the gradient of a potential :
(2.1) v=-V¢

¢ 1s now the unknown of the problem. The linearization of classical fluid dynamics equations
({29]) leads to the following set of equations in ¢:

0
(22) 'a—:: =h on PB (22)2
o6 0%
g% + 5{2- =0 omn FF (22)3



Equation (2.2), traduces the incompressibility assumption while equation (2.2); is the free
boundary equation and equation (2.2), expresses the fact that the normal displacement of
the bottom I'g is described by a function whose time derivative is equal to ~(z,y,t),(z,y) €
I'p. In (2.2) g denotes the gravity acceleration; h(z,y,t) appears as the source of the waves.

In order to get a well posed problem we have to prescribe initial conditions for ¢ on I'r :

#(x,0,0) = ¢o(z) =z €Tp

2.3 0
(23) 08 (2,0,0) =no(a) = €T

Knowing ¢(z,y,t), we can describe the shape of the surface of the ocean, at a given time
t, by the equation y = 7n(z,t) where the function 7(z,t) is given by :

194

The mathematical theory of problem ((2.2),(2.3)) is now well-known. We refer the reader
to [6],[14] and [17] for a detailed analysis. The functional framework is naturally given by
the energy associated with the problem :

1

_1 2 19
(2.4) E(¢0) = [[IVolPdzdy+ - [ |50l

in which, if we assume that the constant density of the fluid p is equal to 1 for instance,

3 JoIVé|idz dy is the kinetic energy

513 Jrr I%?Izda: dy = } Jr, Inl*dz s the potential energy
It 1s easy to derive the following identity :
d 1 ¢
(2.5) ZE(9,1) = /r hdo
F

which shows in particular that, in absence of a source (h = 0), the energy is constant in
time. We shall make about 2 the following geometrical assumption :

(2.6) 2 is bounded in the y-direction.
This assumption expresses that, in some sense, we are interested in the problem with

finite depth. The identity (2.5) is the main tool for establishing the following existence and

uniqueness theorem.




Theorem 2.1 [fQ has the property (2.6) and the data (¢o,7n0, k) of the problem satisfy:

(¢0,70) € H/*(I'5) x L*(T5)
h e WI’I(O,T; H—1/2(I-\B))

then problem ((2.2),(2.3)) has a unique finite energy solulion ¢ which satisfies :

. ¢ € C%0,T; H'(Q)) N CY(0,T; L*(Q)).

In its mathematical nature, problem ((2.2),(2.3)) is very close to second order hyperbolic
equations, as the wave equation for instance, but it is not rigorously an hyperbolic problem
in the sense that there is no finite propagation velocity property. This is due to the Laplace
equation. Nevertheless one can show that if the data ug,u;, and h have compact support
in space and if § is unbounded in the z-direction, then at any time ¢t > 0, the solution
¢ is exponentially decaying in the z direction. This is due to the property of the kernel
of the Laplace equation. So in fact, equations ((2.2),(2.3)) behave "almost” as the ones of
a finite propagation phenomenon. The main non standard point is that the propagation
phenomenon is driven by the boundary condition (instead of the interior equation for
acoustic waves). In the case of a constant depth bottom, the nature of the propagation is
easy to describe :

Q = {(z,y)€RVx]-L,0]}
Fp = {(I,O),xElRN}
I's = {(z,-L),ze€ IR")

With the help of the use of the partial Fourier transform in the z-direction :
5 1 —ikz N
¢(k7 Y, t) = W/é(x,y,t)e dr kelR

it can be shown that any finite energy solution of ((2.2),(2.3)) can be seen, when h =0, as
the superposition over wave vectors k of propagating harmonic plane waves in the form :

a(k,y)expi(w(k)t — k- z)
where the function w = w(k) satisfies the following dispersion relation :
(2.7) w? = g|k|thlk|L
which clearly show that the plane waves propagating in a constant depth medium are

dispersive : both phase and group velocities do depend on the wave vector k. Let us
mention that the amplitude function a(k,y) decays exponentially with the depth.
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Constant depth for the water waves equation is the equivalent of constant coefficients in
the acoustic wave equation. Therefore variations of the depth are responsible for analogous
phenomena to the ones produced by the variations of coefficients in the acoustic wave
equation : reflection and transmission of waves, diffraction, ...

For our purpose, the main differences between the acoustic wave equation and the water
waves equation can be summarized as follows :

- the propagation velocity is infinite for water waves and finite for acoustic waves
- water waves are dispersive while acoustic waves are not

- in IRN*! | the propagation phenomenon only concerns N-space dimensions for water waves
while it affects the (V + 1) space dimensions for acoustic waves.

3 Absorbing boundary conditions for the problem in
two space dimensions

We shall assume here, without restricting the generality of our study, that the domain Q is
bounded in the direction z < 0, unbounded in the direction z > 0 and that the bottom’s
depth is constant for large z:

Qc {(z,y),z >0}
(3.1) { QN {(z,y)/z > R} =]R, +oo[x]0, L[

which corresponds to the case of figure 2.1.
We want to bound our domain of calculation in the direction z > 0 by introducing an
artificial frontier at x = R + .

FF x=R x=R+l X
:
1
'
'
]
]
]
Q H
| ( Artificial boundary )
]
E
!
]
:
y:L __________________ :
Iy




Thus we have to impose an artificial boundary condition at z = R + {. We shall present
the ideal or transparent boundary condition in section 3.1. As such a condition is not easy
to treat numerically, we shall construct a family of approximations of this transparent
condition, in section 3.2. These will be our absorbing boundary conditions. We analyze the
stability of these conditions from a mathematical point of view in section 3.3. In section
3.4, we propose a numerical scheme for the discretization of these conditions and show how
they are easy to take into account from a practical point of view.

3.1 The transparent boundary condition

The process we are going to follow is very classical (see {13],[15],[19],[20] for other types
of equations). We suppose of course that the data of the problem (¢, 70, 2) have compact
support included in the half space z < R. In fact, to justify our approach, we shall assume
in a first step that :

o =10 =0
h(z 0)—*@(1‘ 0)=0
S, A

supp h(-,t) C {z < R}, for ¢t >0

With these assumptions it is clear that the function ¢(z,y,t) has the following properties:

(3.2)

{ ¢(x’y’0) = 0

0¢ .
E(Iay,o) =0

Then, it is easy to see that the problem ((2.2),(2.3)) is equivalent to a transmission problem.
Indeed, let us introduce the following notation :

Q={(z,y) €9, z<R+4{} :interior domain
Q.= {(z,y)€Q, z>R+4£} : exterior domain
T, = 9Q; N oN. : artificial boundary

Then ¢ is the solution of ((2.2),(2.3)) if and only if (¢;, ¢.) = (dlq,, #la.) is the (unique)

solution of the following transmission problem
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{ A(}S,':O n Q,‘

A¢.=0 in R,
(3%, 0¢; 4 _
Btd": + ga—(i=0 on ' =Tr N
2
‘ 6@5:.: +g%q:=0 onI's =TrNQ,
aa¢i=h on Pb = FB N Q,’
n
80¢e=0 onI'g =Tgn Q.
(3.3) - o ,
( ¢:(x,0,0) =0 r €Tl
%(x,0,0)zO z el
<
$e(2,0,0) = 0 zels
0¢. e
E(x,O,O)zO zeIs
¢i|ra = ¢elra
\ 0¢i Ape
{ %Il‘a = or Ir‘a

Now let us introduce the operator B acting on functions defined on T, x [R* (we identify
I, with the segment [0, L])

e(y,t) = ¥(y,t) = (Be)(y,t)

formally defined by

__0¢
(3.4) By = ‘%h‘a

where ¢ is the unique solution of :



( Ag=0 in Q.

0 .
an =0 on 'y
0% ¢ .
(3.5) ot? tg on =0 onTj

#(z,0,0)=0 on I'%.

d¢ .
E(m,O,O)zO on I't

[ dle.=¢ on T,

What we write in this section is formal but could be justified mathematically with the help
of an adequate functional framework. This is not our purpose in this paper. Nevertheless
let us recall some important properties of B, when acting of functions ¢(y,t) satisfying

0(0,1) = %f-(o,t) =0 (cf. (3.2)) :

(1) B iscausal : ¢ =¢; fort <T = By = Bpafort <T

T 5
@) [ [ (o)) geu )y dt 20 Vip,¥VT 2 0

(1) is trivial while (ii) is a consequence of the identity (apply Green’s formula):

Jo I3 (Be)(y: )% (y, t)dy dt = E(4,T)
E(¢,T) = %fﬂe |Vé(z,y,T)|*dz dy + ,_%g fr;l%ﬁf(m,O,T)sz

where ¢ is the solution of (3.4).

By construction, it is clear that the function ¢; is a solution of the following initial boundary
value problem :

(3.6)

( A(bt =0 in Q,’
?;f: =h on 'y
24, ;.
9*¢i +90¢, _0 onTi
(3.7) J ot? on
) ¢:(2,0,0) =0 on I'&
%(z,o,o) =0 onTI%
\%‘i‘+3¢,~=o on T,
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To state that the boundary condition :

(3.8) % + B¢; =0 on (I,)

is a transparent condition for our problem it is sufficient to prove that the solution of
problem is unique. Indeed, the uniqueness is a direct consequence of the positivity property
(3.6) of B since we have the following energy identity (for any T > 0) :

E(¢i,T)+ fy Jr, B:Zfrdy dt = E(0) + [ fru h%edo dt

(3.9) ,
E(d)HT) = %fﬂ, |V¢,(.’1}, y>T)|2d‘T dy + 2Lg fI"F. |%‘%($,0,T)I2d.’l§

Thus, ¢; is entirely characterized by equations (3.7) and (3.8) is a transparent boundary
condition.

It is possible, because of the particular geometry of €, (all that we have written up to now
is in fact very general) to get a quasi explicit representation of B with the help of :

{ - a Fourier transform in time
- a modal decomposition in the transverse variable y

Let us introduce the time Fourier transforms of the functions ¢(y,t) and ¢(z,y,t) appearing
in (3.5) :

Ay, w) = \/% 12 oz, t)e™tdt
(z,y,w) = 7= [2Z B, y, t)edt
Applying Fourier in time to (3.5) shows that :
(3.10) Ywe IR (Bp)(y,w) = Bw)p(,w)

where the operator B (w) acts on functions of the only space variable y (¢ is defined on T'):

(3.11) Bl)p = ~2-(3)l,

where gz;(w) is the outgoing solution of the problem

(Ad(w) =0 in Q.
9. \ _ .
%(w) =0 on I'y

(3.12) 4 p
g%(w) + w2¢(w) =0 onI%

L $(w)lr, = $(w) on I,
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Problem (3.12) is not elliptic. It is to the water wave equation what Helmholtz equation

is to the acoustic wave equation. The outgoing solution of (3.12) can be defined with the
help of the limiting absorption principle (see [32],[33]) :

$(w) =limd.(w) (in LE.(Q0))

where ¢(w) is the unique solution of

[ Ad(w) =0
0%, \
6nA(w) =0
89, N
090 (0) — (o +i)dul) = 0
Be(w)lr, =
| $:(Q) € L¥(Q,)

Note that ¢.(w) can be alternatively characterized by radiation conditions (when z — +00)
that we shall give later.
Now we notice that the unbounded operator A(w) defined by :

D(A(w)) = {# € H*(0,L)/32(L) =0, 22(0) = £$(0)}

A(w)p = —58, Vp e D(A(W))

y

is a selt adjoint operator in L?(T',) with compact resolvent. Therefore, there exists an
Hilbert space basis of L?(0, L) made of eigenfunctions of A(w) (whose spectrum is purely
a spectral point). The determination of the eigenvalues and of the eigenfunctions of A(w)
is a trivial exercise on ordinary differential equations. One easily shows that :

o(A(w)) = {p(w), A1 (w), Ad2(w), ..., An{w),.. .}

where p(w) is the unique negative eigenvalue of A(w) and is defined by

(3.13) pw) = ~€(w)?
where {(w) is the unique solution (see figure 3.1) of the equation :

w2

(3.14) £ thel = — £>0

12



thLY = &
[}
[}
:
H 2
! y =2
\ g5
.

0 & (o)

Figure 3.1 : Graphic resolution of (3.14).

An(w) is the n** positive eigenvalue of A(w) and is defined by
(3.15) An(w) = kn(w)?

where k,(w) is the unique solution of :

2
(3.16) ktghL = —— nn—%skLgmr#zr-
g

Y Y =g kL.

k, (@) k, () k, (00)

Figure 3.2 : Graphic resolution of (3.16).

Moreover a complete set of orthonormal eigenfunctions of A(w) is given by :
{wo(w), w1(w), ..., wn(w),...}

13



where
e )
A(w)wa(w) = An(w)wa(w)

These functions are given by :

w(o2) = a@eh(E@l)  alw)={z + LRI
(317) L sin2k,(w)Lq/2
wn(w,y) = an(w)cos(kn(w)y) an(w)={§ + T,,(Q)_}

Now, as 3 belongs to L% .(9.), for each z > R + £, the function y — 7];(3:, y,w) belongs to
L*(T,) and can thus be expanded on the basis {wn(w,-), n € IN}

1/;(1,1/,60) = ::?) An(x’w)w"(w’y)

foL |1/;(x,y,w)|2dy = ::()) lzzvn(:zz,w)|2 < +00

and it is easily seen that each of the functions z&n(z,w) satisfies a second order ordinary
differential equation in the variable

%y .
(3.18) { d;/;" +EW)PPo=0 >0
ho(0,w) = o(w)
(3.19) { —% + k2w =0 >0 n>1
Pn(0,w) = Pn(w)

where we have made the change of variable z — z — (R + ¢) and where {$,(w), n =
0,1,2,...} are the coefficients of @(w,-) on the basis {w,(w), n =0,1,2,...}

+00
$(w,") = Y Galw)wn(w,").

n=0

With the help of the limiting absorption principle, it is easy to prove that the outgoing
solution 1 of (3.4) corresponds to the following solution of ((3.18),(3.19)) :

(3.20) { Jo(w, T) = wo(w) exp(—it(w)z)
n(w, T) = pn(w) exp(—kn(w)z)

which shows that ¢ can be alternatively characterized by the following radiation condition
ddo

(3.21) o +if(w)do=0 (z — +00)

$n — 0 (z — +00)

14




Reconstructing the function ¢ by summation over the index n and inverse Fourier transform

in time permits us to write that

RETT IR ERES SRR
(3.22) po(z,y,t) = \/__/ Po(w)wo(w, y) expi(wt — &(w)z)dw

+oo
| en(zyt) = \/5;./ w)wn(w,y) €xp — kn(w)z exp iwt dw

where @o(w) and @,(w) are calculated from ¢(y,t) by :

3.23 5 LN A gy dt
(3.23) %(w)—E/_oo /0 oy, wn(w, y)e™ dy dt.

Formula (3.22) shows that the solution ¢ of (3.6) can be interpreted as the superposition
of :

- a family of harmonic plane waves propagating in the direction © > 0 (which explains the
name of outgoing solution) : ¢o(z,y, 1)

- a countable set of families of harmonic evanescent waves {¢,(z,y,t)} whose penetration
distances are {k,(w)'}.

From (3.20), we can now give a representation of the operator B(w) which is a diagonal
operator in the basis {w,(w),n € IN} since :

{ B(w)wo(w) = #(w)wo(w)
B(w)wn(w) = kn(w)wa(w)

Therefore

¢ =Y on(w)dbn(w) ) 1€ (w)po(w)wo(w) + Z kn( w)wy(w).

By inverse Fourier transform in time, we can now give a representation of the operator B

'4

o0

2,029 (y: 1) = (Bo)(3,t) = Yoly: 1) + 2 9a(v:1)

(3.24) S %o(y,t) = —\;—_—/:w /L i€(w)woly, w)wo(y',w)e(y', t)e™ dy dw
%(y,t) = \/~/ / w)wn (¥, w)wa(y', w)e(y', t)e“ dy’ dw

Formulas (3.23) clearly shows that the operator B is non local with respect to space and
time variable. In fact it appears formally as an integral operator

15



(Bo)y,t) = fofo K(y,y'5t — sy, s)dy'ds

K(y,&t) = Ko(y,y'5t) + 2331 Ka(y,430)
I"O(yay/at) = 715‘;: fj:oo if(w)’wo(y’w)wo(y’,w)eiwtdt
Ka(,0's1) = o 32 h(w)wn(y,w)wn(y's w)edt

(In fact, it is a singular integral operator and the integrals have to be understood as
principal values). Moreover, as for instance the functions {(w) and k,(w) are not rational
fractions of ww, B cannot be expressed with the help of differential operators. That is
why we need, in order to treat efficiently the artificial boundary, to use ”simple” (from a
numerical point of view) approximations of B.

Before constructing these approximations, let us make a parallel with what happens with
the 2D acoustic wave equation when the artificial frontier is a line z =cste.

- the expansion on eigenfunctions w,(w,-) is replaced by the use of the partial Fourier
transform in the z direction : p(z) — @(k)

- the Fourier variable k (physically the z wave number) is the equivalent of the index n

e . 0 .
- the transparent boundary condition is written o + B.u = 0, where B, is a non local
T

operator which is diagonal in (k,w) variables :

( ) k'l A
(Bap)(k,w) = iw(1 — )%

K 12 k? .
(3.25) (1- ;;) 2= \1- = if k| < |w]

k? . [ K? .
‘(1—“7)1/2-———1 ;—2——1 if |k| > |w]

- the region |k| < |w| corresponds to the index n = 0 : propagative plane waves.

- the region |k| > |w| corresponds to all the indices n > 1 : evanescent waves.

3.2 Construction of the absorbing boundary conditions

For the acoustic wave equation, the basic idea for the construction of absorbing boundary
conditions is the approximation by a rational fraction with real coeflicients of the function

w(l — —5)1/ ? defined by (3.24). As such an approximation is not possible uniformly in

the whole (k,w)-plane, one ignores the region |k| > |w| which corresponds to evanescent
waves and tries to get a good approximation for |k| < |w|. Such an approach is completely
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justified as soon as the artificial boundary is not too close to the support of the data of the
problem. The equivalent in our case consists in neglecting all the indices n = 1,2,...,+00
which correspond to evanescent waves. This corresponds to assume that, if ¢ is the trace
of the solution ¢ on I';, then :

(3.26) Py, w) ~ Go(w)wo(w, y).

In practice, such an approximation can be made valid by playing with the position of the
artificial boundary since one easily sees that, forn > 1:

L . —x— L .
(3.27) /0 [¢n(R+4,y,w)l*dy <e L /0 |én( R, y, )| dy
uniformly with respect to n.

So, under the approximation (3.26), we can write :

Now, if By denotes the operator defined by :

(B()‘P)(y,w) = Bo(w)¢(va)
an approximate transparent condition is given by :

(3.28) @ +Bygp=0 onT,.
Oz

This condition is now local in space but still non local in time because of the dispersive
nature of propagative water waves. Moreover, as {(w) is not a rational fraction with res-
pect to the variable iw, By cannot be expressed with the help of differential operators,
which would be very practical from a numerical point of view. The natural idea is now
to approximate £(w) by rational fractions. In order to do this in an adequate way, it is
important to describe the main properties of the function {(w).

For simplicity, we shall assume that the two first time derivatives of functions ¢ that we
consider on I are identically 0 :

0
8(3,0) = S5(y,0) = 0.

This is natural in the context of absorbing boundary conditions and expresses the fact that
¢ is causal and sufficiently regular at ¢ = 0 (cf. (3.2)). Moreover, under this assumption we
know that, by Fourier transform, we have the equalities :

—

(2)(y,w) = iwd(y,w)

(22)(y,0) = —w?(y,w)
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3.2.1 Properties of the function {(w)
With the change of variables :

(2.9) = (72 7)
(3.29) ;
t — t\/g
we can assume, without loss of generality that k =1,and ¢ = L = 1.
Therefore the function {(w) is defined by :
E()th €(w) = w-E(w) >0

from which we easily see that we can write

{(w) = wf(w)
where the functions f(w) has the following properties :
o f(w) = f(-w) Yw e IR
ow — f(w) is increasing and C* for w > 0

o f(0)=1
. wllgloo{f(w)) — |w|} =0 exponentially

f(w)

0

Figure 3.3 :Variations of the function w — f(w).

Note that if S denotes the time-convolution operator whose symbol is f(w) then By is

given by : 5
_ g%
Bo=5%,
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3.2.2 Rational approximations of the function f(w)

Let R(z) be a rational fractional with real coefficients. We want R(iw) to be a reasonable
approximation (in a sense that we shall precise later) fo f(w). As f(w) is even, it is natural
to impose that R(iw) = Q(w?) where Q is also a rational fraction with real coefficients.
Moreover we want that the operator whose symbol is Q(w?) be a causal operator. This
imposes that the poles of Q)(z) are real and positive. All these considerations lead us
naturally to consider rational approximations in the form :

byw?

(3.30) f@) > @) =14 3 722

gl
=1 —a,w

where (a,, b,) are real coeflicients that we want to satisfy, for reasons which shall become
clear later, the following conditions :

" b
(3.31) 1-) -2>o0.
p=1 aP
A priori, in order that f,(w) be the symbol of a causal operator, the coefficients @, should
satisfy :

(3.32) a4, >0 Vp=1,2,...,n.

We shall see in the sequel that, after having reinterpreted the approximate problem (i.e. the
problem with absorbing boundary conditions) in terms of a system of differential equations,
this problem still makes sense if we allow to the coeflicients a, to be negative. The only
difference is that the presence of negative coefficients a, will allow a (controlled) exponential
growth of the energy of the solution with the time. Note that :

. fn = f(0) by construction. Therefore one can expect a good approximation of f(w) by
fa(w) for small values of w (i.e. for low frequencies).

. Looking at the respective behaviours of f,(w) and f(w) it is clear that one can’t expect
to get a uniform approximation of f(w) by fn.(w) on the whole real line, but only
in some interval [—w*,w*]. In particular, in the case where the coefficients a, are
positive, the number w* is necessarily limited by l]\(/!p ina, 1/2,

. the condition (3.31) means liriloo fa(w) > 0. The interest of this condition comes from

the stability analysis we shall develop in section 3.

Of course, we could have considered other approximations of f(w). The experience we
have on other kinds of problems (see [2],[10],{11]) led us a priori to this choice. We shall
discuss a little bit on this point later. Let us now denote by S, the operator defined by :

(3.33) (Srp)(w) = fal(w)d(y,w)
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and introduce the operator B,

dp 0

3.34 Bopo = S,—~ = —(S,
(3.34) o =522 = D is.0)
which will constitute our approximation of the operator B, so that an absorbing boundary
condition for problem ((2.2),(2.3)) can be written

o4 94 94
3.35 — +Bd=—+Sa—
(3:35) Oz + Bnd oz + ot
The principal interest of the operator S, stems up from the fact that its evaluation can be
reduced to the resolution of a (simple) system of (linear) ordinary differential equations.
Indeed, we can write :

(3.36) Sap =0 — 2 byby

where the auxiliary unknown function %, are the solutions of the following differential
system :

=0.

0% 0%
(3.37) { Bor t ¥ =5a
¥p(y,0) = 22(y,0) = 0

To obtain (3.36) and (3.37) it suffices to apply the inverse Fourier transform to (3.33) and
to use the properties of the Fourier transform with respect to time derivation.
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The approximate problem

Using equation (3.35) as an absorbing boundary condition, the problem to be solved in
the interior domain ; (with the dimensionless variables (z,y,t)) is given by :

onTl,

on I,
onT,

on I,

( A¢x =0 in Q,'
a2¢1 8¢1 _ N
% =h on I'y
(3.38) In
% +S % =0 onT
oz = " ot i
$i(z,0,0) =0 on I'%;
%(%0,0) = on I
which is equivalent to find (¢i(z,y,?); ¥p(y,t),1 < p < n) such that :
( Ag; =0 in £,
d*¢i 04 _ ;
_a'tT + —6—7; =0 on FF
86: _ |
j B h on I‘?
¢i(2,0,0)=0  on T
L ad)‘(z 0,0)=0 onT%
(3.39) '
8¢‘ i a¢,, _
a =1
821[)? _ 62¢z _
J %5 + ¢, = 52 P= 1,2,...,n
0
¥r(y,0) = %’i(y’o) =0 p=12,...,n
94, )
|| 4i(2,9,0) = 5 (2,9,0)=0

Let us make some comments about this approximate problem :

- When one comes back to the original variables (z,y,t), the equations on the boundary

T, take the following form :

a¢i 1 04 \/’ a¢p _
(3.40) i voxa s 9 p=1
0%, 02
T d’” ot?
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If n = 0 (which means that f(w) is approximated by f(0)), the auxiliary functions
¢, disappear and the boundary condition takes the form :

0¢; 1 0¢;

de " JgL Bt

which is exactly the form of a transparent boundary condition for the 1D wave
equation with velocity ¢ = \/gL. This is not surprising since, from dispersion relation
(2.7), we see that \/gL is the phase velocity (and also the group velocity) of harmonic
water waves at low frequencies.

0 .
The presence of the term 3 bp—l% and of the equation (3.40), expresses the fact that

we take into account the dispersive nature of water waves.

- There are several ways of writing initial value problems equivalent to (3.38). It suffices
to change the definition of the auxiliary unknown functions 1,. The form (3.39)
appeared to us as one of the most natural in view of a numerical discretization (see
sect. 3.4)

- In the general case, there is no reason for the data (g, 70, 2) of the problem to satisfy :

Yo = To = Oah
h($3 Y, 0) = —(xa Y, 0) =0
ot
In that case we have to work with the new unknown functions :

J)(x’y’ t) = ¢($ay’ t) - (¢0($! y)ao(t) + ¢1($’ y)al(t))

where ¢y and @¢; are the solutions of the elliptic problems (ho(z,y) = h(z,y,0),
h
hl(x’y) = _a_t(za yvo), (Pl(l') = g7]0(:13))

Ag;=0 inQ j=1,2
¢j|FF = J= 132
i . - _
%If‘p_h!l ]——1,2

and ao(t) and a,(t) are regular functions of time such that :

ao(0) =1 at(0) =0
{a,(O) =0 aj(0) =1
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Then & is solution of the following problem :

Ad=0 in
j g—gzﬁ on I'y
#(z,0,0)=0  onTyp
L%f(x’o’o) =0 onTp

where the function A is given by

il(:l:, Y, t) = (h(CII, Y, t) - aO(t)hO(z3 y) - al(t)hl(x’ y))
We can then apply our absorbing boundary conditions for the approximation of é.

3.3 Stability analysis of the initial boundary value problem

The minimal mathematical analysis to be done in this kind of work must be devoted to
prove the well-posedness of the approximate problem. This problem in our case, namely
problem (3.39), is not so classical, since although it is of hyperbolic nature, the well-known
theory developed by Kreiss for hyperbolic systems ([24]) cannot be applied here.

Well posedness of (3.39) would be straightforward if we were able to prove that the
approximate operator B, has the same positivity property as B. We did not succeed in
proving such a property, except in the "case n = 0”, which corresponds to the boundary

condition
ot Oz
for which we easily get the energy identity :

L] et s [, 800 + [ S

One could think also adapt the method of Krelss, namely a modal analysis, to our specific
problem. With such an approach, it would be possible a priori to get necessary and sufficient
conditions but there are two major drawbacks :

- it leads to the problem of locating the zeros of a countable set of transcendental equations
in the complex plane, which is a priori difficult.

- such an approach is a priori restricted to the case where §; is a rectangle.

We have finally chosen an approach which is intermediate between the modal analysis
and the energy techniques.

First of all, to get some insights about the final results it appears useful to us to consider
a simplified problem.
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3.3.1 Stability analysis of a simplified problem
Let us consider the problem posed in the half space z < 0 (namely (R”):

( Ad(z,y) =0 forz <0
s 0 szwp: o
ap_atz” + 1, = W atz =0
\ + initial conditions at t =0, z =0

Such a problem is obtained from the equations of problem (3.38) when one forgets the
two physical boundaries (the bottom I';; and the free boundary T'%). It is natural to ask
to this problem to be well posed since one could consider that the part of the solution
which is located far enough from these two boundaries is not influenced by them and is
approximately governed by (3.41).
Lemma 3.1 Problem (3.41) is well-posed in L*(IR*) if and only if
b
1-Y -2>o0.
p=1 ap
Proof : We assume that the initial data of problem (3.41), namely :
¢(0,,0) = wo(y) y€ IR
¥(0,9,0) =9p(y) yelR

d)p (0,,0) =9¥)(y) yve€EIR

are elements of L*(IR). With the help of the partial Fourier transform in the direction y :

QS(‘T’yat) - (}‘S(I,é,t)
Up(y,t) — 1/;17(6,0

we can write a problem posed only on the boundary z = 0 whose unknown are :

o(y,t) = $(0,y,1)

Pp(y,t) 1<p<n
More precisely, (cﬁ(f,t),z/;p(ﬁ, t)) are solutions of the following set of ordinary differential
equations :

dp _ o diy

+¢lg =0
(3.42) dtd2 m dt N
b 2 dp
Gt = g

The factor |¢] is due to the fact that we have implicitly solved the Laplace equation by
partial Fourier transform. We omit the details.
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Let us look for a basis of solutions of (3.42) in the form :

‘;9 — Aocst
d)p — Apest
Elementary calculations show that s must be solution of the following characteristic equa-

tion :

n

(3.43) s(1— Z

2
bps

114 a,s?

)= -kl

Therefore, proving the stability in L? of (3.41) is equivalent to prove that, for any branch
s(€) of solutions of (3.43), Re(s(£)) remains bounded, uniformly with respect to £. As the
functions s(£) are continuous functions of ¢, it is sufficient to study their behaviour for

large €. In this goal let us set :
1
€= —>
{ €12
s = [¢]z

which gives a new equation in the variable z :

(3.44) (1 - Zn: bp2”
a2’ +¢

r=1

)= -1.

Rewriting (3.44) in polynomial form and passing to the limit when € goes to zero, we
obtain :

a=1—-i—bﬂ

p=1 dp

(3.45)

{ 221+ az) =0

Applying the implicit function theorem to (3.44) shows that equation (3.44) admits, for
small ¢, a branch of solution zo(¢) which satisfies, if o # 0 :

“ b b
zo(e) = (1= 32 F)7" + (30 ) +0(e%).
p=1 ap p=1 ap2
This means that the corresponding branch of solutions of (3.43), let so(¢), satisfy :
L 1

(3.46) 30(5) = _(1 - E 1'5[ + (Z p )|€| (|€|3

p_l
To get what happens to the other branches of solutions we first rewrite (3.43) in the form:

)-

n

Ifl{H(1+ap32)_prp (H(I'HIJ )}_ [1(1+ a,s?).

p=1 J#p p=1

(3.47)
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Taking the limit of (3.47) when |£| goes to infinity gives the equation

(3.48) [1(1+a,s*) =0.
p=1
Denoting by /z the square root of z with strictly positive real part when z # 0, the
application of the implicit functions theorem to (3.47) proves that for large |¢], (3.47) has
2n branches of solutions, namely {s}({),s; (£),p = 1,2,...,n} satisfying :
i b, 2 1

14+ 2=)+0(5)-

VAR

The conclusion is now a direct consequence of the two equalities (3.46) and (3.49). (Note

. " b . : s .
that for the limit case 1 — Y  —£ = 0, (3.46) is no longer valid. However it is not difficult
p=1 a’P
to show that in this case so(¢) tends to zero when | — +00). ]

(3.49) sy(6) ==

- When the coeflicients a, are all positive, it is not difficult to prove that, under condition
(3.31), equation (3.43) has exactly one unique negative real solution and 2n purely
imaginary roots, coupled by conjugate pairs. This implies that the corresponding
solution of (3.41) remains bounded uniformly with respect to time (even if ¢ — +00).

- As soon as one of the coefficients a, is negative, formula (3.49) proves that there will
exist some solutions of (3.41) whose L?-norm will be exponentially increasing with
respect to time (with a growth in approximatively exp(,/=a,t)). This is a kind of
"weak” instability.

- It i1s natural to wonder what would happen if we replace by A(s) by a more general
rational fraction, containing in particular a polynomial entire part in the form :

P..(s) = an,s*™ + lower order terms.
Then, it is easy to prove that the characteristic equation sA(s)+ |¢| = 0 has solutions
whose behaviour when |£| — oo is given by :

sk(€) ~ (am)™ exp(ZEL|¢|7) (/€] — +00) if am > O

k() ~  (—am)™ exp(ZEL|¢|maT)  (|¢] - +00) if am < 0

So, in each case, there exists some modes of wave number { whose amplitude grows

exponentially in time with a factor e’“slmlnt for some A > 0. Thus the corresponding
problem of type (3.41) is ill-posed. Such a result has to be compared with the one
obtained in [30] in the more complicated situation of the wave equation. It corres-
ponds to a result of strong ill-posedness since the L? norm of the solution at a given
time ¢ cannot be estimated by any (even high order) Sobolev norm of the initial data
(see [21] for different definitions of well-posedness in the case of hyperbolic systems).

26



3.3.2 Stability analysis of the complete problem

In this section if © is an open set of IRV *! and T a part of the boundary of Q, H*(Q) and
H*(T'), for s € IR, will denote the usual Sobolev spaces defined respectively on Q and I'
((1],25]). Moreover :

- || - || will represent the norm in L%(Q2)
- |- |r will represent the norm in L*(T')
- |+ |s,r will represent the norm in H*(T), for s # 0
Of course,as we consider complex valued functions, we have :

(6,9) = Joddbda

(0. ¥)r = [ropdo
We shall analyze problem (3.39) by applying the Laplace transform in space :

- 1 f+oo
{ 8os0,) = B y,0) = = [ dlayy, e
s=n4+w >0, welR

It is easy to see that ¢ is solution of a problem of the following type :

~Ap=f in Q;
-g—: +s’6=§ on I
(3.50) g_% _; on T
L g—g +5A(s)¢=0 onT,

where . § o2
—1_ pS
A(s)=1-Y T+ ot

p=1

The difficulty consists in getting estimations on :

{ I8(n + i)l VwelR
IVd(n +iw)]| VwelR

for a given 7 > 0 . Multiplying first equation of (3.50) by E:b and integrating over §; gives:
I R
SIVAI — (22, 5d)on = (/. s6).
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Using the boundary conditions, we get :

SIVEIE +  s|s]2ldl + |s2A(s)|SI2,
(3.51) ey e fr.
= (f’s¢) + (§>5¢)F'F + (h,S(ﬁ)p‘B.

Taking the real part of (3.51), we get :

VIR + n(n® +w)dlE, + (0 + w*)Re(A(n +iw))IBIE,

(3.52) . ) .
= Re{(fs s¢) + (.‘.]-a 5¢)F'}_~ + (ha 3¢)F‘B}'

So we can get uniform estimates with respect to w of ||[Vé(n + iw)|| and ||¢(n + iw)]| (by
Poincaré’s inequality) as soon as :

Re(A(n +w))>a >0 VwelR

for some a > 0 and some 5 > 0.

Lemma 3.2 The two following propositions are equivalent:

(i) 1 =5 by/a, >0

p=1
(i1) In >0, 3o >0 / Yw € R Re(A(n + iw)) > a
Proof :

Re(A(n + iw)) =1~ Zn:bpgp(n,w)

r=1
(3'53) 7]2 — w4 ap(772 + wz)z

g(n,w) = [+ ap(7? — w?)? + da2p?w?
Let us note that : 1
lim ¢,(n,w) = —.
Therefore ;
lim Re(A(n +iw))=1-Y -2
w—00 o=1 ap

which shows that (ii) implies (i).
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Now, let us set ¢, = a,n*. We have :

1
gp(n,w) = a—G(cp, ay(n® + w?))
(3.54) P,
G’(c X) _ X - X+ 2
T X2 _2X 4+ 14 4c

We have to distinguish two cases :
(i) ¢> 0.

AsG(c, X) =1+ % +0(%)(X — £00), it is clear that G(x, X) is decreasing at infinity.
Moreover :

—g—f(-(c,X)zo S XP-2(1+2)X+1=0

- {X:Xl(c)=2c+1—,/4c(1+c)
X =Xy(c)=2c+1+/4c(1+¢)

We thus have the following situation :

MEp

o

m(c

Xi(c) Xa(c)

Figure 3.4 : Graph of 2 — G(c,z)(c > 0)

For large ¢, X;(c) and X3(c) satisfy :

1
{ Xa{e) ~ 4c (¢ = +00).
Xa(e) ~ 4c
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Then, for ¢ large enough we know that :

Xi1(c) < ¢ < X2(c)

c

So, as G(c,c) = 1 < 1, that

c

VX € [e, 00| i—-:_—c < G(e, X) < M(c)

where M(c) satisfies :

1 1
(3.55) M(c)=1+ i + 0(-6—2) ¢ — 400

Applying this result we know that, if a, > 0 :

2
(3.56) VwelR T P < gp(m,w) < M(apn®) - ai,,
(i) c< -1
In this case, G(c, X)) goes at infinity for two values of X :
X=1+£2/-c¢
It is easy to see that one is in the following situation:
G(c,X)
3 \
1
\:—/- - Jm(c)
' M(c)

Xi(e) xyfe)

Figure 3.5 : Graph of z — G(c,z)(c < —1)
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For large ¢, Xi(c) and X;(c) satisfy :

1 (¢c— —o0).

Xi(c) ~ 4c
{Xz(C) ~ E

Moreover one checks that 1 + 2¢ < ¢ < 1 — 2y/—c so that one deduces that :

c
1+¢

VX € [—oo,e] m(c) < G(e,X) <

where m(c) satisfies :

1 1
m(c) =1 +E+O(§)

Applying this result we know that for a, < 0 and n%|a,| > 1 we get :

Ywe lR

1
< < = 2
T o S gp(n,w) < apm(apn )

Regrouping now (3.53), (3.56) and (3.58) we can construct two functions m(n) and M(n)
such that, thanks to (3.55) and (3.57) :

n—+oco n—+oo

{ lim m(p)= lm M(n)=
m(n) < M(n)

and such that, for n large enough,

n n

(3.56) m(n)(1 - > ap) < ReA(n +iw) < M(n)(1 Z —p Yw € [R.

p_..l P =

Q

Then, if (i) is satisfied, fixing 7 large enough in order that m(n) > 1 (for instance) we get

Re(A(n+iw))>a>0

We are now able to prove our main result.
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Theorem 3.1

n

. b e . .
(i) If (1 =Y 2) > 0, the initial boundary value problem (3.39) is well posed and its
p=1"P
solution ¢ satisfies the following estimates (for somen > 0, and any T' > 0) :

I e {IVeWI + 15 +I581R, bt
<Cmfy 6""t{|7l(t)|2_%,r-b + |%(t)|3%,r-b}dt + C(U,T)“‘Po@,r-p + IﬁPlli,pr}-
for (o, 70) given in HY*(T')? and h in L2 _(IR*; H-V/3(T'y)).

.. = b . ) . - .
(if) If (1 = > —2) < 0, there exists some cases in which problem (3.39) is ill-posed in the
a
p=1"P
L?-sense.

Proof :
To prove the part (ii) of the theorem, let us consider the following example :

Q= {(z.4)/z <0, 0< y < 1)
and consider particular solutions of (3.39) in the form :

{d)(x,y,t) = Agcos{k(l —y)}eZe* ke€lR £>0
Pp(y,t) = Ap cos{k(l — y)}e*! sel

¢ is harmonic in © as soon as k = ¢. The Neuman boundary condition on I'j is sa’gisﬁed
by construction. It remains to traduce the fact that both boundary conditions on I'j: and
I'. must be satisfied.

- the free boundary condition on T'% is equivalent to :
(3.57) ktgk=s?

- the absorbing boundary condition on I'; is equivalent to :
(3.58) k+ sA(s) = 0.

The set of solutions of equation (3.57) in the quarter plane {(k,s) € {R* x [R*} can be
described as the reunion of a countable set of curves with equation

(3.59) k=ky(s) n=0,1,2,...
where k,(s) is the unique solution of (3.57) satisfying

nr < ka(s) < nr + %
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Moreover, the function k,(s) has the following properties :

o s — ku(s) is continuous and increasing
® k,(0) =nnx
. s
. sllogloo kn(s) = nm + 5
On the other hand the curve k = —sA(s) has an asymptot whose equation is :
k=—-(1-Y -2)s.

p=1 ap

n /2

K,

nx

k =sA(s)

Figure 3.6 : Construction of (sx, k).

Therefore it is clear that there exists ng € [N, such that for n > no, the system ((3.57),(3.58))
as a unique solution (s,, k) in the strip {(k,s),nm < k < nw+Z}. Of course both sequences
sn and k, go to +oo with n (even linearly).

Consider now the particular solution of (3.39) given by :

(3.60) $n(2,y,t) = A, cos kn(1 — y)eknTesnt
where A, given by :
1
A, = TR



has been computed in order that

{ l16a(0)| 2202y = 1

&n
I i (0| 2¢) = 3n

We get, for any time ¢

lI$n(®)llz2a,) = €™
which proves that problem (3.39) is not well-posed in the L%-sense. Note that we have
proven that (3.39) is strongly ill-posed since the L?-norm of ¢,(¢) cannot be estimated by
any Sobolev-norm of the initial data, because of the exponential growth.

The proof of part (i) of the theorem is rather standard. First we make the following
change of unknown function (without changing the notation)

(3.61) ¢ — ¢ — dobo(t) — $101(2)
where ¢¢ and ¢, are defined in H'(£;) by :
Ag; =0 in
$iles, = w5 € HYA(TF)
(3.62) $ilra =0
%h.& =0 on I

and where 6o(t) and 6,(t) are regular functions of time satisfying :
00(0) = 1 0:(0) = 0
6,(0) =0 6i(1)=1
supp(6o,6,) C [0, 7]

We also truncate the Neuman data h(z,y,t) on the interval [0,7] and denote by 7_1(3)

the Laplace transform of the corresponding truncated function. It is now clear that ¢(s)

(Laplace transform of the new unknown function ¢) is solution of problem (3.512 with
¢

f = 0and §(s) = o(s)(s%po + o) + 01(s)(s?n0 + 1), where tho = Z2|r. and ¥y = T2 .
We can apply Lemma 3.1 and estimate (3.52) to get :

(559 MV +n(n® + W)L +a(n® +w?)ISlR,

< (n? + w?)? {lﬁl-%,r;lfgl%,r'p + Iill—%,rglllzl%,r;,}

Using the trace theorem in H'(€;) and Poincaré’s inequality ({27]), we know that there
exists a constant C' > 0 such that :

{ |8ly.ri, < CUIVEI +18Irs)

B

Iélg,r'p <C(IVell + |<;>|rp)
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By Young’s inequality, we can find two positive constants Ci(n) and C5(n) such that :

LITHI? + 22 + 2ol +alr® + )R, < [Crln) + P CamI(3E oy | + B 1)
Let us set, for T > 0 :

IR0
llgll?

fOT{Ih(t)IZ_.;_'r-’ + |8t IQ_J_ Iy }dt
foT{lg(t)P_%,p- Iag 2_1 T }dt

HY(0,T;H™3 (r))

HY(0,T;H™3 (1))

By Plancherel’s theorem and with causality and truncation arguments ([21},{24]), we easily
get the a priori estimates :

T —nt 2 2 2
TV < COIRE, oy )
T —nt|8

(3.64) Jo € ntlé’%(t)hz“;dt < Cla)llk “i]l(oTH i) ”g“Hx(oTH -4 )))

b e ISR A < CIRIP, +llgll?, )

HY(0,T;H-3 (%)) HYO,T;H (T

To get the final result it suffices to remark that there exists a constant C(T') such that :

gl < C(T)Ipold 1, + Imol} 1)

HoT;H-} (L) —

where the constant C(T') can be estimated by the norms of the functions 6o(t) and 8,(t)

in H3(0,T). [

Comments

e The ill-posedness of (3.39) to more general situations that the particular one we consi-
. = b = b .

dered here is probably a general result when 1 — Z -2 < 0. The case 1 — Z £ = 0is not

p=1 (lp =1 a’P
so clear and would demand a little more analysis...

¢ Our main estimate is probably not optimal and could certainly be improved, essentially in
what concerns the regularity of the initial data. In particular the result should be extended
to ¢o in L?(T%). In this sense, our result could be considered as a weak stability result
(compare with the existence theorem 2.1 of section 2).

e It is natural to wonder what would happen if we had approximated f(w) by a rational
fraction including a polynomial part in the form :

P(s) = ans*™ + lower order terms

with a,, # 0 and m > 1.
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In that case, it is not difficult to prove that the model problem in the slab 0 <y < L is
strongly ill-posed. Indeed, with the notation of the proof of part (ii) of theorem 3.1, if we
look for a particular solution in the form (3.59), k and s much satisfy equations (3.60) and
(3.61) with now :

A(S) = ams™™ + O(s*™72).

By the implicit function theorem we know that equation (3.60) has a branch of solutions
kn(s) for complex s satisfying :

1
ka(s) =7 + 2 +0(55)  (Is] = +00)
then one is reduced to consider for each n the equation :
2m+1 2m-~-1 1 1
am$ + 0™ N =(n+ E)w + 0(5—2-)

Still using the implicit function theorem, we know that for n large enough, equation (3.60)
has (2m + 1) solutions s,(£), 1 < ¢ < 2m + 1 such that

{sn(e) = (an)T 7 [(n + A]FT TR (1 + €0(0)) i an >0
sn(0) = (~am)™7 [(n + })F]FF T (1 4+ £0(8))  if 4 <O

2
2m + 1

>0

where €,(¢) — 0 when n — +00. As m > 1, we can select £ such that cos

(2¢+ D)=

when a,, < 0 and cos < 0 when a,, < 0 and then construct a sequence (s,, ky,) =

m +
(3n(£), kn(3a(£))) of solutions of (3.60), (3.61) such that :

Re(su(0)) > C - [(n + Lr]m5, € >0
kn=nw+5+0

The corresponding solution of the problem in the form (3.59) proves the strong ill posedness.

3.4 Numerical approximation of the approximate problem

Our goal in this section is to show how the numerical approximation of problem (3.39) is
easy and natural. In particular we shall see that the introduction of the auxiliary functions
1, due to the absorbing boundary condition does not increase too much the computational
cost by comparison with the case of more classical boundary conditions as Neuman or

Dirichlet.

The numerical scheme we are going to present is an adaptation of a rather classical
implicit scheme which has been analyzed in details in [9] for instance.
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Let us first present the time discretization. We shall use a constant time step At and denote
by (4", ;) the approximate solution at time " = nAt. The numerical scheme we propose
is the following (0 < § <1):

(AB™ 4+ (1 - 20)¢" +4™1) = 0 in Q,
B

(3.65) ¢"“2A;/)" 1 ,,E_: L ;/)"— +96(g;“ +(l_20)aa¢n +00‘2:1 =0 onl
o IV oyt gy oy = ST o,
03‘2:1 +(1- 20)a¢" 6‘2:1 = 0R™ 4 (1 — 20)h™ + OA™! on I'y

It is clearly second order accurate in time. (3.65) permits to compute ¢"*! and {¢7+!,1 <
p < N}, knowing 4™, ¢}, {( »pp71),1 < p < N}. Of course, scheme (3.65) has to be
coupled to a start up procedure giving ¢° and ¢'. In practice, as A’ = Ag! = 0, we
deduce form the first equation of (3.65) that A¢™ = 0 at each time step so in fact we solve

a Laplace equation at each time step with particular boundary conditions. For the same
n

reasons _a—ll"g = h™ for any n. What is particularly important from a practical point of
n

view is that the auxiliary unknown v, at time ¢"*! can be eliminated. Indeed, (4.1) can be
rewritten in the form :

(—A¢™H =0
n+1
¢n+1 + aAt'), ¢ — fn
n-H N
(3.66) "t + 20At 9" _

bwn-}-l :gn
Oz ; Pre

ap,d)nﬂ + 9At2z/1;‘+1 _ ¢n+l — g:

+1
¢n = hn+l

\ on
where we have set :
( n __ n_ n-1 _ 2 _ % 6¢n—1
ff=2¢ ) At*[(1 —26) o +46 5 ]
(3.67) g™ | 404"

gt = ¢! Z b z/)"' — 2At((1 — 26) e 5z )

( gp = 2a,9, — apll);— - Atz[(l - 20)¢p + 01/):- ]
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Thanks to the local character of the equation relating ¥;*! and ¢"*! we can eliminate
Py +!. Indeed we have :

1
a, + At?

Plugging (3.68) in the second equation of (3.66) shows that ¢"*! is the solution of :

(3.68) Yt = (™' +g;)

(—Agr+ =0
a¢n+1 n+1 n
4 on 9At2¢ =" oan GAt2
(3.69) ot 1 "b, o bogr 1
an T 2081 Z wreap)? =l Z o 1 0072001
a¢n+1
— hn+1
L On
This is a very classical type of problem with Fourier type boundary condition :
§¢ =0 in Q,’
(3.70) 0¢ _ ‘
o +a(z)¢=q on O
where :
1/6A¢* on I'
a(x) (1 — Bb,/(a, + 0AL?))/20At on T,
0 on Ty

The algorithm is now clear :
(i) Evaluate g”, g7, f* from (4"7%,¢", 937", ;) by (3.67)
(ii) Solve problem (3.69) to compute ¢™+!

(iii) Reactualize the functions ¢}+! with the help of (3.68).

This algorithm requires some remarks and comments :

- From the stability condition 1 — Egzp > 0, we deduce that, at least for §A¢? small enough :

by

- —2__ 50
Z:a,,+6At2 ”

which means that problem (3.69) is elliptic and has a unique solution in H'(£;).

- In practice, the computation of the auxiliary function v, is explicit (see equations (3.68)).
In comparison with the resolution of problem (3.69), its corresponding computational
cost 1s marginal.
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- A priori, the algorithm (phase (i)) implies the numerical evaluation of normal derivatives
at the boundary, which is known to be possibly unaccurate if this is not done very
carefully. In fact, this can be avoided by using a variational formulation in space and
applying a standard finite element method (P1 or Q1 finite elements for instance).
That is the method we have applied in practice for the obtention of the numerical
results we shall present in section 4.

- When one uses a classical P1 or Q1 finite element method for the spacial discretization,
one gets a numerical scheme which is second order accurate in both space and time.
The stability study of such a scheme in the absence of absorbing boundary condition
can be found in [9]. The main results can be summarized as follows :

- when 6 > 1 the scheme is unconditionally stable

- when 0 < 6 < %, the scheme is stable if and only if :

At?
<
I = (1 -49)

(3.71)

where C is a positive adimensional constant.

In [9], one can also find a dispersion analysis of these schemes, which is a precious guide
for the choice of the discretization parameters in order to get the best possible accuracy
on the results.

3.5 DPossible strategies for the construction of approximate boun-
dary conditions.

It is natural to consider that we are interested by data (¢0,¢: and h) whose frequency
content is limited to a band [0, w*]. This encourages the fact to privilege the approximation
of the function f(w) at low frequencies, i.e. in a neighbourhood of w = 0. Particular func-
tions for obtaining such properties are of course the Padé approximations of the function
f(w). Let us recall that the (m,m) Padé approximant at the origin of the function f(w) is

P (w
Qm(w)
one of f(w) up to order w?™. As an example, for m = 1, this approximant has the form :

the unique rational fraction whose Taylor expansion as the origin coincides with the

b1w2

filw) =1+

1—aw?
Its Taylor development at the origin is given by :

(372) f] (U)) =1 “+ b1w2 + a1b1w4 + 0((4)6)
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Let us recall that the function f(w) is defined by :
{ {(w) = wf(w)
§(w) th (¢(w)) = (w?)
One finds that its Taylor expansion at the origin is :

11

4 6
350% + 0(w®)

(3.73) fo) =1+ +

By identification between (3.72) and (3.73) we compute that a; = & and b, = 1. So :

2

w
(3.74) Hw) =1+ ——5y
o1~ 1)
Note that :
) - ﬁ - _1_0 — i >
a 11 11

which means that the use of fi(w) as an approximation of f(w) gives rise to a well posed
initial boundary value problem.

A natural strategy would consist to look at the sequence of the diagonal Padé approxi-
mants of f(w), to examine if they can be written under the general form (3.30) and to
see if they lead to well posed problems. As f(w) is only known implicitly through a non
linear equation, this is a non easy job which demands a lot of simple, but long and tedious
calculations. We shall delay this work to a forthcoming paper.

Another method consists in considering the approximation procedure as a minimization
problem : for a given number N of simple rational fractions, find the coeflicients a; and
by in order to minimize a certain norm of the error function (f, — f){w) in a given range
of frequencies : w € [0,w*]. Of course this appears as a constrained optimization problem
in R?N since we have to satisfy the inequality 1 — ZEE < 0. Of course as any optimi-
zation algorithm demands an initial guess for the iteration process, one could choose for
example the corresponding Padé approximation, which would give in principle a very good
approximation of f(w) for small values of w while the optimization process should make
this approximation more uniform in the segment [0,w*] (see [11], for another application
of a similar principle).

4 Numerical results - Validation of the absorbing boun-
dary condition

To validate our method, we consider the following simple model problem :
2 =10,qa] x [0, L]
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i Q N
y=1
I
y
A =0 in 0
¢ = 9¢
-g?-}-g—a—nzo on Iy
%=h OIII‘O

where if Ty = '3 x I'§ with :

¢ = {(z,L),z > 0}

g ={(0,9).0<y <L}
the source term h is given by :

oeh=0 on I'g

(4.1) 0 for0 <y
[ ] h(y,t) = t—tn)2 on I‘y
h(y,t) = A" H fork<y<I °

for

z = a denotes the abcissa of the artificial boundary that we can choose as we want. The
following numerical values are attributed to the data of the problem :

g =10 m/s?

L = 4000 m
(4.2) p=11,1408 s .

to = 35s

A =0.169

This data gives, for the low frequency waves, the following propagation velocity :

(4.3) V =/gL = 200 m/s

The number a has been chosen in order that the characteristic frequency of the source be :

1 1 1 4
— =—=—=20.286 10
ma to 35

(4.4) fo=
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which corresponds to a characteristic wave length
(4.5) A = Vito = 35 x 200 = 7000 m

The constant A has been computed in order that

hdo=1
Fo
The rectangular domain  has been discretized with a uniform mesh with rectangles of
respective sizes Az in the z-direction and Ay in the y-direction. The triangulation of  1s
obtained by adding to this mesh the diagonals of the rectangles as indicated on figure 4.1.
We then use classical P1 finite elements.

Figure 4.1 : The spacial mesh.

For the numerical results we have attributed to the step sizes Az and Ay and to the
time step At the following values :

At = 2s

which corresponds approximatively to 12 points per wavelength (and exactely 9 points in
depth) and to 35 time steps during the period 2¢, where the source is active. Numerical
tests of convergence have proven that this was sufficient to get a very good accuracy in the
results.

Of course our goal here is to compare the solution calculated with our absorbing boun-
dary condition with the "exact” solution.

In order to make this comparison we shall observe the propagation of the wave generated
by our source for a duration of 6 mm = 360 s (while the source is cut after 2t; = 70 s).
With a velocity of 200 m/s the corresponding wave travels along a distance approximatively
equal to 72.000 m = 72 km. We have performed our calculations with two values for the
abcissa a of our boundary conditions:
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h()

o tg 2ty t

Figure 4.2 : The source function.

(4.7) {a_—_32500m

a = 65000 m

The zone of observation is of course the smaller domain : {0 < z < 32500 m} (see Figure

4.3).

During 360s, the solution computed with a = 65000m can be considered as the exact
solution since the possible reflection by the artificial boundary cannot affect the solution in
our zone of observation. Contrarily, we can measure the effect of our absorbing boundary
condition with a = 32500m since the wave reaches the boundary after approximatively 160
seconds of simulation.

Let us now comment our numerical results. We have tested two boundary conditions :

(i) the condition of order 0 (C0), corresponding to the approximation of f(w) by :
fo(w) =1
(i1) the condition of order 1 (C1), corresponding to the approximation of f(w) by his first
diagonal Padé approximant :

b&)2

1 — aw?’

11

fl(w)-—-l— :ESB'

1
=-, b
a= g,

In case (ii) the wave dispersion is taken in account and we have to deal with one
auxiliary unknown function.
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v

First position of ( T ) Second position of ( [y)
( Approximats solution ) ( exact solution )

Figure 4.3 : Description of the numerical experiments.

In figures 4.4 to 4.7 we compare the exact solution to the two approximate one (compu-
ted with the condition (C0) and (C1)) by representing the evolution in time of the surface
of the water (i.e. the evolution of the function) :

v=1(e,t) = 2 22,0,
Each curve correspond to a snapshot of the solution at a given time and the propagation
of the wave is illustrated by the superposition of these curves for equally spaced instants.
Of course,on figure 4.4 no significant difference appears as the waves have not yet reached
the artificial boundary;but on figures 4.5 to 4.7 we can see that the curves obtained by
the condition (C0) are more different from the exact one than the one obtained by the
condition (C1),especially for later times.

To be able to visualize the effect of the boundary conditions, we have to compare the
difference between the exact solution and the (C0) solution to the difference between the
exact solution and the (C'1) solution. This difference could be expected as a travelling back
reflected wave.

In figures 4.8 to 4.11 we compare the reflected waves due respectively to the boundary
conditions (C0) and (C1) from ¢ = 160s to ¢t = 380s. Of course, we have amplified these
reflected waves (note the change of scale between figure 4.7 and figure 4.8). We can see
that for condition (C0) the reflected wave becomes visible at ¢ = 160s while we have
to wait until 220s to distinguish the reflection due to the condition (C1). At later times
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(figures 4.9 to 4.11) we see that the amplitude of the reflected wave by the condition (C'0) is
much stronger than the one corresponding to the condition (C1). In conclusion our results
emphasize the interest, even the importance, of taking into account the wave dispersion in
the construction of the absorbing boundary condition.
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Figure 4.4 Comparison of waves
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Figure 4.5 Comparison of waves
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Figure 4.6 Comparison of waves
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Figure 4.7 Comparison of waves
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Figure 4.8 Comparison of reflected waves
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Figure 4.9 Comparison of reflected waves
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Figure 4.10 Comparison of reflected waves
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