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Transition de phase dans un modele de répartition de charge avec perte

Vadim Malyshev, Philippe Robert

INRIA, domaine de Voluceau
B.P. 105, 78153 Le Chesnay Cedex, France
Vadim.Malyshev@inria.fr, Philippe.Robert@inria.fr

Résumé.

Dans ce papier nous analysons le réseau avec perte suivant : quand un client
arrive a un des nceuds du réseau, il est servi par ce noeud si celui ci est libre.
Sinon le client est déplacé vers un nceud libre du réseau ou il est servi avec
un autre taux de service. Parmi les systemes les plus simples de ce type,
nous analysons les réseaux avec un grand nombre de nceuds et un partage
global sur I’ensemble du réseau. Nous montrons un phénomene de transition
de phase de deuxieme espece pour ce modele et donnons les caractéristiques
explicites de celui ci. Dans le cadre d’un partage local, nous analysons le cas
d’un réseau infini et présentons des résultats de convergence. Nous terminons
par des développements asymptotiques dans les cas des faibles et grandes
charges du réseau.
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Abstract.

In this paper we analyze the following loss network: when a customer arrives
at a node of the network, it is served by this node if this one is not occupied,
otherwise it is transmitted to some empty node where it will be served with
another rate. For simplest systems of such type with very large number
of nodes with global sharing we show the existence of second order phase
transitions and present explicit formulas for probability characteristics. For
local sharing, we study the case of the infinite network and present some
convergence results, formulas for small and large loads are obtained.
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Abstract

In this paper we analyze the following loss network: when a cus-
tomer arrives at a node of the network, it is served by this node if
this one is not occupied, otherwise it is transmitted to some empty
node where it will be served with another rate. For simplest systems
of such type with very large number of nodes with global sharing we
show the existence of second order phase transitions and present ex-
plicit formulas for probability characteristics. For local sharing, we
study the case of the infinite network and present some convergence
results, formulas for small and large loads are obtained.

1 Introduction

Consider some finite set A of nodes of a (large) network such that for
any € A there is a Poisson arrival stream called z-stream. These
streams are independent and have a constant rate A. A customer of
the z-stream arriving at time ¢ is not necessarily served on the z-
station but can be assigned to an empty server (say y-server) chosen
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via some policy which is fixed once and for all. Let us denote by
p(z,y) a nonnegative real function defined on A x A. The function
p(z,y) together with some rule R to assign the customers completely
define the policy via the following rule:

A customer of the z-stream arriving at time ¢ is served on the z-station
if it is empty at time ¢, if not then it can be put to some empty y-station
or discarded depending of the rule R (we do not fix it now but assume
that this rule R can depend only on the current state of the system).
If all servers are busy then the customer is lost. A customer from
the z-stream served on the y-station is called u(z,y)-type customer
and it is served with the rate u(z,y). Denote ga = ga(u(z,y),R),
the loss probability of an arriving customer at a given moment in the
stationary regime and for the policy defined by u(z,y) and by R. So
we choose ¢ at random and consider the probability that all y-stations
with p(z,y) # 0 are occupied.

Independent policy.
A customer who finds its arrival queue busy is discarded and p(z,z) =
g. This means that we have independent queues of M|M|1|1 type.

Loss probability here is
A

R .
the simplest case of Erlang’s formula. The obvious problem of practi-
cal importance is when it is profitable to use another policy.

Local sharing - Processes with local interaction.

If all A’s belong to some countable metric space £ with the distance
p(z,y), local sharing means that a customer arriving at z, is lost if
p(z,y) > d for all empty site y. Then we have a process with local
interaction in the standard sense. A customer can be served only in
the vicinity of its arrival node.

Global sharing.

If all nodes are available for any stream then we say that sharing is
global. In particular a customer is lost only if all the queues are busy.
If (e, o) = pr, p(z,y) = po < py for ¢ # y, pg # 0, we shall see that
some important results here do not depend on the rule R.

Let &(z),z € A,0 < ¢ < +00, be the corresponding continuous
time homogeneous Markov process with the state space A* where A
consists of 0 and of the set of values of u(z,y). So &(y) = 0 if the
node y is empty at time ¢ and &(y) = p(z,y) if at time ¢ there is still
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a pi(z,y)-customer in the node y. We put

pf}(sA) = PA(&(JC) = Sz, ¢ € A), with sp = (5z)zen,

sz is equal to 0 or to one of u(.,z), given some initial distribution
ph(sa). Let m2(sa) = ph..(sa) be the corresponding stationary prob-
abilities. For any A C A we define the correlation functions p(ss) =
pr(A;sa) = PA&(7) = sz, x € A), subscript A means that we con-
sider the process “in finite volume A”.

2 Global sharing, R-independent re-
sults

Theorem 1 Under global sharing and arbitrary rule R, if p1 = po,
A

the following limit exists (p = u_l)
1-1 if i < A

q(p) = lm qa(p) = (2)
Ao 0, if gy > A

Let 7™ be a (random) number of customers in the system at a given
moment in the stationary regime. Then in probability

1, if pg < A
1 A A _
m"? —p(—) = (3)
# ﬁv 1f,u1 > A

So p(p) is the probability for a "randomly chosen” server to be busy.
This means that the function ¢(p) and p(p), p = 1%1, are continuous
but not differentiable in the critical point p.. = 1. In other words we
have a phase transition of the second kind. We get the similar picture

for the case py # ps.

Theorem 2 Under global sharing and arbitrary rule R,if p1 # po,

07 H2 Z A?

m () = (4)

q(pr) = i
At 1— 8,y <A

|5



Let n(resp. (¢) be the number of u-customers (resp. pg-customers)
at time ¢ in A, nA(resp. CA) are the corresponding random variables
in the stationary state. Then in probability,

A .
f A
1, mAA 2 H2 =
FKTO - (5)
07 if K2 < A
A2 :
— T if g > A
ﬁCA . (n2=A)(n1+X)+A2 2 (6)
1, if H2 S A

Optimisation rule: from (2) it follows that for py = po global sharing
is always better than the independent policy. But for us < py it is the

case iff
A5N D)

A

As a corollary we get the following result about all correlation func-

p1 — pg — < 0. (7)

tions in the case when the rule R is chosen in the specific way: if for
an arriving customer its own station is occupied then it is put to any
empty station with equal probability.

Theorem 3 Let al time 0 the distribution be invariant with respect
to all permutations of A. Then for any fized stations A = {1,...,s}
the probability

lim P (s4) = p(sa) = [] p(s2),
[A]—+o0 rEA

Proof

Let us consider for example the case when |A| = 2 and s4 = 04.
But any pair of empty stations is simultanously empty with equal
probability and so the number of (ordered) pairs of empty stations
divided by |A|(|A| — 1) tends to the square of the limit of the number
of empty stations divided by |A]. B

Proof of Theorem 1
Let 7} be a (random) number of occupied buffers at time ¢. It is
easy to see that 7 is a Markov chain and it does not depend on the



rule R. In fact it is the continuous time random walk on the set
{1,..., N}, N = |A|, with the transition rates

Niip1=NX,  1=0,..,N-1,
Ajj+1=Jm, j=1,..,N.

Let m; = 7er be its stationary probabilities. These stationary proba-
bilities are well known

b;

A SN
T, = ,
T 1460, 4+ ...+ 60N

TR

0 (8)
It is straightforward to get (3) and also (2) (as p(p1) = 7y from (8)).
|

Proof of Theorem 2

It is surprisingly enough that Lyapounov functions approach can be
used here for a problem which is completely different from the conven-
tional type of stability problems with infinite buffers (see also [2] §4).
It is easy to verify that the pair (,(;) is a Markov chain with the
state space which is the set Ay of integer points of Sy = {(k,1)/0 <
k+I1<N}C R? and with transition rates Aqap which do not depend
on the rule R. They are given by

AN —k=1), ifp=(k+1,0)
Nl ) MEED), if 8= (k,+1)
B =N k. ifg=(k—-1,0)

ti2l, if 8= (k,1—1).

if a =(k,l)€ Sy and § € A. Let mn(k,l) be stationary probabilities
of this Markov chain and define the mean jump vector

M= M(k,A) = (AN =k — 1) — prk, Ak + 1) — pal)

Let us consider the point (k,l) € Sy where both components of M
change the sign, i.e.

AN —k—1)— k=0 (9)
Ak +1) = pal = 0.



The system (9) has a unique solution which is given by

ko =—24%N, ly=

A2
p1+A+ Sy

k’o = 0, lo = ]V, for Ho = A

MA—_AkO, for gy > A,

Notice that (k,1) lies inside Sy iff py > A.

We want to prove that the stationary measure is concentrated in the
vicinity of the point ag = (ko,lp), i.e. that for any ¢ > 0 and N —
+oo,

ko ot lh ¢A
— - — — - = 1. 10
WN(|N N <8,|N N|<8 — (10)
To prove this we shall use the results of [5] which are written for
discrete time Markov chains. So we consider the embedded chain
Yn,n = 0,1,..., with the same state space Ay and transition proba-
bilities

Pap :Aaﬁ%7a#ﬁ7

Paa = 1- Zﬁ;&a Pag,

for some ¢ > 0 sufficiently small. So one step mean jump vector is
equal to M’ = M (the vector field of M'(k,[) is shown on Fig. 1)
and moreover the stationary probabilities for continuous and discrete
time Markov chains are the same.

1-a 1-b



for the case us > A we choose a ”Lyapounov function”

fla) = pla,ag) = \/(k —ko)?+(l—-1p)?, a=(k1),a0= (ko)

Define a sequence of random variables S, = f(y,,). It is easy to check
that for any sufficiently small ¢ > 0 there exist constants j = j(¢),6 =
4(e) > 0 such that for all sufficiently large N,

Z p(oz]ﬁ) f(B) — fla) < =6 for all a with p(a,ap) < eN (11)
B

The proof of this statement proceeds in the following way. For the

vector field M'(k,1) = (M (k,1), M|(k,1))

sgn M (k,l) = —sgn(k — ko),
sgnM/(k, 1) = —sgn(l —ly),

for any (k,l) € Sn.

For N sufficiently large and |a — ag| > e N, let us take the tangent
plane S(N,a,¢) to the sphere with the center ag passing through a.
Then the mean jump vector M'(a) looks inside this sphere and its
projection onto the perpendicular to the sphere in a is bounded away
from zero uniformly in @. Then equation (11) follows easily (see the
almost linearity principle in [4]) and moreover we can take j = 1.
Put for the stationary measure 7 = 7 on Ayn

T(A) = Z .
1€EA
Now we want to prove that there exist C' > 0 and 7 > 0 such that for
any > 0,
w({(k, )/ (k,1) > BNY) < Ce=PN.

We need a simple lemma about martingales (see [5]). Let (2, F, P) be
a probability space and {F,,,n > 0} an increasing family of o-algebras:
FoCFL C...C Fu. Let {S;,i > 0} be a sequence of real random
variables, such that 9; is F;-measurable for all ¢, Sy > 0 is a constant.

Lemma 4 If there exist posilive ¢,d such that for all

E(Siq1|F) <S5 —¢ as.,
|SZ - Si—ll < d a.s.,



then for any 61 < € and for any n > 0,
P(S, > —6n) < Ce™%2m,

where for any sufficiently small h > 0 we have
C=e"% 65 =hc—6)- %thQ.

We stress that h and 6, depend only on ¢, d, §; but not from the other
characteristics of the sequence 5,. We take sufficiently small § > 0
and put

= (k,1)/BN < f(a) < BN +2},

— (I )/28N 12 < f(a)},

QW
Il

then by lemma 4
P&, € B, f(€n_1),..., f(€1) > 2BN +2/6p € B) < Ce™ N

for some constants €',y > 0 which do not depend on N. By ergodic
theorem,

F(C) = lim,— 4oo %ZZ:O 1{6’“60}
. 1
Slmppoo 7 22k=0 Mg, k€8, 7 (Emo11 k) (Ekp1)>BN+2,64€ B, m+k<n,m> BN}

+ ZZ:O ’ml{f(£m+k)7f(£m—1+k)7~~'7f(£k+1)>BN+27£kEB7m+k:n7mZﬁN}
<w(B)Tf%y nP(&n € B, f(€n1), -, f(&1) > 28N + 2|6 € B)

< m(B)Y ey nCe™ ™ < e~ V'AN
(12)
The proof of (10) for the case py > A is completed. For the case

H1 > pi2 = A or A > pg > 0 we take as a Lyapounov function

and want to prove that
A A
7TN(|77—|<5,|1—%|<5)—>1. (14)
Up to a constant factor,
kE+1 ko k
M’(k,l) = (A(l — N ) — ,ulﬁ, F)



For j = 1 and p > 0 sufficiently small (such that A > p(A+ pq)) it is
easy to show that equation (11) holds for all (k,!) with [ < (1 — A%)N.
We have in fact,

pME(k, 1)+ M{(k,1) = p(A1 = 50) = §) + A%
= ¥ = p(A+ ) + 22

which gives the result. If A > gy > 0 then

M} =\ —p2)&k +AE >0,
ME =M= =) - m

in Sy. We take the same Lyapounov function (13) and (14) follows
in a similar fashion. So the assertion (5) of theorem 2 is proved. Zero
case of (4) easily follows. It is more complicated to prove (4) for the
case s < A. N

Remark 1

It is important to understand that this could not be obtained even
if we had complete information about the equilibrium measure after
the thermodynamic limit. For the system with infinite A it follows
from (5) that in case pp < A customer is lost with probability 1 but
the stationary probability of loss is converging to 1 — 2. We give a
heuristic proof of this fact without entering the details.

Choose ¢ sufficiently small and put for our Markov chain

pe =N —n — G,

We can find M(¢) so that M(e) — 400 if ¢ — 0 and

A A ,
‘PWH1=m+1Mmuwmuu<M@%%4<&H—%4<@—uﬂ<ﬁa
A A -
‘P(Nt-l-l = pe = gty pios e < M (), %] <&, [1 = §g| < ¢) - /\‘ < K415)
Most of the time is spent in the domain

CA

PP
N

]\T|<57|1_

| < e.

Moreover for ¢ — 0, (15) becomes a simple birth-death process on Z
with transition probabilities p,, u,+1 = M2, Pus,ue—1 = A. This gives
the answer.



3 Load sharing on an infinite network

In this section we consider the one-dimensional network Z with the
following rule to assign the customers: If the arrival site of a customer
is occupied, then it is moved to the first empty place on its right. If
the customer has not been moved [resp. has been moved], it is served
with rate pp [resp. pz] (we set pog = 0 for convenience) and the state
of the site is 1 [resp. 2]. Because of the non local interaction, an
additional problem in this case is the construction of the associated
Markov process with generator {2:

Qf)z) = e ta(f(z) = flz — 2:6;))
+A(f(z + &) — f(z)){z; = 0}
FAf(z +26,,0)) — f(2))H{z; #0}, z€{0,1,2}"

where f is some function belonging to the domain of Q (see Liggett
[3]), 6;, the Dirac function at 7 and v;(z) = inf{j > ¢/z; = 0}. Let us
denote by &, the set of translation invariant and ergodic measures ¢ on
{0,1,2}%such that ¢{z/zo = 0} > 0. In the following, we will consider
Markov processes X (t) with generator € and initial distribution in &.

Proposition 5 Forany ¢ € &, there exists some h > 0 and a stochas-
tic process (X(t))o<i<n such that

- The distribution of X(0) is ¢.
- X(t) is a Markov process on [0, h| with generator Q.

The method to construct our process is quite simple. We will show
that the real line can be cut into non interacting (random) intervals
between 0 and some h > 0. For ¢ € Z, we denote by N; the Poisson
process (A) of the arrivals at site ¢ and

i+k
v(k,h)=inf{i >0/ N;[0,h] — 1(; 20y < 0},

i=k

where Xy = (#;);ez is some random variable with distribution ¢ and
N;[0, k] denotes the number of points of N; between 0 and h.

Lemma 6

a) If \b < ¢p{z/xo =0} > 0, then v(k,h) is finite a.s. for k € Z.

10



b) H(i)= 7701 Lij4u(,h)>i} 18 almost surely finite and P(H (i) =
0) > 0.

Proof
According to the ergodic theorem,

1 i+k e
- > N[0, B] = 1z 20y = Ab — ¢{z/wzo = 0} < 0 as.,
j=k

thus v(k,h) is finite a.s. Using that {3, N;[0,h] — Lz,20y <0} C
{k + v(k,h) < i}, we get that H(7) is also a.s. finite. The maximal
lemma of ergodic theory (see [1] appendix 3) gives

-1
P (sup {Z N;[0,h] — 1{I]¢0}} < 0) >0,
k<0 j:k’

hence P(H(i)=0) = P(H(0) =0) > 0. The lemma is proved. ®

The statement b) of the above lemma has the following consequence:
Even if the customers never leave the network, there is a positive
probability that none of the customers arriving during [0, k] on the
sites with negative index is assigned to a site with a positive index.
This implies that on this event during [0, k], one can discard all the
sites on the left of 0. But if we discard the sites ¢ < 0, the process is
trivial to construct the sample paths of (z(?),...,zn(1))s, ... on [0, A].
Using that, almost surely, there is a non-decreasing sequence (;);ez
such that H(¢;) = 0, we can thus construct our process on the interval
[0, h]. Theorem 5 is proved. W

Remark 2

Because of our construction, it is easy to prove that for 0 < ¢ < h the
distribution of X(¢) is in & (by verifying that the ergodic theorem
holds, for example).

So, our process can be constructed as long as P(zo(t) = 0) > 0. We
will denote by { the (cemetery) state of X (¢) whenever this condition
is not satisfied and 7 the (deterministic) hitting time of j. We now
turn to the asymptotic behavior of our process.

11



Theorem 7

a) If uy < X, the process almost surely dies, i.e. for any ¢ € £ there
exists some 1y such that X(to) =7.

b) If X < min{uy,pe}, then the Markov process X(1);>o is almost
surely defined.

c) If pp < XA < g, then if ¢p{z/x(1 0} is sufficiently small
) I 12, y :
X(t)s>0 is almost surely defined, otherwise it dies.

This result is a consequence of the following lemma which is related
in some sense to the fact that (7, &) is a Markov process (section 2).

Lemma 8 If P;(t) = P(zo(t) = 1) for i€ {0,1,2} and t < 7, then

PR — X CAPy(t) — (A + ) Pr(t)
2Rl1) (A= p2)Py(t) + APy (1)

Proof
Using the definition of the generator {2, we have

Py(t4dt) = (1=pad) Po()4AdL 37 Plai(t) # 0, z_a(1) # 0, 20(1) = 0)+o(dd),

the invariance by translation gives

az:;f(t) =~ Pa(t) + XY P(zo(t) #0,...,2,1(t) # 0,24(t) = 0).

i>1

The sequence (;());>1 hits 0 with probability 1, hence,

OPy(1)
ot

= —paPa(1) + AP(zo(1) £ 0).

Replacing P(zo(t) # 0) by Pi(¢) + P2(t) in the above equation gives
the second equation of our lemma. The other equation is proved in
the same way. H

12



Proof of Theorem 7
The limiting values of the solutions of the differential equation of
Lemma 8 are given by

A A2

Pp=—" _ P= 16
A+ 2 P (2= M+ )+ A2 (18)

p2—A

a) If g < A, then it is easily checked that Py + P > 1, hence there
exists some ¢ for which Py(t) = 0, 7 cannot be infinite in this case.
b) Using Lemma 8, we get that

(P + Pt
% = A= 1 Pi(1) — pa Pa(t).
A finite extremum of (P + P2)(¢) (if any) satisfies A — p1 P1 (o) —
p2Pa(tg) = 0, hence

(P1+ P2)(1) < A 1.

— <
= inf{p, pa}

At infinity, it is easy to check that P, + P, < 1. Our process is thus
always alive.

c): Trite calculations with the explicit solution of the equation of
Lemma 8. B
In the case where 7 = 400, there exists at least one invariant measure.
Our next proposition shows that there is a unique one:

Proposition 9 If gy = pz = u, then for any ¢ € &, (X(1)) is
converging in distribulion to a unique invariant measure.

Proof

In this case the state space can be reduced to {0, 1}Z. If (X°(t)); [resp.
(X(t)):] denotes the Markov process with the empty network [resp. ¢]
as starting point. Using our construction of Theorem 5, it is easy to
couple the two processes so that X°(t) < X(t), i.e. 2%(t) < a4(t)
for all i € Z. In particular (X°(¢)); is stochastically non-decreasing,
hence is converging in distribution to some measure 7. Any limiting
distribution v of (X (1)) satisfies 7 <5 ¥ (where < is the stochastic
order on measures associated with <), but according to Lemma 7,

13



m(xg = 1) = ¥(zg = ¢) for i = 0,1 which implies 7 = 9 (see [3] § 2, for

example). W

Remark 3

In the constant case uy = pg = p when A = pq, it is easy to show that
7 = +o0. The process (X(t)); is completely defined but its limiting
distribution is the Dirac mass at f.

4 Local sharing

We consider now the model on the one-dimensional lattice with A =
[-L,L] C Z'. We put pu(z,y) = p(y — ). We assume that a customer
is lost if it cannot find an empty site within a distance d of its arrival
point. For simplicity of notations we assume that

w(0) = p1, p(1) = ... = pu(d) = py for some d > 0 and (i) = 0 otherwise.

(17)
From (7) it is seen that important parameters for understanding the
qualitative behavior of the loss probability are Z—'j’, A, and we add the
parameter d. The following theorem is standard, it gives a satisfactory
description of the process in the thermodynamic limit.

Theorem 10 Under the assumptions (17) there exisls A\g > 0 such
that for any A < Ag the following limits exist

p(sa) = lim lim pd (s4) = lim lim pP(sys) (18)

— 400 t—4o0 t—+oo L—+4oo

p(s4) are analytic in X (including A = 0) and define a translation
invariant measure on A% with exponential decay of correlations, e.g.

|p(‘sx7 Sy) - p(sm)p(syﬂ < Ce_a|$_y|
for some C,a > 0.

This is known from the cluster expansion theory for the processes with
local interaction (see [6]) and references therein). Now we proceed to
the calculation of the loss probability. Contrary to Remark 1, here the
loss probability is defined by the thermodynamical limit of the finite
volume distributions. Moreover it is equal to

ga(z) = p*(&(y) # 0 for all y € [,z + d]) (19)

14



To provide explicit calculations we use here the methods of mathe-
matical physics: the correlation equations for correlation functions.
The reader is not supposed to be acquainted with this techniques so
we give a detailed exposition. Let h(sp,s)),sn # sy, be transition
rates from s} to sp for our Markov chain in A so that (we omit for

a while the upper index A having in mind that we consider Markov
chain A")

h(sp, sy)dt = P(zryar(a) = so, 0 € Alée(a) = s;,e € A) (20)
Then the Kolmogorov’s equations are
Peydi(sa) = pi(sa) + Z (s, Sk)pt(Sﬁx)dt
Sh

where

!
h(sp,sp) = — Z h(sa,sy)
i S FESA
For our model only one node can change at a time, i.e. for sy # s

the rates h(sy, s ) can be different from 0 only if s, # s’ exactly at
one point z € A. One can put so

h(sa,sy) = hi(sh)

when sy is different from s} only in the point z and s, = s. From
(20) one gets using Kronecker symbols

PEerar() = sl€) = (1=6,(&())dth3(E)+8,(&(2))(1=dt D h3(&)))
slis'#s
Taking expectations we get
prrar(zis) = 3 Ri(sa)pe(Assa)dtdp(zis)—dt Y ST kS (sa)puA;sa)
SA:SzFES SpiSz=5g'£s
or for the stationary measure
0= 3> hi(sn)p(Aisa) = D0 DoAI(sa)p(Aisa) (21
SA:SzFS SASz=5 g'#s

Now we write {(z) = 0 instead of £(z) = p1,€(z) = 1 instead of
E(z) = p2,&(x) = 0 if a-station is empty, {(z) = * if it is not empty.
Put also

p(A) = p(é(z) =+, 2 € A)
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Then (21) becomes (if we put s =0 and s = 1)

0 = Ap(z;0) — pip(z;0)

d—1
O:/\E p(le —k—1,2];%...x0) — pop(z; 1) =
k=0 k
d—1
/\Z plle —k—1,z=1];*...%) = Ap([x —k—1,z];%...%) — pap(z; 1).
k=0 k k
(22)
Remark 4

If in (22) one puts A = Z1,d = +00, and considers translation invari-
ant measure then a closed equations for one-point correlation functions
result. Solving them ne can get the same formulas as in the theorem
1.

To get equations for higher order correlation functions we consider

P& + di(z) = sg,z € AJE) =
Seea (1= 85, (6(2)) (Tyyeyen 05, (6(9)) b= (E)+

(Moea 8o (€(@) (1= dt Toen Sy, hF(E))
orfor ANB =10

Op+(140B)

5 =AY pl(1405_(y0z) +

zeB

+oo
A Y b (1ac (00800 ko10m1)) — (2l Al + | BD)pe(1405)
zEA k=0

or for the stationary measure
P(140B)(p2| Al + pa|B|) =

A (P(1405_ (1) — P(1405_{z1%:))+
z€B

+co
AT D p(la— (@ 0B*pmk—1,0-1]) — P(La—(5}0B*z—po1,0])  (23)
r€A k=0

16



Coming to optimization problem we note first that for uy = po the
independent policy is always the worse: if there is an empty available
node a customer should be put into it. For gy > po it is not always
the case.

Theorem 11 If d = 1, is small enough and pq, py fized then the
loss probability (in the thermodynamic limit) is

0= () O0)
Now let us assume
pr = 0(A), pa = o(p1) (24)
Then i 1o g1
q=1—272+0(72H—j)
Proof

We use analyticity result of theorem 10 and calculate the first terms
of the expansion in A for d = 1 and small A with pq,ue > 0 fixed.
Using translation invariance of the limiting measure we get from the
second formula (22)

From (23) we get

p(00)211 = A(p(00)+p(00)) = A(2p(0)—p(0+)—p(x0)°) = A(2p(0)—2p(00)—p(01)—p(10))

or

A A A
p(00) =

mp(o) - m(?(m) + p(10)) = (A i

Similarly one can show that p(11), p(01),p(10) are all O(A?) and so

¢ =p0) = (3o

Now we pass the case (24). Let us note that equations (24) have been
written for correlation functions p(140g) as these are small quantities,
more exactly p(140p) = O(A|AU B|). Now the correlation equations
should be written for the correlation functions p(040p). ®

)*+0(N)

) +0(N)

17



Theorem 12 Under the assumptions (17) there exists g > 0 such
that for Z—f, EL < g the following limits exist

p(sa)= lim lim pl(sq) = lim lim pl(ss) (25)

L—400 t—+o0 t—+4o0 L—4o0

e om . .
p(sa) are analytic in Y and define a translation invariant measure

on AZ' with ezponential decay of correlations. Moreover p(040B) =
O(s'AUB|), ¢ = max(&, i—f)

We leave rewriting the equations and the proof to the reader. To end
the proof of the theorem 11 for the case (24) we can write

q = p(xx) =1 —2p(0) + p(00)

From (22) we get

Ap(0) = pap(0)
p2(1 = p(0) - %p(@)) = (1= p(0) = p(0)) = pap(1) = Ap(xB) = AM(p(B) — p(00))

SO
o) = g ) bt
e WY
We have proved that local sharing policy is better than the indepen-
dent one for A small but for the case (24) local sharing is better only
if
M1

N2>?

5 Some open problems

Load sharing models promises to be rich in different phenomena which
could be common for more complicated models and we want to indi-
cate some further problems :

Problem 1. In the model of the section 4 take d — 400 or even
equal to infinity, take even py = py. The resulting process is not a
process with local interaction. Does the series defining the solution of
correlation equations converge for %1 small ? Is the solution analytic

in & 7
1

18



Problem 2. In the model on the one-dimensional lattice with A =
[—L,L] C z', p(z,y) = p for o — y| < d, u(z,y) = py for |z —y| >
d. Is the invariant measure unique for all values of the parameters
L1, p2, A, d 7 Find the phase diagram for the loss probability.
Problem 3. Let, on Z! u(z,y) ~ 1+|571_y|a For which « it is true that
this policy is better than the independent one with the parameter uy
9

Problem 4. What about higher order correlation functions in the
cases of section 2 for a one-dimensional lattice when the rule R is just
choosing the closest node.

Problem 5. Try similar problems for waiting time and infinite buffers.
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