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résumé : On approche numériquement la section d’une colonne de métal liquide plongée
dans un champ magnétique extéricur. Le modele bidimensionnel utilisé nécessite la réso-
lution, par une méthode spectrale d’une équation aux dérivées partielles, avec des condi-
tions non linéaires, posée sur Pextérieur du disque unité pour trouver une transformation
conforme convenable. Nous donnons des bornes d’erreur, tres précises, pour chacune des
étapes du procédé d’approximation. Nous présentons des exemples de formes obtenues a

la fois dans le cas du formage extérieur et du formage intérieur.

Numerical Approximation of a Free Boundary
Problem Arising in Electromagnetic Shaping.

abstract : We approximate numerically the section of a column of liquid metal submitted
to an external clectromagnetic field. The bidimensional model used here leads us to solve
by a spectral method a nonlinear boundary problem posed on the exterior of the unit disk
to find a convenient conformal mapping. We give accurates bound of the errors obtained
during our approximation process. We present some examples of shapes for both exterior

and 1interior shaping.
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1 Introduction

We study here a free boundary problem arising in clectromagnetic shaping. T'he bidi-
mensional model leads us to nse conformal mappings to transform the problem into a
problem posed on the exterior of the unit disk. We compute the conformal mapping by
solving a nonlinear problemn Fy and the solution of the electromagnetic shaping problem
is reached by a fixed point method. In part 3, we study more deeply the approximation
scheme based on a Galerkin spectral method to solve the nonlinear boundary value prob-
lem. First, all the approximation results presented in [4] are extended, then we give an
accurate bound for the error in L* norm for the conformal mappings and the surfaces.
In part 4 we give some comments about the so-called "interior shaping” and we explain
how it can be obtained by few modifications of the previous one. We describe in part 5
the numerical algorithm employed to solve the Py problem and the algorithm to reach
the wanted configuration based on the secant method. In part 6, we show that our solver
is very efficient for P, problem, then different configurations of exterior shaping are in-
vestigated. We also present the evolution of the shape when 7 tends to 0. Finally, we

present some results for the interior shaping.

2 Problem Formulation

We consider a vertical column of molten liquid falling down in an horizontal clectro-
magnetic field created by vertical conductors. The frequency of the imposed current is
assumed to be so high that the field doesn’t penetrate into the liquid. Due to the action
of the magnetic field the column of metal liquid is shaped. Becausc of the great height
of this column, we can consider the two-dimensional model introduced in [2], [10], based
on an horizontal section of the molten liquid.

We denote by 2 the exterior domain of the liquid, T its boundary and by jo = (0.0, jy)

the current density vector. The total magnetic field B is governed by Maxwell’s equations



which we express as

rot B =j9jo 1
divB =9 £
(2-1)
Bn=90 on I’
!‘}im B, =0

where jo is the permeability of vacuum, n the exterior unit normal vector of 1, |.|, the
euclidian norm.
Moreover on the free boundary I' the following Bernoulli equilibria equation is satisfied

B|?
g;lo—z + o C = constant (2-2)

where C is the curvature of I' and ¢ the surface tension of the liquid. The constant in
(2-2) is unknown.

Let us consider here the following free boundary problem. The current density jo is
given and the problem is to find the shape Q and the magnetic field B such that (2-1) and
(2-2) are satisfied. According to [10], we assume now that the boundary I' of § solution
of (2-1)-(2-2) is a closed Jordan curve. Then, the domain £ is the image by a conformal
mapping ® of the exterior of the unit disk Q. It is easy to see ([10]) that v given by

v(z) = In(]®'(2)]) with z =z 4+ 1y (2-3)

is solution of

Av =20 mn Qg
Tg—:f =gV —pe+7 only (2-4)

v bounded at infinity
where 1'g 1s the unit circle, 7 = 200, p is the constant appearing in (2-2) multiplied by
20 and

9" =g*(0) == (p — 7C)| ().

Henrot and Picrre have shown in {11], that the function g can be expressed only in term
of Jo = joo®, the image of 7o under ®~'. In the case of m linear vertical conductors, for

instance, jo 1s given by

(™)
ot
g

Jo= Y ouby  withar €R,Z, €9 .
k=1

4



and g is given by

2ot 10 e~
g(0) =y { : 0T i l} (+6)

e 2n z — ¢ Iy — ¢

where 6z, is the Dirac mass at Zi, Zi is the position of the k' conductor, ay. its strength
and z, = O~ Z ) for k = 1,...,m.

Now let us explain the procedure to obtain the free boundary 1. Our problem is
to determine the conformal mapping ® through the function v solution of (2-1). The
knowledge of g by (2-6) is implicit since it depends on @. So, we must use a fixed point
method.

Let X = R X {(z1,--,2m) €C™, |z > 1, 2 = 1,...,m}, we introduce the function
I defined by

F:X — RfxC"
X=(p, 21y y2m) — F(x)=(S,0(=1),...,P(zn)) (2-7)

where S is the surface of Q¢ (the molten liquid). Notice, for the following, that S can be

computed by
_ BT iONT il
S = 5é]veeaz{/ €0/ (0)B(e' )do} . (2-8)
0
For each x given in X, F(x) is evaluated by the following algorithm called problem F.
Let g be given by (2-6) and p € R}

+oo
e We find v(re'?) = > are’*?r ¥ solution of (2-4).

k=—co

(Py) e We construct the holomorphic function V| defined on Qq,
such that : v(z) = Real(V(2)).

e We deduce 9'(2) = we¥® for |z| > 1and |w| = L.

¢ We integrate if possible to obtain ®(z).
Then we are able to compute F'(x) = (5, ®(z1),...,P(zm))-
Unfortunately the last step of this algorithm is not always possible due to the fact

that Qo is not simply connected. We have seen in [11] that the condition for ¢ to exist is
27 N
/ v(e!)edf = 0. (2-9)
0

So the set of x in X for which this condition is realized turns out to be a regular manifold.,

say D, of R} x QpF of complex codimension one (see [7]). Nevertheless, if the original

)



distribution of masses (Z, ovp) presents some good symmetry property (invariance by a
rotation of angle 2w /¢ for instance) we can take into account this property for the zi’s and
then, the condition (2-9) turns out to be automatically satisfied. To avoid complications,
we shall always consider such a symmetry property 1n the following.

The last difficulty which can appear with this "implicit approach” is the fact that the
holomorphic function ® obtained by this way may not be univalent. If it is the case, the
solution is not admissible since ¢ must be a conformal mapping. We have shown in [§],
that the univalence of ® on Qg was equivalent to univalence of ¢ on I'y. So we have to
introduce a test to decide whether the curve I' = ®(I'g) has double points or not. Notice
finally that the set of x such that ® 1s defined and univalent on €2y is an open subsct of
the manifold D. We will denote it by H in the following.

Let the conductors (Zy,a1),...,(Zm,an) be given, the direct problem is to obtain
a shape of the liquid with a given surface Spo. The solution of this problem is obtained

when we can solve the nonlinear equation

find x € H such that F(x) = (S0, 21,y Zm). (2-10)

3 Approximation of problem F;

Throughout this section we assume that the function g and the real p are given. ‘To
determine v, we transform (2-4) into a boundary problem posed on I'g. This one will be
solved by a Galerkin spectral method (see [4]).

We denote by C(I'y) the space of continuous functions on I'y, by C3(o) the space of
bounded continuous functions on 2y and by C}(f2y) the space of functions v in Co ()
such that the normal derivative g—:’l is defined and continuous on ['y.

For ¢ € C(I'p), we denote by wu.(yp) the unique solution of the exterior Dirichlet

problem

find u € Cy(Q) such that
Au=0 in Qo (3-1)

U= on I'y.

6



Then, we defline the exterior capacity operator (Z. by
D(C.) = {p € C(lo); uly) € CL(EW)}
Cep = Lae()

(see [5] for more details). With these definitions, problem (2-4) 1s equivalent to
find ¢ € D(C.) such that

TCe0 + p(0,0(0)) =1 on [g (3-3)
then v i= u.(p)

where 3(0,¢) = pe? — g?(0)e™* Vo € T.
We know ([11]), that (3-3) has a unique solution. Moreover if g? is analytic then v is

analytic on Qg (up to the boundary).

3.1 Discretisation of problem F;

We denote, as usual, by Py the space of trigonometric polynomials whose degree does

not exceed N, defined by :
Py := span {c,ok =t 0 [0,27]; =N <k < N}

and by Ily the orthogonal projection operator defined from L%(I'g) into Py by :

Vv € L*(To) <v—Inv,0>=0 Vo € Py (3-1)
1 2 .
where < u,v >= o= u(0)v(0)d0 denotes the inner product on L*(I'g) and ||.|| the
27 Jo

associated norm.

We will use the space of periodic function H,, (I's) which can be defined, for instance

by

+co
I (o) = {cp € L*(Io), ¢ periodic, ¢ = Z ntpy such that

n=—0oo

+oo
Y (140 e’ < +oo} (3-5)

n=—oo
equipped with the usual norms |{|.||s; (sce [1] and [3] for more details on spectral approx-
imation). The use of spectral method to solve (3-3), as introduced in [4], is justified by

the following properties :



1) Every bounded harmonic function v defined on Q4 can be expanded as :

+oo .
v(z) = > axr(z) where thy(z) = r o (0) with z = re'?. (3-6)

k=—co
2) Commutativity of the operator C, with operator Ily. Indced we have

Cepr = |kpr. (3-7)

Let us remark that

gg = pe’ + g% > 2/plg|.
So there exists a regular positive function A, A # 0, such that
ap
— > A0 Vo € [0, 2n].
S2A0)  voe o] (39
This ensures that problem (3-3) is well posed. The best choice of A, see [4], is
2 min 2 min > 0
Aoy = 2VPY ‘f g (3-9)
2\/p 9%(0)/9maz i Gmin =0

" maxr — 3 0 d min — i 0 .
where g ,max [9(0)] and gmin = min Jo(0)]

Let v(0,¢) = B(8,¢) — A(8)p ; according to (3-8), v is monotone in . Under thesc
conditions we can use all results appearing in [4] and [11].

Problem (3-3) is written in Py, as

Find " € Py ,o" real, such that
{ N € P yp (3.10)

SN + IIn(Ane™) + 7Cp"N = 7 — TMIN(B(, o) — Ine") + 67
where Ay = IIyA and § is a relaxation parameter.
We solve (3-10) with a Galerkin method and a fixed point scheme, and we obtain
(@)L _n the spectral coefficients of " with a_; = @. Let us consider vy the harmonic

function in Qg with vy = " on T, then vy has the following expansion
N

on(z) = D arr(2) Yz € Q. (3-11)

k=-N
We construct now, the holomorphic function Vv, defined on g, such that vy = Real(Vy).

We have

N
Vn(z) = un(2) +2wn(z) = a0+ 2 Z a_pz~k Vz € Q. (3-12)

k=1

Notice that a_; = 0 if and only if (2-9) is satisfied. Finally we deduce ®(z) = ¢"~(),

and by integration ®n(z) for all z in Qy. The surface Sy being computed by

2T U .
Sy = };?Real{/o e’od);\,(e'o)@N(c‘o)dO} ) (3-13)



3.2 Approximation error
3.2.1 Approximation for the boundary problem

We have established in [4] for the Galerkin spectral approximation of (3-10) the following

result.

Theorem 3.1 Let ™ be the solution of (3-3) and @™ the solution of (3-10). There exists

a constant C depending only on X, B and p* such that
N x . - - .
o™ — 7l < (A — T All + o™ — g™l
We can here, slightly improve this result, working with the H? norm.

Theorem 3.2 Under the assumptions of theorem 3.1, there extsts a constant ¢ depending

only on A, B, and ©* such that
le™ = ¢*lly < c(IIA = WAl + fle™ = Tivg*|l3)

Proof.

We follow the demonstration of theorem 3.1, so, for more details, we refer to {4]. By

(3-10) " is solution of :
< (AT + ch)@w + 90, Hne™), e > =< 1,08 > ~-N<EkE<N. (3-14)
Let us introduce ¢* the solution of (3-3) ; then IInp* verifies

< (/\N] + TCC)HNL,O* +’y(.,HN<,o') , Pk > = (3-15)

<7+ ANIINe™ = A" + (L Ine™) = (L 97) s o > -N< kSN
Let us set ey = Inp* — " substracting (3-14) from (3-15) we obtain for all k € [— N, V]

<N+ 7C)en + (L TIng™) = (™), o > = (3-16)

< AnIIne™ = A" +9(, Une™) = 7(L,07) 5 w0k >

Multiplying (3-16) by the spectral coefficients of ey and adding up from -N to N vields

/1“0 /\NleN|2 +7 /ro CeeNEN + /ro (7('7 HN(P‘) - 7('7‘?9N)) N

= < ANIIne” = 29" +9(, nve™) —v(L, %), en >

9 .



Using mounotonicity of the function v yiclds

/r AN|eN;2+T/r Coenen < < O = MTIne™, en > +
0 0
<BCUne™) = Bae7) , en >
We introduce now the operator Qn defined by Qn = I — IlIn. Since @™ is (at least !)
C! on Ty, we have ||lIy¢*|lco < Ci, C; independent of N, and then using the fact that 3

is Lipschitz with respect to its second argument with C, as Lipschitz constant and the

Cauchy-Schwarz inequality we obtain

[ Awlenft + 7 /r Ceenn < (CLIQNAI + C2ll@ue™ 1) llew]]-

N
Let us remark that if ey = Z arpr we have
k=-N

N
[ Ceentn= 3 Ikllasl
To k=—N

which is nearly but not |jenx||3. Therefore we need to use the following lemma to obtain
2

lenlls-

Lemma 3.1 (see [4]) For every A € C(To), A > 0, A # 0 3Co, (which depends only on
A) such that

Vo € H () c0/ v2§/ /\v2+/ |Vol2.
r‘o ro Qo

It follows from definition of operator C, that / C.onTN = / |Vonl]2.
To 2%
We write now Ay = A — Qn A then

/ /\N|6N|2+T/ CeeNEN:/ /\|6N|2+7‘/ CeeNEN—/ QN'\
ro o Fo | o

Lemma 3.1 and the uniform majoration of @y A imply

Ceenen.
Jro

o~

TC
/ Anvlen|® + T/ Ceenen > <—*0 - ||QN/\||<><>) llen||® +
Io o 2

C
Due to the regularity of A we can choose Ny such that YN > Ny we have [|QnA]|e < 21—9,

see (3], so we have

Tlllenl?+ % [ Ceenen < (crll@uAll + Call@ne” ) lew
0

Zinf(1, ) (Jlenl + [ Ceenen) < max(cy,a) (1QuAl + 1Qx ) el

10



Let us remark that
N N

lewli + [ Coewtn = 32 (1 Dlael? 2 2 1+ )

k=--N k=~-N
then we finally obtain
lenlls < ¢ {IQNAIL+ 1Qn@"][}, since [len]l < Jlenlly-

Whence the H%(FU) incquality of theorem 3.2 using

le™ — @Il < 1Qnells + llenls- 0
2 . 2 2

il = llewl}

Proposition 3.1 Under the assumptions of theorem 3.1, there exists a constant C such

that

lo™ — @"lls < lg™ — One'lls + N {llo* = Mne™l| + 1A = TInAI} Vs 2 1.

Proof.

To obtain this inequality, we estimate directly the II° norm by the L? norm. Triangle

inequality gives

lo™ = @ lle < NQuw”lls + llewlls-

Now, if ey = @ — TIyp* = Z,{_V:_N expr then

N
lo™ = el = llenlls = 3= (1+ E*)*Jél”.
k=—N
Taking into account that 1 + k* < 2N?%, we obtain
N
le" = Tive™ |7 < 2°N% 37 Jal?,
k=-N

and then
o™ — TIng™lls < CN°|lo™ — TIne"||

whence the proposition. g

If ¢% is analytic we know (see [11]) that v is analytic on £y then ¢* is analytic and so

is A by construction. Assume that

—n < Imz <7

(3-17)

is a strip of analyticity where both g%(z) and ¢*(z) have an absolutely convergent expan-

sion.

11



Corollary 3.1 [or anyn satisfying (3-17) and for N large enough we have
le™ — @ lls < c(n)Ne ™ for any sins > 1.

The proof follows [rom estimation of ||w — Ilyw]|s, since when w is 27-periodic analytic

we have ||w — llw||; < c(y)Nse ™V, sce [14].

3.2.2 Estimates for the conformal mapping and for the surface

Let us introduce D a ring in Qo which contains all the conductors z;. We denote hy @
(resp. ®n) the conformal mapping constructed from v (resp vy) as introduced in the

problem formulation.

Theorem 3.3 Under the hypothesis of corollary 3.1 there exist two constants Cp, C,,

depending only on D, g and ¢~ such that

I(D - (DNlLN(E) S C] ]V%G—UN

IS — Sn| < cyNze ™V,

The two conformal mappings ® and ®y are defined by

d(z) = &(1) o'(¢) d¢

Yz

and

O(z) = On(1)+ [ Oi(e)de

Yz

where «, is an integration path connecting the point 1 to z. We can choose the samc
constant of integration i.e. ®n(1) = ®(1).
To prove this theorem, the knowledge of all approximation errors during the process

of construction of @’ are needed.

Lemma 3.2 Under the hypothesis of theorem 3.3, there exists C = C(n) such that

HU—UNHH‘(D) < CN%G_UN

||'U — vN”LN(D) < CN%G_nN
where v 1s the solution of (3-3) and vy is given by (3-11).

12



Proof.

It 1s classical that for the exterior Divichlet problem
Au=10 €
u=¢ on Ty (3-18)
w bounded at in finity,

the map ¢ — u is continuous from Hz(I'g) into HL_ () and from H%(l‘()) into 1172 (),

that is to say, there exist constants ¢ depending only on the ring D such that

[ulliypy < clielly and luflazpy < cllells.

Lemma 3.2 follows immediately using corollary 3.1 and Sobolev embedding for the [*

NOTIN. O

Lemma 3.3 Let V be given by Py and Vn by (3-12). We have

IV =Vl < clle” ="y < oNze™

. 3 —nN
|V~ Vnlleey < Clle” =@Mz < cNze ™.

Proof.
We have to estimate the real part and the imaginary part of V — Vy.

Let V =v+ 1w and Vy = vy + ¢ wy. The Cauchy formula gives

, , 0 J
Vv —VN——gx‘(U—UN)—lay(b“vN)’

and then, according to lemma 3-2, to prove lemma 3-3 it is sufficient to estimate w — wy

in L%(D) norm.

+00 N
Now the construction of V and Vy gives w = Z bobn and wy = Z dpipn with
n=—0Q0 n=-N
10y, 1fn< -1 1y ifn <=1
l)n = ap—ag ;ia 2f n = 0 ([n = a:-Q——Qz_i- 7f n =— 0
-ty tfn2>1 —ti_, tfn>1

where a,, and &, are the spectral coefficients of  and " .
Since the coefficients of the expansion of w — wy are similar to those of v — vy, the

result is given by lemma 3.2. O

13



Now we can start the prool of theorem 3.3 For = € 1) we have

0(=) =~ bu(z) = [ (9(6) - WulE)) e

now

B(E) = Pp(g) = ) — e,

Using the mean-value theorem and lemima 3.3, we obtain :
197(€) — By ()] < APV (€) — V(&) (3-19)

SO

0(2) — @w(2)] < W= [ V(€) ~ V() 1)

Yz

and the Cauchy-Schwarz inequality gives

18(2) — O (2)] < Cflvflea) =l Z IV = Vinllz2(n)

where || is the length of the path v,. By the trace theorem we have
8(2) = @n(2)] < Cl[olloo) 171211V = Villar (0)-

We denote by L = sup l'yzl%. We can obviously choose v, for all z € D, such that L < co.
2€D

By using lemma 3.3 we obtain that
|9(2) — P (2)] < C([Jvlleo) LNZe™™  Vze D

which gives the first inequality of theorem 3.3.
Now we must estimate the error between the exact surface S and the approximate

one. These surfaces are computed by S = Real(I) and Sy = Real(In) where

[ = ; {/Oh ei0®'(e‘0)6(ei6)(10}

and

Iy =S { [ (B )as}
2 LJo N

With the help of the scalar product of L?(T'y), we can rewrite I and Iy as follows
I =7 <e®'(e), o) >

14



and

In =7 < ?®y (), dn(e') > .
Then

I—Iy=n < " (&) - dy(e?)) , ®(c) >

+7 < @00 (c), B(e) — dp(e?) > .

Using Cauchy-Schwarz inequality yields

11— In] < cf|® = N2 + clly @ — Enl-
Inequality (3-19) implies

8'(2) — @ ()] < c(lvlle)|V(2) - V()] Ve D. (3-20)
Now for N large enough lemma 3.3 gives |®y(2)] < 1+ |®'(2)], then

[T = Inf < (IR 119N Hvlloo) {11V = Vivil + [|© — Owlf} -

We estimate each L?(Io) norm by the L*°(D) norm and we use the first estimation of

theorem 3.3 and inequality (3-17) to obtain
11— In| < c(®, ¢, V){IIV = VivllLeo(p) + | — ®n |l eo(y } -

Then the result follows from lemma 3.3 and the first estimation of theorem 3.3. O

4 About interior shaping

The case of interior shaping, where the conductors are introduced inside the liquid metal
can be studied by the same approach. Here we have to find the shape taken by the metal
around the conductors.

Now the domain £ is bounded and we have to work with the unit disk €2, instead of
the exterior of the unit disk, to find the conformal map from £, into Q.

In fact we have nearly the same problem to solve. The conformal map is given by (2-3)
where v is an harmonic function in @, satisfying the same nonlinear boundary condition.

Now the basic functions 1y are 1(re'?) = rl¥lp,, and then we have the same construction

15



for ¢ as for the exterior domain. Here the surface we have to reach is the one of the
complementary of the molten liquid which contains the conductors.
The fact that Q, is simply connected, simplifics even the approach since @’ always

admits an antiderivative. All the results proved in section 3 hold for this problem.

5 Numerical algorithm

5.1 Algorithm for problem F,

We consider a set of m conductors (z;, a;)7,, by (2-6) we construct g and for any positive

p, problem Fy is solved by the following procedure

(a) Find ¢V solution of (3-10).

(b) Construct Vi by (3-12).

(c) Calculate Sy by (3-13) and ®n(z) for k=1,...,m.
(d) Construct the curve I' = & y(To).

In the last step we have to test the possible existence of double points for I'. To solve
problem (3-10) a Galerkin spectral method and a fixed-point scheme, introduced in [4]

are used. The algorithm for (5-1.a) is

©° given in Py
Vn > 0 then

—

e Evaluation of the vector f of spectral coefficients of the nonlinear
terms: T+ 6™ — (., ¢") by F.F.T.
e Solve A"t = f

en:=n-+1

where A is a (2 N+1) matrix defined by ax =< (6 + A(.))ox + Cer , 1 > and we denote
by u the vector of Fourier’s coefficients of the function u.

At each iteration of the fixed-point scheme, we have to compute the spectral coeffi-
cients of the nonlinear term. So it is cheaper to use the Fast Fourier Transform (I.1."T.)
to calculate them. The error between the exact spectral coefficients and those obtained

by F.F.T. is of the same order than the approximation error (see [3] and [14]). The

evaluation of these terms needs only N log, N operations. Moreover the band matrix A
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is hermitian positive definite (scc [4]), so the resolution of the linear system is done using

a Cholesky factorisation of A (except if A is constant, because A is then, diagonal).
When ¢V is obtained, the second step is to calculate the surface and the image of

z; under ®n. The evaluation of ®n(z) by integration of @ requires the choice of an

integration path v, such that

on(z)=c+ [ @(E)de  Vzell,
Yz

—
[13
1
S\
~——

We choose v, defined by :
for z = re'’, first we integrate on the circle r=1 from point A=(1,0) to point B=¢"
and then on the line s=0 connecting B at z, sce Figure 5-1.

s=0 .-

Figure 5-1: path of integration.

By expliciting v, in (5-2) we obtain
0 . . P .
Sn(z) = @N(l)—}-i/ e"’(I)’N(e’”)(la-i-e'g/ ' (1) dt (5-3)
0 1

The two integrals in (5-3) are decomposed into a sum of integrals of length Al and each
integral of length Al is evaluated by a 6 points Gauss quadrature.
In order to compute Sy we use the procedure described above to evaluate the inte-

gral In.

5.2 The shaping problem

Our goal here is to obtain a shape for both a given surface Sy and a given position of
the m conductors (Z2, a;)™,. We must adjust the real p and the position of z; in Qq to
reach the wanted configuration. The solution of this problem is obtained by solving the

nonlinear equation (2-10).
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Let Y = (5y, 27, ..., Z2) the given configuration and G the function defined by

T

X — RxC"
x— G(x) = Y% - F(x)

(5-4)

Since the evaluation of each partial derivative of I' needs the resolution of a lincar partial
differential equation posed on the exterior of the unit disk, it seerned to us more realistic

to consider the secant method to solve (5-41) whose algorithim is

Let x(9, ... x0") be given, compute G(x(@), ..., G/(x™).
For each n > m
i) Construct the two matrices S™ and D™ by
n) [x(") —x=1) L miem) X(n—m)]
D = [G(x™) — Gx*Y), ..., Gx+1=m) — G(xm)))]
ii) Solve D™éx = G(x(™).
iii) Evaluate x("*1) = x(®) — () gy,

iv) Calculate G(x("*V).

The main difficulties we met with this algorithm are the following :

e first, the initialization influences, of course, the convergence. When this initializa-
tion turns out to be difficult, we choose a continuation method using known results
for great or small 7. Indeed, it is proved in [7] that when 7 tends to zero, the
conformal mapping converges to the one obtained for 7 = 0. But, in this case, com-
putation of ® is much more easy, sce [9], and then we can initialize the algorithm
in good conditions. On the other hand when 7 is large enough, we can prove that
the solution Q€ is rather closed to a disk. Hence the conformal mapping is near

®(z) = \/?z and p ~ TmaXC’ which yields

e the second difficulty 1s due to the domain’s definition of the nonlincar function
G. We always consider symmetric configurations (22, «;) for which the domain of
definition of G is more simple (see part 2), but it remains an open domain H and
algorithm (5-5) may fail since x(**!) can go out of H (we can detect this event since

the curve I' has, then, double points). This phenomenon is not so frequent, but it
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becomes of course important when we try to reach critical situations (too small 7,

too much large surface Sy with a given configuration of the conductors)

6 Numerical results

For computational purposes the equations and the boundary conditions need to be rep-
resented in dimensionless form. The space coordinates are normalized by the radius I
of the section, before deformation, of the column of metal, the current density by R?/1
where [ is the maximum intensity of the current in the conductors, the magnetic field
by woI/R and the curvature by R~!. For the convenience of the reader we have used the
same symbols for the dimensionless quantities as we have used for the dimensional one
in section 2 and after.

The dimensionless system is given by

rot B = jg in )

divB =0 in )

Bn=20 on T (6-1)
IBI*+7C=p onT

ool Bl = €

where p and 7 = 2Ro /p0I? are dimensionless numbers.

Let j0 be given by

Jo = z ak(SZk withoy € R, Z, € Q (6'2)

k=1
then ¢ is given by
—10

g(a)zfj—-;}r{ < S _i9+1} (6-3)

= ze—ef? T —e

where &z, is the Dirac mass at Zx, Z; is the adimensional position of the k'* conductor, oy,
its dimensionless strength and zx = ®~1(Z;) for k = 1,... ,m. Problem F, and equation

(2-10) do not change in dimensionless form.
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6.1 The B problem

In this section, we present sonie numerical results when the z; are given in Q5 = ¢71(Q)

and p € R. We consider the model problem zx = ae*™?, a = 2.0, and ap = (=1)* for
k=1,...,4. We choose for the exact solutions those obtained whith ¥ = 150, and in
Table 1 to Table 3 we preseut the evolution of the error for different values of N. By [

long and Err surf we mean
Errlong = max log [Pn(zx) — Prso(zi)]
Err surf = log|Sn — Sisol-

For these different configurations, the solution Q of Py, which is Q = ®()y), is presented

in Figure 6-1.

N 4 5 6 8 10 12 15 20
Errlong | -1.90 | -2.53 1 -2.91 | -3.78 | -5.41 | -5.89 | -8.21 | -10.34
Err surf | -1.42 | -3.39 | -2.38 | -3.29 { -4.83 | -5.39 | -8.05 | -9.84

Table 1: 7 =510"! and p = 0.55.

N 4 5 8 9 12 15 20 24
Err long | -0.61 | -1.64 | -2.68 | -4.08 | -4.81 | -6.98 | -9.28 | -11.56
Err surf|-0.14 | -1.75 | -2.21 | -4.09 | -4.36 | -6.42 | -8.84 | -11.13

Table 2: 7 =5107%, and p = 0.10.

N 12 15 20 24 30 40 50 60 S0 100
Errlong | -1.81 | -2.24 | -2.69 | -3.08 | -3.45 | -4.76 | -5.75 | -7.02 | -9.35 | -11.71
Err surf|-1.21 | -1.55 | -2.08 | -2.47 | -2.84 | -4.16 | -5.15 | -6.42 | -8.75 | -11.11

Table 3: 7= 11073 and p = 0.03.

These tables show that, when 7 is smaller, the decay of the error is slower. In the last
case, as we can guess in view of the Figure 6-1 (c), the strip of analycity 7, see (3-17),
is smaller than in the other cases. In this first cxample a good agreement with Theorem

3-3 i1s therefore observed.



1.0 1.0
- o - * L3
-1.0 -1.0 -f.0 -1.0 -1.0 .0
hd [ d
1..0 1.0 1.0
(o) (b) ()

Figure 6-1: (a) 7= 1107% (b) 7=510"2 and (¢) 7 =1 107",

We present in Table 4 and Figure 6-2 below, different kinds of shape for various

positions of conductors and density currents.

(®)

T m 2k p | length | Surf. | N | Figure 6-2
1.01073 | 4 | 1.2 €545 | 0.2 | 1.19 |0.989 | 50 (a)
101073 [ 4 | 1.5¢¥% | 0.1 | 0.894 | 1.115 | 40 (b)
1.01071 | 3 | 2.0e3* |0.25] 0.873 | 1.539 | 40 (c)

Table 4:

IFigure 6-

2: Image of Q under ¢.

Finally in Table 5 and Figure 6-3 some simples configurations for the interior shaping

problem are shown.




T m zk_ p | length | Surl. | N | Igure 6-3
L.O1073 ) 3 | 0.5¢T% | 0.45 | 0.354 | 1.57 | 40 (a)
1.0107% | 3 | 0.5¢7% | 0.45 | 0.495 | 2.79 | 40 (b)
1.0 1073 | 4 | 0.5e5% [ 0.15 | 0.517 | 2.02 | 40 (c)

Table 5:

Figure 6-3: Image of §2; under 9.

6.2 The shaping problem

Now we consider a given position of the conductors in €2 and we have to reach the
dimensionless surface which is S = x. We present some results for both the exterior and

interior problem. The wanted configuration is reached when |G(z™*!)| < 5.1077.

6.2.1 The exterior shaping

First of all, we compare our results with those obtained by Deframond sce {6} in the
classical quadrupole-like field produced by four conductors, see also [13]. Their approach
is based on the minimization of the energy and the introduction of conformal map in
order to compute shape derivatives. In this case the magnetic field is produced by four
vertical conductors located at Z = 1e**™/? with intensity ax = (=1)* for k£ = 1 to 4. We
present in Table 6 {for two lengths 1 and for several values of 7 the elongation of the form

which is el = |®(e'™/?) — centre| in our case, where centre is the centre of the image by
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® of the solution z; of (2-10) and el is the elongation obtaied by [6]. Table 6 shows a

very good agreement betwecen the results of the two methods

[=1.7 1=1.9

TT/2 el el. el el.
0.1 |1.083|1.08|1.056 | 1.06
0.05 | 1.137 | 1.13 | 1.096 | 1.09
0.025 | 1.213 | 1.21 | 1.154 | 1.15
0.02 1177 | 1.18

Table 6: Elongation comparison for the four conductors case.

In the same way, Pierrc and Roche [12] obtained the same kind of shape using a
boundary element method coupled with an optimization of the energy. The advantage
of the latter method is that it can be applied for the 3-dimensions problem (the so-called
levitation problem). Here we obtain very accurate results since we do use the analyticity
of the curve by a good spectral approximation of the conformal map, see theorem 3.3.

Morcover our method may reach positions with very small values of 7.

In the Table 7 and in the Figure 6-4, we present some shapes obtained by the complete
algorithm including the resolution of (2-10). In these cases, due to the symmetries of
the conductors we only have to adjust one length and the parameter p. With a good
initialization (see above) the complete algorithm needs to call the previous F algorithm

less than ten times to reach the good location of the conductors.

T m yn P Zk N | Figure 6-4

501072 | 2 | 1.2e* | 0.093 | 1.41e™ | 40 (a)
1.01072 | 4 | 2.0eF% [ 0.215 | 2.0e5% | S0 (b)
9.0107% | 8 | 1.5e3* | 0.208 | 1.5¢¥* | 40 (c)

Table 7:

Now we present more complex configurations of conductors. In the following cases.

we have to adjust two lengths and the parameter p.

9 3



(o) (») (e}
Figure 6-4: Image of 2y under .
T m 7k ) 2k N | Figure 6-4

1.5e™* k=0,1 1.5 ™ k=0,1

5.01072 | 4 . 0.064 ‘ 10 (a)
25e™ k=01 20e™ k=01
1.5e3% k=0,3 1.60 ¢2* k=10,3

50107 | 8 . 0.021 . 60 (b)
25e2* k=03 2.53 e2*, k=10,3

1.0107%2 | 4 (£1.3,£0.9) 0.033 (+£1.17,40.82) 80 (b)

Table 8:

() '(’:')o t

Figure 6-5: Image of o under @.




Coming back to the four conductors case, Henrot and Picrre in [9] present a complete
study for Iy problem when 7 = 0. In this case they have obtained an analytic solution for
®. Moreover if [ 1s the distance between the conductors and the origin, they show that
for 7% < ¢ ~ 0.624, there exists a conformal map and then a solution for the shaping
problem. For [ = 2.5, we present in Table 9 the number of nodes N needed to obtain
convergence, the clongation of the form and (a,p) the solution of (2-10). The values for

7 = 0 are obtained by the analytic expression of ¢, S, and [ given in [9].

T N el a p

1.0 9 |1.001 | 2.500 1.02
2.251072 | 15 | 1.051 { 2.494 | 4.15 10~?
1.00 1072 | 15 | 1.094 | 2.478 | 2.80 1072
5.00 1072 | 15 | 1.150 | 2.448 | 2.20 10?2
1.00 1073 | 36 | 1.332 | 2.310 | 1.62 1072
5.00107" | 48 | 1.418 | 2.238 | 1.53 1072
1.00 107% | 100 | 1.589 | 2.097 | 1.45 1072
5.00 107 | 162 | 1.752 | 1.972 | 1.43 1072

0. 1.790 | 1.949 | 1.40 1072

Table 9: Evolution of N, a and p when 7 tends to 0.

As we can see in Figure 6-6, when 7 tends to 0 the variations of the derivatives
of ® become very important, and then the strip of analyticity of the function ¢* (sec
(3-17) decreases which explains the greater number of nodes neceded to obtain a good
approximation, see Table 9 and theoremn 3.3. We obtain exactly the same kind of shape,

when 7 tends to 0, to those presented by Shercliff in [13].



Figure 6-6: 7 tends to 0, for 1=2.5.

6.2.2 The interior shaping

In this section we present briefly three configurations of conductors. In the interior
shaping we must reach the surface S = = which represent the volume without liquid. We
can observe in Table 10 that we need less points for small values of 7 than for the exterior

problem to obtain the solution.

T m Zy p 2g N | Figure 6-7
50107% | 2 1.2 ek 0.036 0.506 <" 30 (a)
50107% | 4 0.7 ez 0.130 0.701 ez* 25 (1)

0.703 e £k =0,3 0.7¢2*, k=0,3
501073 | 5 3.11073 30 (c)
3.310°3 0.0

Table 10:
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Figure 6-7: Image of ; under .
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