N

N

Cl-curved finite elements with numerical integration for
thin plate and thin shell problems: part 2:
approximation of thin plate and thin shell problems
Michel Bernadou

» To cite this version:

Michel Bernadou. Cl-curved finite elements with numerical integration for thin plate and thin shell
problems: part 2: approximation of thin plate and thin shell problems. [Research Report] RR-1627,
INRIA. 1992. inria-00074934

HAL 1d: inria-00074934
https://inria.hal.science/inria-00074934v1
Submitted on 24 May 2006

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00074934v1
https://hal.archives-ouvertes.fr

N NIA

UNITE DE RECHERCHE
INRIA-ROCQUENCOURT

Institut National
de Recherche
en Informatique
- etenAutomatique

» ~ Domaine de Voluceau
Rocguencourt
BP105
/8153 Le Chesnay Cedex
France

Tel{1)39635511

Rapports de Recherche

W niversdaire

N° 1627

Programme 6
Calcul Scientifique, Modélisation et
Logiciel numérique par Ordinateur

C '-CURVED FINITE ELEMENTS
WITH NUMERICAL INTEGRATION
FOR THIN PLATE AND THIN
SHELL PROBLEMS

Part 2 :

Approximation of thin plate
and thin shell problems

Michel BERNADOU

Février 1992

A




C'-CURVED FINITE ELEMENTS WITH NUMERICAL
INTEGRATION FOR THIN PLATE AND THIN SHELL PROBLEMS (*)(**)

Part 2 : Approximation of thin plate and thin shell problems

Michel BERNADOU
INRIA, Domaine de Voluceau,
Rocquencourt, 78153 Le Chesnay Cedex, France

Abstract

In the first part of this work we have studied a family of curved finite elements of class
C! which are compatible with ARGYRIS or BELL triangles.

In this second part, we use these results to approximate the solutions of linear thin
shell problems formulated on plane reference domains with curved boundary, according
to the model of W.T. KOITER. Sufficient conditions are given which preserve the order
of convergence of the method. These conditions involve both the approximation of the
components of the displacement with straight and curved finite element families of class
C', and the degree of accuracy of the numerical quadrature schemes. We conclude by
examining various examples. Of course, as a particular case, we can apply the results to
plate bending problems.

In a subsequent work (in collaboration with J.M. BOISSERIE) we will illustrate the
effectiveness of these methods by some numerical experiments.

*)  To appear in Comput. Meth. Appl. Mech. Engng.
**) This work is part of
- the Project ”Numerical Solution of Partial Differential Equations for Engineering
Problems” of the Programm "INRIA-NSF”
- the Project "Junctions in Elastic Multi-Structures” of the Program ”"S.C.I.LE.N.C.E.”
of the Commission of the European Communities (contract n® SC1 % 0473 — C(EDB))



ELEMENTS FINIS COURBES DE CLASSE ¢! AVEC INTEGRATION
NUMERIQUE POUR DES PROBLEMES DE PLAQUES
ET DE COQUES MINCES

Partie 2 : Approximation de problemes de plaques et de coques minces

Résumé

Dans la premiére de ce travail nous avions étudié une famille d’éléments finis courbes
de classe C! compatibles avec les triangles ’ARGYRIS et de BELL.

Dans cette seconde partie, nous utilisons ces résultats pour approcher les solutions
de problémes linéaires de coques minces formulés sur des domaines de références plans a
frontiere curviligne, en utilisant la modélisation de W.T. KOITER. Des conditions suf-
fisantes sont données qui préservent l’ordre de convergence de la méthode. Ces conditions
prennent en compte ’approximation des composantes du déplacement par des familles
d’éléments finis de classe C!, droits ou courbes, et le degré de précision des schémas
d’intégration numérique. On termine par I’examen de quelques exemples. Naturellement,
comme cas particulier, on peut appliquer ces résultats aux problemes de flexion de plaques.

Dans un travail ultérieur, en collaboration avec J.M. BOISSERIE, nous illustrerons
Pefficacité de ces méthodes par quelques exemples numériques.



1 INTRODUCTION

In [1], we have studied the approximation of the linear thin shell equations of 2] by
using conforming finite element methods and numerical integration techniques, we have
proved the convergence and we have obtained an explicit estimate of the asymptotic error.
This estimate takes into account the approximation of the displacement components and
the degree of accuracy of the numerical integration scheme. In this way, we have assumed
that the middle surface of the shell is the image of a polygonal domain through a regular

mapping @.

The aim of this work is to extend the previous results to the case of shells whose middle
surface is defined as the image of a plane reference domain with curved boundary through
a regular mapping . In this way, we will use finite element spaces constructed from curved
finite elements of class C! as those developed in Part 1 (see [3]) which are C'-compatible
with classical Argyris (see [4]) or Bell [5] triangles.

For clarity we have subdivided this paper in nine paragraphs. Firstly, paragraph 2
briefly records the statement of the continuous problem. Two discrete problems are for-
mulated in paragraph 3, without or with use of numerical integration techniques. An
"abstract” error estimate is obtained in paragraph 4 while local error estimates are de-
rived in paragraph 5. Next, in order to have the uniform Vh-ellipticity condition satisfied,
sufficient conditions are formulated in paragraph 6.

From the results of paragraphs 4 to 6, we obtain the asymptotic error estimate theo-
rem. The criteria to be observed by the numerical integration schemes are the same than
those previously obtained in [1] when the finite elements into consideration have straight
sides. For curved finite elements, we prove that the degree of accuracy of the numerical
integration schemes is obtained by adding 2n — 2 to the required degree of accuracy of
the numerical integration schemes used for corresponding straight finite elements. Here,
n means the degree of the polynomials used in the definition of the application Fj which
maps the reference triangle K onto the curved triangle K.

We conclude this study (paragraph 8) by some examples of convenient finite element
spaces which can be used to approximate plate bending problems (paragraph 8) and ge-
neral thin shell problems (paragraph 9). In each case, we recall the sufficient conditions
which preserve the order of convergence of the method and we give some references of
appropriate numerical integration schemes.

In conclusion, as in the case of polygonal domains, we emphasize that this study
(1) is valid for general thin shell equations, and,

(i1) provides precise criteria for choosing optimal numerical integration schemes.

A description of the implementation and some numerical experiments are given in [6).



Contents

1 - Introduction

2 - The continuous problem

3 - The discrete problems

4 - ”Abstract” error estimate

5 - Local error estimates

6 - Sufficient conditions for satisfying the uniform V,-ellipticity property
7 - Theorem of asymptotic error estimate

8 - Examples (case of plate bending problems)

9 - Examples (case of general thin shell problems)

0

10 - Concluding Remarks

Notations

This paper is a continuation of [3] and it uses the same notations. References to this
paper will be made by Part I.

2 THE CONTINUOUS PROBLEM

For a detailed formulation of the continuous thin shell problem we refer to [2,7]. In
[8], we have briefly recorded this formulation and we have given expressions of the bilinear
and linear forms which are well adapted to the approximation by finite element methods.
We recall these expressions hereunder :

The bilinear form of the thin shell problem, associated to the strain energy of the shell
can be written (see [9, prop. 2.1}, [8, theorem 1.5.1])

(2.1) o(@,7) = /0 tU AV de'de?,
where the column matrix V (and similarly for the matrix U) is given by

t
(2.2) V=[v vig v12 v2 V21 V22 Uz V31 V32 V3i1 U312 V322

and where the 12-square matrix [A;y], is only dependent on the first, second and third
partial derivatives of the application ¢ : § — S which maps the plane reference domain
1 onto the middle surface S of the thin shell. Subsequently, it is convenient to assume
that this mapping ¢ verifies the following hypothesis :

Hypothesis 2.1 : the mapping & is defined on o domain @ D Q,F € (C’3(§:2))3 and all
the points of the surface S = gZ(S:l) are regular in the sense that ©,(£,£2) x Go(£1,€2) # 0
for any (€1,€?) € QL. |

The linear form of the thin shell problem : For simplicity, we assume that the shell
is clamped along its boundary and submitted to a distribution of external loads whose



resultant is noted p and whose moment is 0. Then the work of the external loads associated
with a displacement ¢ of the middle surface is given by (see [8, theorem 1.5.2]) :

(2.3) fwy=L‘FV&W€

where the column matrix V is given by (2.2) and where the column matrix F is only depen-
dent on the first partial derivatives of the mapping 7 : ¢ — S and on the components of p.

Then, we can formulate the thin shell problem as follows :

Problem 2.1 : For g € (C?’(Q))3 forp e (C3(Q)), findd € V such that

(2.4) o(,7) = f(¥), VeV
where the space 1% of admissible displacements 1s given by

(2.5) V =HiQ) x HY(Q) x HX(Q).

Theorem 2.1 ([7, Theorem 6.4.1]) : Problem 2.1 has one and only one solution.

Remark 2.1 : The hypotheses ¢ € (C3(S:)))3 and 5 € (C°())® are in particular linked
to the use of numerical integration schemes. Indeed, they involve [A;;] € (C°(€2))*** and

tF e (o). m

Remark 2.2 : The definition (2.5) of space 1% corresponds to the study of deformations of
clamped shells along their boundaries. For more general boundary conditions, see [7]. B

3 THE DISCRETE PROBLEMS

According to the method developed in Part 1, paragraph 2, we associate to the domain
{1, an approximate domain §2,. We have

(3.1) Q=) K whereT, =7} U T2
KeT,

The triangulation 7, is composed of straight triangles which are in affine correspon-
dence with a reference triangle K. The triangulation 7;? is composed of triangles which
have two straight sides while the third one approximates an arc of the boundary (I'). These
curved triangles are the images of a reference triangle K by a non affine mapping Fj.

W1th each triangulation 7, of the domain ), we associate a product of finite element
spaces Xh = Xp1 X Xp X Xj2 and then we define a suitable subspace Vh = Vi X Vi1 X

Viz of X, which takes into account the boundary conditions. More precisely these spaces
are defined as follows (a = 1,2) :



[ Spaces X}, : the functions of spaces X},,a = 1,2, are such that
(2) upon each K € T, they belong to a finite dimensional
space which is contained in H*(K);
(3.2) \ (27) upon each K € 7;, they are determined by their values
and by the values of their derivatives upon the set of the
degrees of freedom of the element K;
| (3i8) Xha CC*V ().

([ Spaces Vipg,a=1,2:

(3.3) ) Vi1 = {vn € Xy 5 vp =0 over I, = 0},

Vie = {vn € X2 ; vp =0, O,v, =0 over T',}, where 8, means
the unit external normal derivative to I';.

Thus, the space 17;, = Vi1 X Vi1 X Vi, satisfies the inclusion
(3.4) Vi C V() = H (W) x HI(Q) x H2(W).

Since the parameter h is supposed to decrease to zero, we can assume the existence of
a parameter hy > 0 such that

(3.5) Qn C Q, Yh €0, hol,

where € is the domain introduced in the Hypothesis 2.1.

Construction of spaces Xn and Xj, in practice
Concerning the approximation of the displacement field, two solutions are possible :

(i) the tangential and normal components of the displacement are approximated with
the help of the same finite element family which is then of class C! : to the straight trian-
gles K € T;! | we associate a finite element family of class C! while to the curved triangles
K € T;2, we associate a family of curved finite elements which are C'-compatible with the
straight finite elements into consideration ;

(ii)the tangential and normal components of the displacement are approximated with
the help of distinct finite element families. For the normal component we proceed like in
(i). For the tangential components, we associate to the straight triangles K € 7! | a family
of straight finite elements of class C°, while to the curved triangles K € 7;? (constructed
with the help of the application Fx used to define the curved finite element of class C!)
we associate a family of curved finite elements, C°-compatible with the considered straight
finite elements.



Subsequently, we construct spaces X, which satisfy conditions (3.2), with the help of
curved finite elements which are C'-compatible with the ARGYRIS or BELL triangles (see
Part 1, section 3.2 when Fx € (FPs)?, and section 3.3 when Fx € (P3)?). With the help
of the same finite elements or of curved finite elements which are Cy-compatible with the
Hermite finite element of type (3) described in Part 1, section 3.4, we construct spaces X,
that satisfy conditions (3.2).

From spaces X, to spaces Vj,,aa =1,2:

We define the subspaces V}, from the spaces X}, by taking into account the boundary
conditions. When the triangles are straight, the treatment of homogeneous boundary con-
ditions is detailed in [8] for several kinds of conforming finite elements. Subsequently, we
will concentrate on the construction of the space V,, when using curved finite elements of
class C! which are extensively described in Part 1, sections 3.2 and 3.3.

Case Fx € (P;)? : Let us thoroughly examine the case of a curved triangle K = F( IA()
constructed from the application Fx € (P3)? introduced in Part 1, Example 2.2. Let
v € C¥(?) be a function such that

)
(3.6) vlr =0, 5%|,~ =0

and let us show that the corresponding interpolate function 7 v of function v, associated to
the curved finite element C'-compatible with the ARGYRIS triangle, verifies the conditions

Omgv
=0
on ’

Yh

(3'7) (Wk'v)l’m =0,

where v, denotes the approximate arc a;a,. Then, such elements permit to construct space
Vha-

Let a be any point of v, (Fig. 3.1) and let @ = Fg'(a) € a,4,. We set

a

4
a
A
a,
A
bs
A a
K
a3
A A
a3 al

Figure 3.1 : Taking into account boundary conditions



7r7\7v =TKVO FK
so that conditions (3.7) are equivalent to
(3.8) 7rv(a) =0, Digv(a)(as —bs)=0.

But, by construction, 7 v|[s, s,) coincides with the polynomial fa, of degree five, which
is entirely determined by the data of the degrees of freedom

{ {9(&1),9(a2), D(81)(a2 — &), D9(@,)(&1 — az),

D*(&1)(& — @)?, D*9(a)(é — )}

(3.9)

while D7gv(.)(az — 53)|[,31,52] agrees with the fourth degree polynomial §,, which is entirely
determined by the data of the degrees of freedom

{D(a0)(@s — bs), a@ = 1,2; D*5(a1)(ds — bs, a; — & );
(3.10)

D?(a) (a5 — bs, &1 — @) ; Di(bs)(as — bs)}.
The boundary conditions (3.6) immediately involve
v[r =0, Dvjr =0, and D?v(x1(s), x2(s))(x"(s),7) = 0,
where 7 is any vector of R? and x(s) = (x1(s), x2(s)) is any parameterization of the arc T

(see Part 1, (2.1)). With the relation ¥ = v o Fx and the expression [Part 1, (2.33)] of F,
we obtain the following relations, satisfied at points @, and a, :

(@) = 9(az) = 0,
D?%(é; )(az — é1,7) = D*(a)(é1 — é2,7) = 0,

where 7 is any vector of plane R?. Then, relations (3.11) involve that the degrees of free-
dom included in the sets (3.9) and (3.10) are zero, so that we get (3.8).

Case Fg € (P5)? : the above proof can be immediately adapted to this case.

Case of curved triangles which are C'-compatible with BELL triangle (Fx € (P3)? or
Fx € (P5)?) : a same kind of proof can be applied to this case.

Thus, for all these cases, conditions (3.8) involve that conditions (3.7) are satisfied and
then we obtain space Vj,. -



Analogously, one can show that the space Vj; can be constructed from curved finite
elements which are Cy-compatible with the Hermite finite element of type 3. Of course, as
an alternative, we can take Vj, for V.

Remark 3.1 : Thus, the use of an interpolation of the boundary I' with the help of poly-
nomials of degree 3 for the construction of curved finite elements which are C'-compatible
with ARGYRIS or BELL triangles, is possible when the boundary conditions are homo-
geneous Dirichlet type.

The case of general boundary conditions is more complicated and beyond the scope of
this paper. In this direction, let us mention [10,11] which contains in particular 1) interes-
ting results for the approximation of elliptic equations of order 2m+2, m € N, for Dirichlet
nonhomogeneous boundary conditions by means of straight and curved compatible Bell
triangles, and ii) an interesting discussion on the degree of polynomials (n = 3 or n = 3)
that we need to use to interpolate the boundary, depending on the kind of nonhomoge-
neous boundary conditions we have to approximate. |

Now we are in position to define the discrete problems associated to the continuous

problem 2.1 (see (2.4)) :
First discrete problem : For h < hg (see (3.5)), find in € Vi such that

(3.12) /Q Uy [A1s]Vidz =/n tFVidz, Vi, € Vi,
A

h

where the elemgnts of the matrix 'F" are some extensions of the elements of the matrix 'F
to the domain Q, i.e.,

(3.13) ‘Flg = 'F.
The elements of ‘F are assumed to be continuous (cf. statement of problem 2.1) so
that the existence of continuous extensions is ensured by Tietze-Urysohn theorem (see

(12]). Let us note that the coefficients A;; are defined and continuous upon €2, thanks to
Hypothesis 2.1 and to the relation (3.5). |

Set X () = (H'(SW))? x H2(,) and consider the following bilinear and linear forms :

S

(3.14) @ eX(Qh)—>a,,(zz,a)=/Q ‘UlA]Vdz,
3

(3.15) 7€ X() — fi(5) =/Q ‘FVde.

The inclusions (3.5) involve the existence of a constant M > 0, independent of A, such
that for any «,v € X () we obtain

(3.16) < M@

/n tU[A;,|Vde

“}(Qh)”{;”,'\’(gh)»



(3.17) I/Q (FVds| < M5

“)'(‘(Q,,)'

In paragraph 6, we will check that the bilinear form a,(.,.) is uniformly V,.-elliptic.
Here and subsequently, we note

S, 1/
191l%q,) = a2 g, + lleall? g, + l[vs]13 0,
(3.18)
1/2
Ial)'{‘(n,.) = [|v1 If,ﬂh + |v2|§,n,, + |U3|§,n,,]

Since it is expensive, or even impossible, to exactly compute integrals like those ap-
pearing in (3.12), we are led to use numerical integration techniques. Thus consider the
following numerical integration scheme over the reference triangle K :

~ L A o~
3.19 . ¢(z)dz ~ oed(be).
(3.19) i 933z ~ S aed)

Given two functions qg : K — R and ¢: K = FK(I;') — R in the usual correspon-

dences ¢ = ¢ o Fzl, é= ¢ o Fx we have

(3.20) [ #a)dz = [ $(&)Ire(2)ds,

where the Jacobian Jr,. of the application Fx can be assumed to be strictly positive without
lost of generality. Thus the numerical integration scheme (3.19) upon the reference triangle
K induces the following numerical integration scheme upon the triangle K :

L
(3.21) [ #(@)dz ~ 3 wexd(bex),
K =1
with
(3.22) We K = L:J[JFK(Bg) and bg’K = F}((i)l),l S 14 S L.

Parallely, we define the error functionals

L
(3.23) Ex(¢) = [ ¢(@)dr — Y wero(bex)
~ -~ ~ L PPN
(3.24) E@) = /A $(3)ds — hzlcb,q&(b[),
so that
(3.25) Ex(¢) = E($Jr,)-

10



To the bilinear and linear forms (3.14) and (3.15), the relations (3.1) (3.21) associate
the following forms

L
(3.26) Up,0n € Vi — an(@n,0h) = D D wek ‘Un(bex)[A1s(bex ) Va(ber)

KeT, ¢=1
. L
(3.27) Th € Vi — fu(Bn) = D Y wek "Fbex )Val(bex)
KeT, (=1

In the last relation we have written *F(b,x) which requires that all the integration
nodes are inside of 2. This is a consequence of the following hypothesis that we subse-
quently assume to be verified.

Hypothesis 8.1 : Upon the reference triangle K , all the numerical integration nodes are
internal or they coincide with vertices a;, a,, as. |

Upon relations (3.26) (3.27) it only appears a single numerical integration scheme. In
practice, we will use different schemes depending on the kind of triangle into considera-
tion : we will use very accurate schemes upon curved triangles and most simple schemes
upon straight triangles.

Thus we obtain :

Second discrete problem : Find iy € Vi such that

(3.28) an(@n, Bh) = fa(n), Vou € Vi.

4 “ABSTRACT” ERROR ESTIMATE

To prepare the obtention of explicit error estimates, we start by giving an "abstract”
error estimate. In this way, we have to assume the uniform Vj-ellipticity property of the
bilinear form ay(.,.). We will come back in paragraph 6 on this property.

Theorem 4.1 : Let us consider a family of discrete problems (3.28) satisfying assumptions
(3.4) (3.5) and such that there ezists a constant f > 0, independent of h, for which

(4.1) B”l?h”)g(‘(ﬂh) < an(Ph,Br), Viu € Vi, Yh sufficiently small
For any v,w € )_(‘(Qh), the bilinear form ax(v, W) s defined by relation (3.14), i.e.,
(4.2) MM®=A'WMMW%
h

Then, there exists a constant ¢, independent of h, such that

11



-
~

[ ||z —Jhllk‘(ah)
Iah(ahawh) - ah(gh’tﬂh)l
<c I - Ballzq,) + Sup =
(4.3) < LGV{ X0 S e @17 g,y
+ s |ah(a,wh)—fh(wh)|]
\ J;.c-f';. ”wh”:\’(nh)

where © is any function of V(Q)
Proof : From (4.1) we obtain the existence of a unique solution #, for every discrete

problem (3.28). Then, for any v, € Vh, the inequality (4.1) implies

Bl|in — ‘vhllxm | < ap(@y — On, @h — ) = an(t — Tn, @ — Uh )

+{an(Th, @h — B) — an(Th, T — 34)} + {fa(@n = Th) — (8, T — T)},
and hence, with inequality (3.16),
Blltn - z-"h”)'é(n,,) < Mlla - 'Ehllk‘(nh)

4 oup T ~ (@) | (a ) ~ fu()]

wh€ Vi ”‘Ehu)?(nh) wheV, Dkl (q,)

Then, it remains to combine this inequality with
||i1 - ah”j{‘(nh) < ”ﬂ - 2-"h”)'('(n,,) + ”gh - ah”;\’mh),
and next to take the infinimum with respect to ¥} € Vh. [ |

Remark 4.1 : In the above theorem, 4 is any function of space V(Q) Subsequently, as
function @, we will use any extension of the solution % to the domain £2. [ |

Remark 4.2 : In the second member of inequality (4.3), it appears the generalization of the

usual term of the interpolation theory, ie., inf |z — 13';,“)-((9"), and next two additional
vh€Vh
terms which evaluate the consistency of the integration scheme. |

In order to find an explicit error estimate, we have to :

(i) check the property (4.1) of uniform Vi-ellipticity ;
(ii) evaluate the term of interpolation error ;

12



(ii1) evaluate the consistency terms of the inequality (4.3).

In case of a polygonal boundary, we have proved in [1] that these properties (i) (ii) (iii)
are obtained through a suitable choice of numerical integration schemes formulated upon
the reference triangle K. When the boundary is curved we will check subsequently that
we get similar results.

5 LOCAL ERROR ESTIMATES

In this paragraph we give two theorems which allow us to prove the property (4.1) of

uniform Vj-ellipticity and to evaluate the consistency terms of the inequality (4.3). Sub-
sequently, we assume that :

(1) the current triangle K is the image of the reference triangle K by an application
Fy; which satisfies the properties stated in Part 1, theorem 2.1, in particular

(5.1) Fx € [PuK)?, n=1#KeT}, n>1if KeT?;
( lFKll.oo,R’ Schf\,, €=0,1,...
|F}?lle,oo'}\' < Ch}_\}, £=1,2,..
5.2 <
(52) | JFleco. it < ch?tt, £=0,..,n
&1 Cy .
\ h_%, S lJF;l |0,oo,K S le ’

(i1) the components u;,u; of the displacement are approximated in a discrete space
Vi1 C Hy(Q) associated to a straight or curved finite element (K, Pxy,Zx1), VR € T.
Let

(5.3) Poi={px: K — R ; px =poFx, p€ Px1}.

Then we assume that there exists integers m;, n; such that

(1< m; <my

Pu,(K) C Py, C Py, (K),
(5.4) <
M; = m;, N, = n, for a straight or a curved C°-compatible element,

| Mi=my+n—-1, Ny=n;+n-1fora curved C!-compatible element.

13



This definition of M;, N, takes into account the increase of the degree of the polyno-
mials used upon the reference triangle when we construct curved finite elements of class
C! (cf. Part 1, (3.9), for the curved finite elements which are C'-compatible with the AR-
GYRIS or BELL triangles). On the other hand, the degrees of the polynomials used upon
the reference triangle in order to define curved finite elements which are C°-compatible
with given straight finite elements are the same.

(iii) the component u3 of the displacement is approximated in a discrete finite element
Viz C HZ(S) associated to a straight or curved finite element (K, Px2,Xk2), of class
ClL,VK € T;. Let
(5.5) Pio={px : K —R; px =po Fx, p€ Pxa).

Then we assume that there exists integers mj, ny such that
[ 2<my <y
P, (K) C Px» C Pyy(K),

(5.6) <
M; = ma, N, = ny for a straight element (n = 1)

| My =my;+n—1, Ny =n;+n—1for a curved C'-compatible element.

Remark 5.1: Once more it is worth to note that this construction of curved finite elements
uses polynomial spaces upon the reference triangle, i.e., the spaces Pra, a = 1,2, are poly-
nomial spaces. In general, when Fk is non affine, the corresponding spaces Pg, are not
polynomial spaces except their traces (and the traces of their normal derivatives for C!-
curved elements) along the straight sides aza;, aza, of the triangle K. Indeed p = py o F;!
and, except along the sides aza;,asa,, there are no reasons to obtain a polynomial space
for functions p. [ ]

Local error estimate in view of the evaluation of the first consistency term

We have to evaluate the difference @, (0, W) — ax(vh,wr). The relations (3.14) (3.26)
and (3.23) involve

(57) &h(z'fh,u'fh) - ah(‘l-)‘h,lﬂh) = Z EK[ch[AL]]Wh].
KEeT,

The second member of the relation (5.7) is a sum of terms like

(5.8) Ex(a0’v0"w), v € Pxa, w € Pgp, with o,=1,2and |v|<a, |p| <B.

But, to the function v € Pg,, the application Fy associates the function o € Pro (cf.
relations (5.3) and (5.5)). More generally, we obtain
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(5.9) 9(2) = v(z), z = Fr(2),

(5.10) 5 D=L 5 @

——

v K Ap(E) () 0% 00 .. 0 [Awn(2)
Gz, O =21 775 Z[JFK(:L' 55,05, Dt 3z &) ajp(JFK(z)ﬂ

=1

with

L . OFk OFk .
(5.12) A1o(Z) = det [ea, 65:2] Ao () = det [321 , ea] )

Proof of relation (5.10) :

bv ) av
52, (2) =

= Dv(z)é, = Di(2)DFi'(z)€x = Do(2)[DFk(2)] 7' €,.

The vector f:, = [DFk(&)]"'€, is solution of the linear system DF;\(i)f; = €, whose
determinent is precisely Jr, (Z). Then Cramer’s rule and relations (5.12) gives

and hence,

Proof of relation (5.11) :

Let us set w,(x) = Dv(x)€,. By definition, we obtain
v v

0z,0z4 (&)= 0z,0zp () =

D*u(z)(€n,€5) = Dwa(z)ép.

The relation (5.10) involves

Dw,(z)és = ; %’% 5 (&), ha(2) = 5z, (8= )

Finally,
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2 Aa(2) 8%*% . ov . 0 Ao(2)
2 |7 35,05 Dt oz, Dz (Jp,xaz))J'

For simplicity, we write the relations (5.10) (5.11) as
M,
(5.13) v =Y d,8"% where v and v are multi-indices.
lvI=1
By substitution of relations (3.25) and (5.13) into the expression (5.8), we get :
[ 17 ..
(5.14)  Ex(adv8w)= Y. Y ElaJr, d,,d,.0"90°w], where & = ao Fx.
Iv|=1 |5]=1

We collect hereunder some results which are subsequently of constant use :
Lemma 5.1 : the functions ci‘,., which are defined by relation (5.13) verify estimates :
(5.15) [d,,d,sIF,) = 0[R2 PImEIHIA),

Proof : this is a direct consequence of relations (5.9) to (5.13) and of estimates (5.2). W

Lemma 5.2 : let ¢ € WHI(K), w € Wh®(K). Then the function ¢pw € WF(K) and
satisfies

k
(5-16) |[$wlkak < €3 18lk-jak |wlicok
i=0
where the constant c is only dependent of the integers k and gq. [ ]

Lemma 5.8 : let k be a given integer. There ezists a constant c, independent of 0 € P,
such that

(5.17) |{’|j,k <clpl,z, 05:<j5 <k, Vb€ P,
(518) |f;|].,°o'];, < Cli}ljj\"a 0<;< k, Vo € Pk,
Py being the linear space of all the polynomials whose degree is less or equal to k. ]

Lemma 5.4 : let p > 0, ¢ > 0 be given integers. There ezists a constant c, independent of
hi, such that

(5.19) 6, , 2 < B ollpok, Vo€ WPI(K).
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Proof : it suffices to substitute the estimates (5.2) into the expression (4.15) of Part 1. W
Then, the following theorem gives an estimate of the term Ex (a8 v0“w) :

Theorem 5.1 : let (K,Pk1,Lk1) and (K, Pko,Ek2) be two families of finite elements,
straight or curved, which satisfy the hypotheses (5.1) to (5.6).

Let k,€,m be given integers > 0. We assume that the numerical integration scheme
over the reference triangle K satisfies the following properties :

G)if m+1<k+€—|v|— |y
if k—|v| <m, E(é)=0, V€ Pn_rina,
(5.20) if€—|u|<m, E($)=0, Y € Pusyn,,

E($)=0, V€ Py ;

(v1) if [v|]=a=k, |u|=F=¢Cand m =0,
(5.21) E($) =0, V¢ € PnoyNy-a-p-

Then, therd ezists a constant ¢ > 0, independent of K, such that, for all function
a € Wntheo(K) for allv € Pxo,a = 1,2, for allw € Pxp, B = 1,2, for all multi-indices
v and p such that 0 < |v| < a < k,0 < |u| £ B <L, we have the upper bound :
(5.22) |Ex (a0"v0*w)| < ch*! |lallmer,cox 0]k llwllex-
Proof :

(1) Case m+ 1< k+L€—|v|—|u| : according to (5.14) we have

bl sl o
EK(ac?"va“w) = Z Z E[&JFK d,,.,d“,s 37173612)]
(5.23) hi=1 lsl=1

where 1 < |v| < aand 1< |u] < 8.

The assumptions (5.3) to (5.6) involve ¢ € Py,, w € Pp,, so that 8"0 € Pn,_p,
v e Pn,_15). Let us set
(5.24) b=aJp, d.ds, p=0"%, §=0

Y

and let us estimate E(bp§). For any |y| < k,|6] < £ one can write
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E(bp§) = Eb(Fi-pmp) Fro1®)] + Eb(Fr-1yiB)(§ — Fe—i51d)]
(5.25) » .
+E[b(p — Tk |yP)(Fe-1519)) + E[b(P — Fk-piB)(d — Fe—51d)],

where 7, denotes the LQ(R )-orthogonal projection operator onto the subspace P,(IA{). For
clarity, we set

(5.26) ky=k—|q], & =2-|6).
Then the proof takes the four following steps :

Step 1 : Upper bound of |E[b(#y,p)(74,§)]|, ¥b € W+l (K)
Assumptions (5.20) and Bramble-Hilbert lemma {13,14,15] involve :

V€ W (R, |EE)] < el($)lney o0 i

where, here and subsequently, the letters ¢ denote constants which are independent of the
triangle into consideration and which can change from an inequality to the next.

Let us substitute 1 by b(#x,p)(#¢,¢) and let us use Leibniz formula

|E[b(71,p) (e, )l Sc D 1Bt 1—iciconit 1Tk Plico i 1T Gl o0 2
i+;=0
1< k,3< 4

or equivalently, with inequality (5.18)

m+1
|EB(7p)(Fed))l < D Wl s1—icjoo it |T0 Pl 176l 12
i+3=0
1<k, 3<4

Another application of Bramble-Hilbert lemma gives

I7bl g S clbligy 1 =0,..,min(k,m+1),
(5.27)

l‘;l'(lélj'k < Clquj{” 7 =0,...,min(fy,m+1).
By combining the previous inequalities, we deduce the existence of a constant ¢ such

that

- m+1 ~
|E[b(7e D) (T g} S Z |b|m+1_,'__,',°°"}? |p|g,i{' |q|j,}(’a
i+5=0
1<k,3<4

18



Relation (5.24) and lemmas 5.1 and 5.2 imply

( m+l—-i—3

Iblm+l —1i—J,00, K -<— c Z |a|m+1—i-j—r,oo.i\.' lJFKd"'Vd“SIr,oo,}:'
r=0
(5.28) ﬁ
1~i—j
2-y]-16 .
L S ChK - I Z h |a|m+l—i—j—r,w.R'
Thus
(Va € Wt(K), V5 € Pno-pry ¥4 € Pny-js)s
(5:29) 4 2= yl-1s] m+1 m+l—i-j
S ChK K E E Rk |alm+l—i—j—r'oo,ll{' Iplx,l: |q|],l:
i+j=0 r=0
{ i< k<O

Step 2 : Upper bound of |E[b(#4,)(d — #¢,9)]| and |E[B(5 ~ #,5)(F )] -

Let us start by the first term.

If 0 £ ¢, < m+ 1 we have the following inclusions with continuous injections
(5.30) Wb (K) = W= (R) < CO(R),
withr >1andr > #—l: In particular, Wo(K) — L'(K), so that

-

Vé e WH(R), |3, ScZ 1Ble, _ ;o it

=0

hence

[
(5.31) ¥ € WK, 18]k S 1Blssos o0k

§=0

Analogously with the arguments of step 1 and with inequality (5.18), we find for any
¢ € W= (K < C°(K) and for any § € Py,

IE[¢(QA - 7?(1 é)” < Cl(ﬁ(é - 7}11 é)'o,m,}?
S CI¢|0,°°,R lq - %IIQIO’w,R S c”¢”m+l—l] ,T,};’ |q‘ - 7'iyllqﬂloyi\‘
For a given ¢ € Pn,_|s), the linear form
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b € WrHITAT(R) — Elg(§ - 70 )
is continuous and zero over the space P,_g, (K), thanks to assumption (5.20) (note that
assumption ¢; < m and relations (5.23) (5.26) involve £ — |u| < m). With Bramble-Hilbert

lemma, we obtain :

Vé € WnH-47(K), Vg € Pn,jal,
(5.32) - )
|E[¢(é - 7?& é)]l < clqslm.}.]_(l,,,}? Ié - frllélo,k‘

Since the operator 7, leaves (in particular) invariant the space Pj_l(ﬁ’ )7 =1,....4,
we have

(5.33) Vi € Pu,_ss 1= frodloz S clil g 0S5 <h
(for ; = 0 we use the projection property into LQ(I;’)). Then relation (5.30) and inequalities
(5.31) (5.32) and (5.33) involve :

Vé € Wntho(K), Vg € Py,

~ ~ l] ~
E6(d — w6l < €3 18lsr_y0i 141, -
=0

Next, we set é= i)frklﬁ and we use Leibniz formula and inequalities (5.27). We find

- m+1 ~
|Eb(7,0)(d — 7))l e D0 bluyioisseer 1Pl 14l
i+7=0
i1<k,i<h

Finally, with inequalities (5.28), we obtain

((Va € Wb (K), VP € Pnocpys Y4 € Pryeiss

|E(b(#4,5)(d — 74, 9)]l

(5.34) 4 2= yl-16] m+1 m+1—i—j
— 7 — -~ ~ ~
S ChK E Z h;\' |a|m+l—i—j—r,oo,]:' Iplt.l\h lq'],l:
i+j =0 r=0
1 <k,3<4

If m+1 <&, then W™t(K) < C°(K) and inequalities (5.33) involve,

Vé € WHe(K), Vg€ Puyis, 1E[B(G— 70, < eldly oo 1dl,, -
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By taking ¢ = i)frk,ﬁ, we obtain
|Eb(7x,0)(§ — 7o, )| < clbly o 2 1Plo g 1dle, 12
The inequalities (5.28) involve

Va € WmtLo(K), Vp € Pn,—p, Y4 € Pn,—js,
(5.35) 5
- 7 ~ ~ ~ ~ ~ 2_ - ~ ~ -~
|E[b(71,5)(§ — 7o, )| < chie M aly 2 1Blo 2 1]y, 7

With symmetry considerations the second term admits the following upper bounds :
IfO<k <m+1 (sothatk—|v|<m)

[ Va € Wm+1‘°°(K), Vp € Py -4, V4G € PNﬁ_|5|,

|E[b6(5 — 7, ) (7, §)|

(536) ﬁ 2= 151 m+1 m+l—1—j
< chg " 2 Z hx |a|m+1-i-j-r,oo,l? |p|i,1§' I‘J|j,1§"
it+j=0 r=0
| i<kL,ji<h
Ifm+1<k
Va € Wm+b(K), Vp € Pn,_p, V4 € Pn,_js,
(5.37)

|E[b(3 ~ #, D) (Re, DI < chic M Jaly k1B, 2 110 4
Step 3 : Upper bound of IE’[B(ﬁ - Tk, D)(G ~ e, Q)]
The inequality (5.18) implies
BB — #0B)(d — DI < clblogo i 16— Fublog 19— el
Since the assumption k + ¢ — |v| — |ug| = m + 1 involves k; + ¢ > m + 1, we can

arbitrarily choose the integers t and j with0 < : < k,0<j < yandi+7=m+1so0
that the inequalities (5.28) and (5.33) give

Va € W+ °(K), Vp € Py,—jyj, Y € Prny_i,
(5.38)
- 7 ~ A~ ~ -~ ~ -~ 2_ hnad 6 ~ ~ ~
\Eb(5 — #1,5)(§ — 76, d)]| < chic M Nal, 2 18] ¢ 14l -

21



Step 4 : Final estimate (5.22)

To obtain the final estimate (5.22), it remains to collect estimates (5.29) and (5.34) to
(5.38). Thanks to relation (5.24) and estimates (5.19), estimate (5.29) can be written

( Va € W™L(K), Vi € Py,, Vi € Py,
|E[bAw, (870) e, (870)]]
m+1 m41-i—j
J 2- I~ 8| - - .
< chk Z Z hk la|m+1—i-j-r.oo,f< |v|i+l'vIJ§' |w|i+l5l’1§'
i+j=0 r=0
i<ki<t
L < Ch|allme 1,00,k [0 llk i | w]lek -

We obtain the same kind of result from estimates (5.34) to (5.38) and thus, relations
(5.23) to (5.26) permit to complete the proof of theorem 5.1 when m+1 < k+£—|v|— |ul

(ii) Case lv|=a=k,|u/=B=Cand m =0(a, =1,2):
We have to prove that Va € Wh°(K), Vv € Pk,, Yw € Pkg
|Ek (a0"v0"w)| < chi ||allok [[V]lak llwlls.x-

But
@ B .
Ex(a®v®w)= 3" 3 ElaJr, dd,s 60°0) where % € Py, @ € Py,.
k=1 [§]=1

Then we have two cases to examine :
* when |y|+ |8 £ a + f — 1, we use arguments similar to those of case (1) since
condition k + £ — |y| — |6] = 1 is satisfied (note that here m = 0) and since assumption

(5.21) involves the verification of hypotheses (5.20) ;

*x when |y| = a, |6 = p, set

~

{ b=aJp, dnds, p=80, §=0w,
be Wh°(K), p€ Pn,_a, §€ Prn,p.

We obtain
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|E(6pG)| < lblg oo i Plocoit 1l0cei < cllbllyoit 1Plog 1910
Then assumption (5.21) and Bramble-Hilbert lemma imply
|E(bpG)| < clbl; oo & [Blox |4loz-

But Lemmas 5.1 and 5.4 involve

1
~ . A~ e 3—a—
|b,1,oo'k S CE lall—i,oo,}% IJFK dV'YdI-‘6 L"oo'k S ChK a-p “a”vaK

=0
Blog < eldl, i < ek vllax,

R N 8-
|dlo < clbly g < chi "wllsk,

so that we get the expected estimate (5.22) when |v|=a =k Ju|=F=1and m=0. B
Local error estimate in view of the evaluation of the second consistency term :

Theorem 5.2 : Let (K, Pky,Xk1) and (K, Px,,Zk2) be two straight or curved finite ele-
ment families verifying the hypotheses (5.1) to (5.6).

Let £,m be given integers > 0 and let ¢ be any real number > mLH We assume

that the numerical integration scheme upon the reference triangle K satisfies the following
properties :

if £<m, E(¢)=0, V¢ € Pu_en,(K),
(5.39)
E(¢)=0, V¢ € P,.(K).
Then, there ezists a constant ¢ > 0, independent of hy, such that
|Ex(¢w)| < ch*? [measure(K))7 || $llmsnax [wllex,
(5.40)
V¢ € WHHI(K), Yw € Pxg, B=1,2,

where £ 1s an integer > .

Proof : For any ¢ € W™*9(K) and for any w € Pkg, the relations (3.25) (5.4) and
(5.6) involve :

(5.41) Ex(¢w) = E[¢pbJr,] where ¢ € W™(K), w € Py,(K).
We can write
EiJr, ] = E[¢Jr, #ed) + E[$Jr, (b — 7))
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where 7, denotes the L?(K)-orthogonal projection operator onto the finite dimensional
subspace Py(K). Then the proof is similar to that of Theorem 5.1 ; we record the main

ideas :
(i) Estimate of E[¢pJr, 0] :
The assumption (5.39) and ¢ > == 7 involve

Vi € wmm(k), |E)] < )] yr 20

and hence with (5.16) (5.18) (5.27)
Vé € Wrt(K), Vi € Py,
min(f,m+1)

|E(6Jr #ed]| S 3 16TFklnyrjoi 192

=0

(5.42)

(i1) Estimate of E[$Jp, (b — #d)] :
If 1 <¢ < m, we have the inclusions

WmHA(R) o W= (K) < CO(K),

where T is given by

r q 2

2 2
rlargeenoughsothatm+1—€—--; >0ifqzz.

Then,

V6 € WK, (0], 41 ek S CZ|¢|m+1_,q;\

J=0

and
Vé € WmH=t7(K), Vi € Py,

|E[¢Jp}\ (‘Lb - ‘;I'[LI))]I S C|¢JFK|m+1—1,r.l:' w — 7l'gw oOR

so that, we get

Vé € We(K), Vi € Py,

(5.43) o .
|E[¢Jrx (0 = #g®)]| < €3 |0TFx pyr—jo it 10 4+

7=0
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If m + 1 < £ we have the inclusion W™*+14(K) < C°(K). Then,

Vé € WHL9(K), Vi € Py,
(5.44)

|E[875, (0 — #ed)]| < cll$Tri |l npr o 2

W,z
To conclude, it remains to combine the relation (5.41), the inequalities (5.42) (5.43)

for 1 < ¢ < m, the inequalities (5.42) (5.44) for m + 1 < £, the inequalities (5.16) and the
estimates (5.2) and (5.19). [

6 SUFFICIENT CONDITIONS TO ENSURE THE UNIFORM
Vi-ELLIPTICITY PROPERTY

Let us prove the following theorem :
Theorem 6.1 : Let T be a regular family of triangulations of the domain Q verifying the
properties of Part 1, (2.2) and (2.3). Let (K, Pxy,2x1) and (K, Pro, Ex2) be two famailies

of straight ot curved finite elements verifying assumptions (5.1) to (5.6). We assume that
the numerical integration scheme over the reference triangle K 1s such that :

~

(61) VQB € P—2+2maz(N1.N2—l), E((,;) = 0.

Then, if A1y € Wl’°°((~2),I, J=1,..,12 , there ezists a constant B > 0, independent of
h, and an hy > 0 such that

(6.2) ﬂ“Uh”)gg(Qh) < an(Bh, ), Voh € Vh, YA < hy,

where the bilinear form ay 1s defined by relation (3.26).

Proof . For any v, € 17;,, relation (3.14) involves

(6.3) an(Uh, V) = Ga(Uh, Un) + an(Vh, Uh) — an(Vh, O ).
The proof takes three steps :

Step 1 : There ezists a constant a > 0, independent of h, such that

(6.4) Vin € Va, all@all} g, < @(5h, ).

By consideration of (7, theorem 6.1.3] and from Hypothesis 2.1, we obtain that the
bilinear form associated to the mapping ¢ defined upon the domain €, i.e.,

&(E,7) = /ﬁ WAz,
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is (Hé(fl))2 X Hg(fl)-elliptic, i.e., there exists a constant B > 0 such that
(6.5) Vi € (Hy())* x H3(Q), B”{;’l“;‘(‘(ﬁ) < &(v, 7).

From (3.5) we obtain §2; C Q for any h < hg. In addition, any function ¥, € 17;, verifies

¥k € [(Ho(W))* x H3(Q)) N [(C°(R))? x C1 ().
. Hence, any functioxl Up € 1-/‘;‘ can be extenq.ed by 0 over Q- Q) and this new_'fur_l‘ction
v € (HH(R))? x Hg('Q). If we note that ||z")h||}(ﬁ) = ”6"”)7(0;.) and that @,(04,0,) =
@x(Un,Ur), the inequality (6.5) can be written :
V‘Uh € Wla B”ﬁ‘h”%(nh) < &h({)‘h,{)‘h),

and hence we get (6.4) with a = 4.
Step 2 : There ezists a constant ¢ > 0, independent of h, such that
(6.6) Vi, € Vi, |an(Bh, B) — an(h, )] < chl|Gall} g,

Figure 6.1 shows that the hypotheses of Theorem 6.1, in particular the hypothesis (6.1),

allow us to apply Theorem 5.1 to the different terms which appear at the right hand side
of the relation

an(Thy Oh) — ah(Bh, 0h) = 3 i Ex[Ary(Vh)1(Va)J]-

KeT, 1,J=1
Thus,
(V3 € Vi, VA € Wi({)
12
|an(Th, ) — an(n, Ba)l < D2 D [Bx[Ars(Vi)i(Va)all
(6.7) < KeTy IJ=1

12
<cd he | D NAulheox | 10l . < chl|Ta]%, . -
‘ KeT, [1,J=1 > V(K) X (@)

Step 8 : Inequality (6.2)

The relations (6.3) (6.4) and (6.6) imply

(6.8) Vo, € Vi, an(th,9) > (a — ch) |1l g,
and hence we get the inequality (6.2) with 8 = & and h; = muin(hg, ). |
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7 THEOREM OF ASYMPTOTIC ERROR ESTIMATE

From now on, we are able to evaluate the different terms of the inequality (4.3) and
thus, to give an estimate of the asymptotic error ||& — uh||.. between the extension %

of the exact solution @ and the approximate solution @} of the problem (3.28). Below,
Theorem 7.1 gives the error estimate result for some finite element spaces constructed
from the curved elements introduced in [Part 1, paragraph 3], and from the corresponding
straight finite elements. In particular, it clarifies the criteria to be observed when choosing
the numerical integration schemes in order to obtain the same asymptotic error estimate
than the one obtained when integrating exactly. These criteria are different according to
the kind of finite elements we consider : straight on the one hand (n = 1) or curved on
the other hand (n = 3 or n = 5).

Theorem 7.1 : Let T be a regular family of triangulations of the domain Q verifying the
properties [Part 1, (2.2) and (2.3)]. Let (K, Px1,Zk1) and (K, Pxo,Zk2) be two families of
straight or curved finite elements verifying the assumptions (5.1) to (5.6), particularly

(7.1) Py (K) C Pyo C Pn(K), a=1,2.

)

Let Vi, Vio be the associate finite element spaces verifying conditions (3.2) and (3.3).
Set m = —1 + min(m;,m; — 1). We assume that the numerical integration scheme upon
the reference triangle K satisfies the following properties :

(7.2) all the integration nodes be are inside of K or they coincide
' with the vertices of K (c¢f. Hypothesis 8.1) ;

(73) E(q;) = 0» V(ZE € P—-2+2ma:r(N1,N2—1)-

Let A be the system of partial differential operators associated to the bilinear form

— —

e V(§) — a(&,3) = /Q tU[A1y)Vdz.

Cu

(7.4) a,

Then, if the exztension a of the solution U of the problem 2.1 belongs to the space
H™+2(Q) x H™+2(Q) x H™+3(Q), if H™1+(Q) < C*=(Q),a = 1,2, where s, denotes the
mazimal order of the partial derivatives which appear in the definition of the degrees of
freedoszK, if Ay € Wirbeo(O) 1T = 1,..,12, if Aa € (W™H9(Q))® for a number
¢~ m+1
such that :

with ¢ > 2, if h is small enough, there exists a constant ¢ independent of h

||il - 12.h”,'\"(n,,)
(7.5)

) 1/2 3 _ 1/q
< ch™*! { [Z ”aa”:ﬁz,ﬁ + Ila3”fn+3,ﬁ} [Z Au) ”m+1 e 9] } ’
oa=1 =
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Then, if the extension i of the solution U of the problem 2.1 belongs to the space
H"‘+2(Q) x H™+2()) x H™+3(Q), if H™1+2(Q) o C*(Q),a = 1,2, where s, denotes the
mazimal order of the partial derivatives which appear in the deﬁnztzon of the degrees of
freedom Sg, if Apy € Wntbo(Q) 1 J = 1,...,12, if A € (W™t9()) for a number

2
q > ™
such that :

] with ¢ > 2, if h 1s small enough, there exists a constant ¢ independent of h

”ﬂ - gh”}(nh)
(7.6)

) 1/2 1/q
< ch™*! {[z_:l ”ﬁa”?nn.ﬁ + ||a3”3n+3,§] [Z l|(Aw); m+l 9 0] } ’

where Uy, € Vh 18 the solution of the discrete problem (3.28).

Proof : Firstly let us observe that the hypotheses of Theorem 6.1 are satisfied so that
the bilinear form ax(.,.) is uniformly Vj-elliptic. Then, we can use Theorem 4.1. Ac-
cording to inequality (4.3), we estimate each of the terms of the right hand side of the
inequality obtained for v} = 7.

Step 1 : Estimate of ||& — whﬁll;\:(nh)

The curved finite elements which are used to construct the spaces V;; and Vj; and which
are C° or C'-compatible, have the same order of interpolation error than the corresponding
straight finite elements. Then [Part 1, Theorems 4.1, 4.2 and 4.3} and the interpolation
properties of the Hermite finite element of type (3), of the Argyris triangle [4] and of the
Bell triangle [5] involve :

1/2
(7.7) I - Faillgq,, < ch™ zuuanm N

In this inequality ﬁhﬁh = (Th1Uy, Thila, Tholz) denotes the Vh-interpolate function of

7€ V().

Step 2 : Estimate of sup |an(Tnth, Wh) — ap(Tnit, Wh)|
wne ¥ “wh||5(‘(0h)

Relations (3.14) (3.23) and (3.26) imply

12
(7.8) an(Fatt, Wy) — an(Mad, D) = 3 Y |Ex{A(mU)(Wa)s},
KeT, I,J=1

where w, denotes any element of the space V. Then, Figure 7.1 shows that a suitable
application of Theorem 5.1 to the different kinds of terms which appear at the right hand
side of inequality (7.7), gives for any K € 7, :
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12 12
> |Ex {A1s(mn0)1(Wi)a}| < chRH ( > ||A1J||m+1.oo,K>

LJ=1 1J=1
N 1/2
(””hl{‘llﬁimﬂ(x) + ””M{‘?”?{mn(x) + ||”h2u3||?1m+3(}()) ||7~Uh”\7‘(;\')-
But with [Part 1, Theorems 4.1, 4.2 and 4.3] we get
{ lmhtallm+2.k < iallmezk + lda — Thita|lmiz,k < clldallmezr, @=1,2,
mhotsllmesk < [|@sllmesk + [|ds = Thots|lmesk < clltsllmysk-

Thanks to Cauchy-Schwarz inequality and to [Part 1, hypothesis (2.3)]

( . . 12
|Elh(7?hﬁ,ll7h) - ah(ﬁhﬁ,tﬁhﬂ S Chm+l Z HAIJ“m-H.oo,ﬁ

1,J=1

1/2
leuallm+2 0 + ”u3”m+3 Q] ||1Bh“:\:(9h)

and thus
jan(Ffy B1) = an(Bod B _ v
(7:9) Slelx:f Nwnllza,) E”“"”mﬂ g+ Il 8
wh h h

Step 8 : Estimate of sup lah(u’uif) — fa(Wh)]
whe v @k llz .,

The relations (3.14) and (3.27) involve for any wj € v

L
(710) &h(ﬁ,‘lﬁh) - fh(u7h) = tU[A]‘]]th:lt - Z Zwl,h’ tF(bg‘]\-')W/'h(b(,K).
Qp

KeT, (=1

We write this relation in another way. Since @ € (H?(£2))? x  H4(§), Green’s formula
implies the existence of a system of partial differential operators A: (H 2(Q))2 x H 4(Q)

(L*())? such that
Vo e (H*(Q))? x HY(Q), Vo € (H(Q))? x H2(Q),

/ﬁ WV]Ap|Wdz = /ﬁ(/ii)')tb’dz+ /8 ()ds.
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In particular, the restriction of this operator A to the space (H*(Qn))? x HY(Qp),
restriction which is independent of h and that we continue to note A, verifies

Vi e (H*(Q))? x HY(Q), Y, € Vi C (HI(Q1))? x HE(),
~ — - _ t _ 2 -
an(U, W) = /ﬂh VI{A|Widz = /nh(Av)whd:c.

Analogously, we define the system of operators A : (H?(2))? x HY(Q) — (L*())? as
follows :

V& € (HX(N))2 x HY(Q), V& € V = (HL(Q))? x HX(Q),
s S t _ -
o(#,3) = /Q VIA|Wdz = /ﬂ (AD)Gdz.
Thus, since @ is an extension of @ such that @ € (H*(§2))? x H4(SY), we obtain

Ai=Ai=f ae onf,

where p'is defined here by f(v) = /‘;ﬁdz (cf. (2.3)). But by hypothesis Al € (Wmie( ()

for a certain number ¢ > -2;. Thanks to Sobolev’s theorem, we have A € (C° ))

Moreover, we have assumed p € (C°(Q2))°. Since all the integration nodes belong to Q (se
(7.2)), we obtain :

Ati(bok) = Plbex), Vbek, VK € T

Thus, the relation (7.9) can be written

L
an(E, Tn) — fal@h) =/Qh(,i5)u7hdz = 3 S wex((AR)D) (bex) = 3 Ex((AR),).

KE€T €=1 KE€Th

Let us set ,

(AQ)Th = S (AT)wpi.
=1
Figure 7.2 shows that a suitable application of Theorem 5.2 to both kinds of terms,
involves :

lan(@, @) — fiu(@)] < Y |Ex((Ad)Gh|

KeT,

/g
< ch™*! }: measuTC(K))l/2 e (Z“(Au) 1741 9 1\) “13"”3:(1\')
KeTy =1

3 1/q
< ch™t (measure(Q))/2-1/e (Z I(A%) ||m+1 a Q) @hll5 (@)
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1) Ex((A)awha), (Al € WMHI(K), why € Pyy, a=1,2.
Then £ = 1, and we need
Vé € Pn_1yn(K), E(¢)=0, f1<m,
{ Vé € P.(K), E(¢)=0;
2) Ex((A)swis), (At)s € W™K, wys € Pyo.
Then £ = 2, and we need
{ Vé € Pr_ayny(K), E($)=0, if 2<m,

Vé € P.(K), E()=0.

Figure 7.2 : Estimation of Ex((A%)w,) with the help of Theorem 5.2
(m = =1+ min(my,my — 1))

In order to set up the last inequality, we use arguments similar to those of the proof of
[1, Theorem 4.5}, in the course of which we have assumed ¢ > 2. Thus, we obtain

/g
(111) sup BUE S BB ¢ s (S44(ADD o)

wh€ Vh “wh”X(Qh)
Step 4 : Final estimate (7.5)

To obtain the result of asymptotic error estimate (7.5), it suffices to substitute esti-
mates (7.6) (7.8) and (7.10) into the inequality (4.3), written for v} = T, 4. [

8 EXAMPLES (Case of plate bending problems)

When the thin shell is reduced to a plate, i.e., when the middle surface of the shell is
plane, there are some important simplifications :

(i) For the linear plate theory, membrane and bending deformations are uncoupled so
that we can restrict our attention only to the bending plate problem. The membrane
deformations are modelized by two-dimensional elasticity equations. These equations are
of the second order and they can be approximated according to [14,15] ;

33



(31) Theorem 7.1 remains valid but since we restrict our attention to the bending
problem we have just to consider the finite element space Vj,. That means instead of
m = —14min(m,;, m, — 1), we take now m = m; — 2 and condition (7.3) can be simplified

as Y € P,-1, E(¢) =0.

Thus, when the shell becomes a plate and when we restrict our attention to the bending
of this plate, the asymptotic error estimate results are summarized in Figure 8.1.

9 EXAMPLES (Case of general thin shell problems)

Now we illustrate the above results in case of general thin shell problems when the spaces
Vi1 and V,, are constructed from ARGYRIS, BELL or cubic Hermite (finite
elements combined with their associate curved versions. For each finite element space
‘7;, = Vi1 X Vi1 X Vi2, there are two different sets of criteria to be observed when choosing
the numerical integration schemes :

(1) the first set of criteria concerns the straight finite elements which are associated to
triangles K € 7;! ; then we find back the criteria previously stated in [1] ;

(i1) the second set of criteria concerns the curved finite elements which are associated
to curved triangles K € 7,?. Then, as a general rule, the degree of the polynomials we have
to exactly integrate is higher than in case (i) : we have to add 2n—2 to the degree obtained
in (1), where the integer n comes from Fx € (P,)*. Indeed the degree of the polynomials
of the functional space P is increased by n — 1 for the curved C'-compatible finite elements.

The different results are summarized in Figures 9.1 to 9.3 and are obtained by applying
Theorem 7.1. In each case, we indicate :

(1) the value of m = =1 + min(m,,m; — 1) ;

(i1) the result of asymptotic error estimate as 0(A™*!) ;

(i11) the criterion on the numerical integration scheme ;

(v1) the reference of a suitable nurmnerical integration scheme

(v) the regularity hypotheses on coefficients A;;, on Au and on an extension % of the
solution u.

10 CONCLUDING REMARKS

These curved finite element methods lead to approximations with very high degree
of accuracy. They can be used to approximate plate or shell problems set on reference
domains with curved boundary.

Their implementation, which is technical enough, is thoroughly detailed in [6]. In prac-
tice the user will be able to use them as "black box”.

Concerning computing time, these methods are a little more expensive than the cor-
responding ones just using straight finite elements. But it is worth to note
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1) when we have curved boundaries, we have to approximate these boundaries by using
appropriate curved elements, otherwise the degree of accuracy decreases ;

ii) the computation of the rigidity matrix attached to a C'-curved element is more
expensive since we use higher polynomial spaces and notably more numerical integration
nodes. But we have to remember that a mesh including O(N) triangles has 0(v/N ) boun-
dary triangles so that the additional computing time is not very important ;

i11) for the approximation of thin shell problems formulated on polygonal reference
domains, we show in [20] that the combination of Argyris triangles (for the bending com-
ponent) and of Ganev triangles [21] (for the membrane components) allow to save about
40% of computing time. These Ganev triangles are C%-elements and they use complete
P,-polynomials ; when combined with Argyris triangles, they require the use of numerical
integration scheme exact for polynomials of degree 6 instead of 8 as reported in Figure 9.1.
In this direction, it should be interesting to develop a curved version of such elements in
the same spirit than for the C°-compatible elements introduced in [Part 1, §3.4].
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Straight or curved
finite element used to
approximate ug

ARGYRIS triangle
(mea=ne=5; My=N;=n+4)

BELL triangle (m2 =4 ;n, = 5;
My=n43; Ny=n+4)

Error estimate

m=3; 0(h?)

m=2; 0(h%)

regularity assumptions

A € Wh(Q), 6< 1,7 <12
AﬁS € Wq'q(Q)v q Z 2
iz € H%(Q). -

App e W*(Q), 6<1,J <12
Atig € W39(Q), ¢>2
u3 € HS(Q)

a) Case of a straight
triangle (K € T}, n=1)

M= Ny
Vo € Ps, E(¢) =0
Scheme with 12 nodes {16,17]

My=4; N2 =5
V¢ € Ps, E(¢)=0
Scheme with 12 nodes [16,17]

b) Case of a curved
triangle and clamped

conditions

M=M=
Vo € Pro, E(¢) =0
Scheme with 25 nodes [18,19]

V¢ € Poo, E(¢)=0
Scheme with 25 nodes [18,19]

c) Case of a curved
triangle and general
boundary conditions

(K € T}, n=5)

M= Ny=S
Vo € Py, E(¢)=0
Scheme with 42 nodes {18]

Al} =8; N = 9
Vo € Py, E(¢)=0
Scheme with 42 nodes [18]

Figure 8.1 : Case of a plate bending ; examples of error estimates
and criterta on numerical integration schemes depending on the type
of triangle (straight or curved (n =3 orn=35))
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Finite elements used
to construct

ARGYRIS element
n=1;,my=ny=95

BELL element
n=1,my=4;ny,=35

Vie | M2 =Ny =5 My=4; N;=5
Finite ,
elements used !
to construct Vj,
ARGYRIS element m = 3 ; 0(h?), \

Vée Ps, E(¢)=0,
Scheme with 16 nodes [17]
A1) € Wh(Q),

Aie WHQ)P, 022,
i € (H*(Q))? x H%(Q).

™

BELL element

n=1
m=4;,n,=>5

M1=4;]V1=5

NN

AN

m = 2 ; 0(h%),

Vé € Ps, E()=0,
Scheme with 16 nodes {17]
A1y € W3(Q),

At e (W>9(Q))%, ¢>2,
i€ (HY(Q))? x H3(Q).

P;-HERMITE element
n=1;m=n =23

M1 N1=3

m =2; 0(h%),

Vé e Ps, E(4)=0,

Scheme with 12 nodes [16,17]
A1y € W3(Q),

Aie (WSH(Q)P, 922,

i € (H4(Q))? x H5(Q).

m=2; 0(h%),

Vé € Ps, E(¢)=0,

Scheme with 12 nodes [16,17)
Ay € W3=(Q),

At e (W), 922,

i€ (HY(Q)? x H3(Q).

Figure 9.1 : Case of straight finite elements, i.e., K € 'Thl, n=1
(In each case, we successively indicate : (i} m = —1 + min(m;,my - 1) ;

(ti) error estimate O(h™*1)

bl

(t1t) criterion on the numerical integration scheme ;
(iv) references of appropriate numerical integration schemes ;
(v) regularity hypotheses upon Ay, A, 5)
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Finite elements used

to construct
Va2

Finite
elements used
to construct Vy

Curved C'-compatible element
with ARGYRIS triangle
n=3;, my=ng=5

My=Ny=17

Curved C'-compatible element
with BELL triangle

n=3;, m=4;n,=5
My=6; N =17

Curved C'-compatible
element with
ARGYRIS triangle
n=13
my=ny = b}

M1 = N] =17

m =3 ; 0(h?),

Vé € P2, E(4) =0,
Scheme with 33 nodes [18]
Al € W"”(_fl),

Au € (WH(Q))°, ¢>2,
i € (H*(Q))? x H8(Q).

AN

Curved C'-compatible
element with
BELL triangle

n=23
m=4;n =295

M1=6;N1=7

/

\

N

N

=2; 0(k®),
Vo € P12, E(¢) =0,
Scheme with 33 nodes [18]
Ay € W3®(Q),
Al e (W39(Q))3, ¢> 2,
i € (HY(Q))? x H3 ().

Curved C%-compatible

element with cubic
HERMITE element
n=m1=M1=n1=N1=3

m = 2; 0(h%),

Vé € Pio, E(8) =0,

Scheme with 25 nodes [18,19]
Al € W3(Q),

Au € (W3-q(9))3 g>2,

i€ (HY(Q))? x H%(Q).

m=2; 0(h%),

Vé € Pio, E(4) =0,

Scheme with 25 nodes [18,19]
Ay eW? (),

Au € (W39(Q))%, ¢>2

i € (H4(Q))? x H5(f2)

Figure 9.2 : Case of curved finite elements, t.e.
These elements can be used in case of homogeneous boundary conditions of Dirichlet type.
(we indicate successively : (1) m = —1 4 min(my, my — 1) ; (i1) error estimate O(h™*?) ;
(itt) criterion on the numerical integration scheme ;
(iv) references of appropriate numerical integration schemes ;
(v) regularity hypotheses upon A1, AR, @ )-

K€eTZ n=3.
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Finite elements used
to construct

Vha

Finite
elements used
to construct Vi,

with ARGYRIS triangle
n=5;,my=ny =9

My=N, =9

Curved C'-compatible element

Curved C'-compatible element
with BELL triangle
n=5;,my=4;ny,=95

M2=8;N2:9

Curved C'-compatible
element with
ARGYRIS triangle
n=>5
m =n; =29
M1 = N] =9

m = 3; 0(h?),

Vé € Pis, E(4)=0,

Scheme with 52 nodes [18] (*)
A1y € WA(Q),

Au € (WH(Q))3, ¢>2,

i € (H%(Q))? x H%(Q).

Curved C!-compatible
element with
BELL triangle

n=>5
m =4;n =95
My =8; Ny=9

AN

N

m=2; 0(h%),

Vé € Pis, E(¢)=0,

Scheme with 52 nodes 18] (*)
A1y € W3=(Q),

Al e (W(Q))%, ¢>2,

a € (HYQ))? x H3(Q).

Curved C°-compatible
element with cubic
HERMITE element

n=295

m=M=n=N;=3

m = 2; 0(h%),

Vd; € P4, E(&) =0,
Scheme with 42 nodes [18]
Arg € W3(Q),

At € (W(Q)), g2 2,
i € (HY(Q))? x H5(Q).

m=2; 0(h%),

Vé € Py, E(8) =0,
Scheme with 42 nodes [18]
Ay € W3(Q),

Ade (W3(Q)2, ¢>2,
i€ (HY(Q))? x H3(Q).

(*) This scheme has § nodes outside of the triangles. In order to respect
hypothesis 3.1, we can use the scheme ezxact for polynomials of degree 17

tnvolving 61 nodes [18].

Figure 9.3 : Case of curved fintte elements, t.e.,

K e Thz, n =75 (we indicate successtvely : (i) m = —1 4+ min(m;,my - 1) ;

)

(it) error estimate O(h™¥') ; (iti) criterion on the numerical integration scheme ;
(tv) references of appropriate numerical tntegration schemes ;
(v) reqularity hypotheses upon Ay, A, o ).
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