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1 Position of the problem

The mathematical model we shall consider in this paper can be described with the help
of the equations governing the small displacements associated to the irrotational flow of
a perfect incompressible fluid. These equations are derived by the linearization of the
classical fluid dynamics equations ([26] , [33]). It is in particular valid for the description
of the water waves (or gravity waves) in finite depth oceans. For the particular purpose
we follow here, we shall suppose that the fluid occupies a cylindrical domain of the form
2 x R where Q denotes an unbounded open set of R? defined by :

Q= {(z,y) € R/ - h(z) <y < 0,z > 0}

where h(z) is a positive function. We shall not make any regularity assumption about i(z)
and only assume that Q is a connected open set. Nevertheless, we shall assume that h(z)
has the following properties :

(i) h(z) is measurable and bounded
(71) h(z) = hoo for z > 2o (20 > 0, k0o > 0)

(1.1)

and shall add in the sequel some particular hypotheses on the behaviour of A(z) in some
neighbourhood of the origin, depending of the nature of the result we wish to point out.
We shall denote by (z,y, z) the generic point of the domain. Our assumptions permit us
to describe the case of an infinitely long coast which is invariant under any translation in
the horizontal > direction. The direction y < 0 corresponds to the depth. The fact that
h(z) is bounded corresponds to the fact that we consider finite depth oceans, as illustrated
in the figure below.
We shall decompose the boundary of 2 as 0Q = I'r U I'g where :
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Figure 1: The cross section

I'r = {(z,0),z > 0} is the mean free surface
g = 0 — I'r is the bottom of the ocean



The equations of the model are
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(1.3) 5{;-%9%—0 onI'r xR
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(1.4) —(,—);._0 ~onI'g xR

Here, ¢ denotes the velocity potential in the fluid, which means that the velocity v(z, 2, 1)
of a particle located at point (z,y,z) at time ¢ is given by :

(1.5) v(z,y,2,t) = Vé(z,y,2,1)

This expresses that we consider an irrotational flow. Equation (1.2) expresses the incom-
pressibility of the fluid (div » = 0) while the boundary equation (1.3) is the free surface
condition. This equation is responsible for wave propagation. The Neumann boundary
condition (1.4) expresses that the bottom of the ocean does not move . The gravity ac-
celeration, which is denoted by g, will be assumed to be equal to 1, which is valid up to
an appropriate scaling in space variables. In the present work we are interested in guided
waves or trapped modes, i.e. particular solutions in the form :

(1.6) B(z,y,2,1) = Re {ip(z, y)e 72}

where (w, 8) are real numbers and ¢(x,y) is a real valued function for which we require
the “localization property” :

(1.7) [ (le(a9) 1+ 1 Vo(e,y) [F) dady < +o0

Such a solution corresponds to an harmonic wave propagating in the z-direction without
any attenuation or distorsion. w is the pulsation, B the wave number. The wave propagates
with the phase velocity w/3. The condition (1.7) expresses the fact that the transverse
energy of the wave is finite and in fact confined, as we shall see later, in some neighbour-
hood of the coast.

Let us point out that such solutions can exist if and only if w and /3 are linked by a certain
relation which is the “dispersion relation” of the mode. The main objective of this paper
1s to deal with the problem of the existence and the properties of these modes, with a
particular attention devoted to the low frequency (small values of 3) and high frequency
(great values of 3) analyses. One of the interests of our results is to point out a large
variety of qualitative results depending essentially on the geometry of the coast. From this
point of view, the water waves model appears as richer than other classical model of wave
propagation previously studied in the mathematical literature.



The outline of our paper is as follows : in section 2.1 we give a brief survey of results
previously obtained on the subject. Most of our results will appear as various extensions
and generalizations of these results. They will be presented in section 2.2. In section 3.
we give the theoretical framework of our study and a mathematical formulation of the
problem. Some preliminary results are established in section 4. The main theorems of this
article are stated and proved in section 5. Finally, in section 6., we describe a numerical
method for the computation of these guided waves and present various numerical results
illustrating the theory.



2 Presentation of the content of the paper

2.1 The state of the art

The question we intend to address in the paper has already been extensively studied and
discussed in the mathematical literature. Stokes [27] , in 1846, was the first to show the
existence of the phenomenon of trapped modes by exhibiting a particular analytical solu-
tion in the case of the plane sloping beach (see figure 2 ) It is only in 1952 that Ursell [30]
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Figure 2: The plane sloping beach

showed that, at least for sufficiently small values of the angle o, the Stokes’ solution was
the first of a finite number M(a) of such trapped modes. This number M () is the largest
integer n for which (2n — 1)a < £ ('let us note that Ursell did not prove that he got all
the trapped modes associated with the plane sloping beach model). Ursell also pointed
out [29] (see also [20]) that the guided wave phenomenon also occured in the case of an
infinitely long submerged cylinder in an infinite half space. Nevertheless these situations
were slightly different than ours since we consider only oceans of finite depth.

In fact it seems that this is Jones [14] who, at the period of the initial developments of
modern linear functional analysis, especially spectral theory, obtained the first mathemat-
ical results concerning the specific problem we treat here. Dealing with the study of the
spectral analysis for the Laplace operator in unbounded domains with various boundary
conditions, he stated in particular the “comparison theorems” (see section 5.1.2) which
lead to essential results in the theory of guided gravity waves as the finiteness of modes
for a given value of 3. The first general existence result was obtained by Garipov in 1965
(see {16] ). Within the framework of the modern spectral theory (that we shall adopt in
this paper) he showed that, at least when [ is large enough, there exists a guided wave
under the only assumption that the function h(z) presents a strict local minimum (see
theorem 5.1 of section 5 of the present paper). This mode, known as the fundamental
mode, was studied in more details by Grimshaw in 1974 [10] , with a particular attention
to low frequencies. Thanks to comparison theorems of a different kind from Jones’ones,



he obtained upper and lower bounds for the dispersion relation of this mode and found a
necessary condition for this wave to exist for any value of 3. He also obtained, by the way
of integral equations, the dispersion relation of guided waves for the case of a shelf.

This specific case was treated in greater depth by Evans and Mc Iver ([8]) , using a slightly
different approach. They proved that the fundamental mode was the only one for small
and large value of 8. Moreover they obtained, in relation with the initial work of Jones,
sharp estimates for the number of guided waves for a given value of 3, that they completed
with the help of numerical results. Recently,in 1987 ( [31] ), Ursell revisited the works of
Jones and Garipov with the help of simpler arguments. He uses in particular the so-called
Kelvin’s theorem which is nothing but a specific version of the general Max - Min principle
[23] we shall use extensively in this article.

2.2 The main results

In order to give a clear overview of the content of our paper we have chosen to present in
this subsection a panorama of the main results we have obtained. Nevertheless, we shall
not give the precise assumptions and statements of the theorems. These will be given,
together with the proofs, in section 5.

Our results can be separated into two parts as follows :

e the general results, which are independent on the particular shape of the coast i.e.
the behaviour of A(z) near x = 0.

e the specific results wich are directly related to the geometry of the coast.

To describe these results we shall need the following notation:

h* = ess sup h(x)
zeR+
(2.1) h= = ‘ess inf h(z)
zeR*
hoo = h(z)for z > z¢

Moreover we shall denote by § = S,(w) the uniciue solution of the transcendental equation
(2.2) Btanh Bhe = w?, B> 0,

and what we shall call a guided wave in this section will be a solution of the form (1.6),
satisfying the condition (1.7) and the additional inequality :

(2.3) B > Bool(w).

This condition is sometimes considered as automatically satisfied in the literature. In par-
ticular all the results we spoke about in section 2.1 suppose implicitly this condition. We
shall come back very briefly in section 4.3 on the question of the existence of possible
guided modes for which (2.3) does not hold.

(i) The general results




6.

. For large 3, there exists at least one guided wave, the fundamental mode, as soon as

h™ < hy.

. For any value of 3, the number of guided waves is finite.
. For small 3, there exists at most one guided wave.

. The fundamental mode exists for any 3 if and only if one has :

(2.4) / " ((z) = hoo)dz < +00

. The function 8 — w(fB) describing the dispersion relation of a guided wave is increas-

ing.

If A* = h,, no guided waves exist.

The existence result (1) is the one of Garipov [16] and is also given by Ursell in [31]. Result
(2) initially due to Jones [14] , is also stated in [31] .Our result (3) seems to be new. The
condition (2.4) of result (4) was found by Grimshaw [10} as a necessary condition for the
existence of a trapped mode at low frequencies. Result (5) is a simple monotonicity results
which expresses that the group velocity j—‘g of a guided wave is positive. (6) shows that the

condition A~ < hy is a necessary and sufficient condition for the existence of guided waves

(1) The specific results

These results concern essexifia.lly the high frequency analysis and depend on the behaviour
of h(z) at £ = 0. We shall consider three types of geometries :
1- the cliff <= h(0) > 0 or {R(0) =0, A/(0) = +oo} (cf figure 3)
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Figure 3: Two examples of a chff

2 - the sloping beach <= h(z) ~ rtana (z — 0) (cf figure 4)
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Figure 4: The case of a sloping beach
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Figure 5: The tangential beach



3 - the tangential beach <= h(0) = 0, 2'(0) = 0 (f figure 5)

The corresponding results are the following :
1. In the case of the cliff, there exists at most one guided wave at large frequencies .

2. In the case of the sloping beach, when 3 is large enough, there exist at least M(c)
guided waves at large frequencies, where N() is the greatest integer n for which
(2n-1)a < Z.

3. In the case of the tangential beach, the number of guided waves is unbounded when
B goes to infinity. More precisely there exists an increasing sequence of real numbers
Bm, the thresholds, such that there exist at least m guided waves as soon as 3 is
greater than 3,,

Result (1) appears as a generalization of the result obtained by Evans and Mc Iver in the
case of the shelf. Results (2) and (3) appear as completely new. (2) refers explicity to the
work of Ursell [30] while (3) was previously conjectured by the same author ([29],(31}). The
situation described by this result, although it can seem complicated in the present context,
is in fact similar to the one encountered in more classical problems of open waveguides ([1],
(2],(3],{4],(11]},[19],[34]). Of course, a lot of questions remain open. We shall mention some
of them in the conclusion.



3 Mathematical formulations of the problem

3.1 The eigenvalue problem

Let w be a positive real number, we set :

1 2 I 2 dp
(3.1)  D(AW)) = v € H(Q)/ Ly € L (@) (5, —w @) =057 Irp= 0
and introduce the unbounded operator in L%(2), with domain D(A(w)) :

(3.2) ! A(w) : D(A(w)) C L¥(Q) — L*(Q)

¢ = Alw)p = =D

We can now make the link between the operator A(w) and our problem. Plugging expres-
sion (1.6) into equations (1.2),(1.3),(1.4), we observe that ¢ given by (1.6) is a guided mode
if and only if the function o(z,y) satisfies the following set of equations :

(3.3) dy

This can be rewritten as :

® € D(A(w)),p #0
(3.4) Alw)p = =B

In other words, ¢ ,given by (1.6),is a guided wave if and only if ¢ is an eigenfunction
of the operator A(w) associated to the eigenvalue —f3? . Therefore the problem of the
existence of guided waves is equivalent to the problem of the existence of a non empty
point spectrum of the operator A(w) and we thus have to make the spectral analysis of a
family of selfadjoint operators parametrized by w > 0. Let us point out immediately that,
as A(w) is unbounded, this problem is not obvious. For instance in the case of the constant
depth, i.e. when h(z) = h,, for any = > 0, we shall see that the spectrum of A(w) is purely
continuous and that there is no guided wave in this particular configuration.On the other
hand the fact that the “transverse” geometries we consider are, because of (1.1), local
perturbations of the constant depth profile will permit us to use compact perturbations
techniques to study the point spectrum of A(w). As we shall see a waveguide can be
created only by a variation of the depth as a function of the distance to the coast. Our
objective is to characterize if possible what kind of perturbation is responsible for the
existence of guided waves. Such an analysis will require some a priori knowledge of the
spectral properties of A(w), which is the purpose of section 4. But, first, let us present an
alternative formulation of the problem.
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3.2 An equivalent formulation in a bounded domain

Let us decompose @ as (see figure 6):

:)l

S € Q/z > d} =|d, +00[X] = he, 0]

(3:5) ) €/z < d}

il

(=,
(=,

M.‘O:J:D'
|<~<d

Q.U
= {
_{
Q. N

20

where d > z¢, so that, by (1.1), the depth is constant in Q.. We are going to give an equiv-
alent formulation of our problem which will be set only in the bounded “interior” domain
§. This formulation will be useful for both theoretical (see section 4) and numerical (see

section 6) reasons.

y
A

A2
x

Figure 6: Decomposition of the domain

To establish this formulation, we will derive, for the solutions ¢ of (3.3), an explicit ex-
pression of ¢ |g, as an expansion over a family of functions with separated variables.

To do that, we have first to study the spectral theory of the operator A(w heo) defined a;
follows :

- du du
= 20 ¢ —_— = 2 -\ =
D(A(w, b)) = qu € H*(—he,0); dy(O) w?u(0) and dy( heo 0}
A(w, hooJu = —_dy: for u € D(A(w, heo)).

In particular, A(w, ko) can be seen as an operator acting on ¥. We have the

Lemma 3.1 The operator fi(w, heo) is selfadjoint, its spectrum consists in a sequence of
eigenvalues (€,(w))nyo, and there exists a family of associated eigenfunctions (un(w))n>o
which form an orthonormal basis of L*(—ha,0) and a total set in H'(—heo,0).

11



Proof : The operator /i(w, hoo) is associated with the following bilinear form :

0
&(w;u,v):/ du dv

- 0)v(0
NP i *u(0)v(0)

which is clearly symmetric and continuous on H'(— oo,0) Moreover there exists a con-
stant 4 > 0 such that the form (u,v) — a(w;u,v) +p/ uvdy is coercive on H'(—he, 0)

(this can be established easily by contradiction ). The lemma then results from the classical
spectral theorem for selfadjoint operators with compact resolvant. It is a simple exercise
on ordinary differential equations to determine the eigenelements of A(w, ). The result
is well known (see for example Lenoir {17] ):

o {o(w) = —vo(w)?

where vg is equal to B (w) which is the solution of {2.2) (we just use the nota-
tion v to simplify the expression of the series below). The associated eigenfunction
1s :

uo(w, y) = ag cosh(vo(y + heo))
with ) 5

ap = {— sinh(2vohe) + —203)1/2

41/0

o {L(w)=v(w)in>1
where v, is the unique solution v of the equation :

! vian(vhe ) = —w?
v €lnt — I nw + I

The associated eigenfunction 1s :
Un(w,y) = @y cos(vn(y + hoo))

with he
= (—- sin(2vphoo) + — 5 e

12



For every u € L?(—h,,0), we have :

+o00

10
il oy = [, utdy = 3 (u,un)?

R n=0

where (-, ) denotes the usual scalar product on L*(—h,0). Likewise, we have :

H'(—he,0) = {u € LH(—hoo,0); D v3(w)(u, ua(w))® < +oo}

n>0
and

ol = (3 uﬁ(w)(u,un(w»?)m

n=0

is a norm on H'(—hy,0), equivalent to the usual one. Moreover, by interpolation and
duality, we have :

+o0
H(~hoo,0) = Su =D vaua(w); D vn(w)™v; < +oo}
n=0 n>0
for every real s € [—1,+1], and equipped with the norm
+00

(36) full = (3 un(w)%:)m ,

n=0

H*(—he,0) is the usual Sobolev space.

Remark 3.1 Since —f2 (w) is the smallest eigenvalue of A(w, he), we have :
(3.7) [ ray - w0 2 -p) [ vy

—heo = dy et —hoo
for every u € HY(—he,0). This estimate will be used often in the sequel.

We are now able to establish the
Lemma 3.2 Let A € R and ¢ € H'(2) such that :

—-Ap=Ap in Q
dyp
(38) a—y =0 on FB
Qf =uw?p on Tp
Ay
Then : .
(3.9) plz,y)= Y an(@)e ™ Duy(wiy), Y(z,y) € Qe
n=N(\w)
where :

13



s a(@)= [ pdyun(oindy
o N(\w)= Mm {n € N;&(w) > A}
o o, =, (A w) = (&u(w) — )\)'/2

o (un(w).&n(w))nyo are the eigenelements of the operator /i(w, h~) defined above.

Proof : Let us consider the following function :

0
vn(z) = /;h oz, y)un(w; y)dy, for z > d,

which is C*, since ¢ € C®(SQ,). Using the equations satisfied by ¢ and by u,, we obtain :

d*v, o % _
dx? (‘T) - '/:'hoo (__a_y?(ray) - /\(P(:L', 1/)) un(wl y)dy

= (£n(w) = Aon(x)

Moreover, v, is square integrable since :

NonllZz @ roo) < lellZ2cae)
Consequently, we have :

o v,(z)=0,Vz >d,if € (w)— A <0
e 0,(z) = vo(d)e” VEITAE=D jf £ (L) — X > 0.

The expression (3.9) follows, by the completeness of the family (u,), for every given value
of £ > d. Moreover, it is clear that the series and all its derivatives converge uniformly. W

By the previous lemma, we see that a solution ¢ of (3.8) is completely ans explicitly
determined in the exterior domain 2, by the sequence of coefﬁc1ents a, which depend only
on the trace of p on the artificial boundary & = Q; N Q..

Consider now the following problem,.set in the bounded interior domain Q; :

(—AG=)@in O
0% .
-g%iZOOHI“B:I‘BﬂQi
(3.10) S —wpon Ty =TrN0;
Y
0¢ .
‘ (9: = ~T(w, A} (@ |g) on T

where the operator T'(w, A) is defined (with the notations of lemma 3.2) by :
HY*(Z) — HY%(T)
400 o0
(3.11) T(w,A){ o = S Gattn(w) = S an(M w)anta(w)

n=0 n=N(Aw)

14



Notice that T is continuous since, with the notation (3.6) :

“Tu”2—1/2 = Z vy (w)akel(Aw)

A o

IA
—
+

Then we have the

Proposition 3.1 If ¢ € H'(R) is a solution of (3.8), then ¢ |q, is a solution of (3.10).
Conversely, if g € H'(Q;) ts a solution of (3.10) and if :

0
[, #ldy)un(wiv)dy = 0 forn < N(Aw),
—hoo
then @ is a solution of (3.8), if we set :
Forz < d:y(z,y) = &(z,y)
(3.12) oo

Forz > d:p(zx,y) = Z ane—a"“'w)(r—d)un(y)
n=N(\w)

0
with a, = /h &(d, y)un(w; y)dy and with N(A,w), an(A,w) and u,(w) defined as in lemma
3.2. o

Proof: The first part of the proposition is a direct consequence of lemma 3.2. Conversely,

: . oy ) :
notice that the function ¢ defined by (3.12) is such that ¢ and —02 are continuous through
z
T, so that the partial differential equation

Dy = Ap
is satisfied in Q0. Moreover, one can verify that o € H'(Q) as soon as :
Y alan(Aw) < +oo,
which holds since ¢ |s€ 111/2(2),

Remark 3.2 If A < —f2 (w), problems (3.8) and (3.10) are equivalent, since N(A,w) =
0. N

15



Let us consider the unbounded operator of L*(;), B(w, ), defined by :

D(B(w, ) = {LP € L*(); Do € L3(Q)), g—g =0 on Iy,

(3.13) . 92 _ g on T,

on

O = —T(w,A)p on E}
on

{ B(w, M) = —Ayp for p € D(B(w, A)).
Then, every solution (¢, A) of (3.8) is such that

€ D(B(w,})),» # 0,
(3.14) { Z(w, A = Aep. v

In particular, (3.14) is equivalent to (3.8) if A < —f2 (w).

Formulation (3.4) is linear with respect to 82 but it is set in an unbounded domain, while
formulation (3.14), set in the bounded domain Q;, is non-linear.

16



4 The basic spectral theory of the operator A(w)

In this section, we give a qualitative description of the spectrum of A(w). In particular, we
derive a lower bound for the spectrum and we determine the essential spectrum. The eigen-
values located below the essential spectrum are characterized by the Min-Max principle
and the question of possible eigenvalues embedded in the essential spectrum is discussed.

4.1 Selfadjointness of A(w) and lower bound for the spectrum

Let a(w;-,-) be the symmetric continuous bilinear form in H'() defined by :

e — 2
(4.1) af{w; p,¥) = /{;Vgp.Vz/dedy w /;F pdo.
Thanks to the Green’s formula, we see that :
(4.2) (Alw)e, ¥) = a(w;,¥), Y(p,¥) € H'(2),

where (-,-) denotes the usual inner product of L*(f2) and where A(w) is defined by (3.1)
and (3.2) .

This proves that A(w) is symmetric and that H'(Q) is the form-domain of A(w) . The
main result of this section is the following :

Theorem 4.1 The operator A(w) is self-adjoint

Proof: As A(w) is symmetric, it suffices to show that A(w) + Al is surjective for some
real A. Thanks to the Lax-Milgram lemma, this is a direct consequence of the following
lemma :

Lemma 4.1 There erists a constant A(w) > 0 such that the bilinear form a(w;,¥) +
M, ) is coercive in H'(2) as soon as A > A(w).

Proof:For any ¢ € H'(§1), we can write :
alwip,p)= [ Ve Pdedy—® [ |oldo+ [ |V dady—u? [ ol do
. Qe re, Q ry. .

where Q; and Q. are the subdomains introduced in section 3.2 and I‘}: and I'¢ the corre-
sponding free surfaces. Now, let us write forany 0 < e < 1:

W= Vo dedy—w? [ o[ do=
€ F
2

=0 [ 1Pyt =0 [ ([ 15ty 7 om0 ) do

Setting B¢ (w) = Boo(w/+/1 — €) where B, is defined by (2.2), we deduce by integrating
(3.7):

2 0
2y v 2 o > 0¥ 12 . ne 2 o 12 dzd
o 19o ety = [ o do > [ SE P dudy — g [ Lo P dedy

17



Consequently, we get :
/ |V<p[2(l.7:dy—w2/ Lo |2do >
Q. re,
> 6/9 | Vo |? dedy — (1 - é)ﬁéo(w)z/ | o [? dzdy
e QC

Let us admit for a while the following lemma

(4.3)

Lemma 4.2 For any g > 0, there exists C(n) > 0 such that :

Vo e H'(), [ lPdo<n [ |Vl dedy+Cln) [ 167 dady.
F : t

Thanks to lemma 4.2, we can write
[ 1Vo P dedy—o? [ JolPde 2 (1-m?) [ | V| dedy
Q, s S
— Cl)t [ | dady
Q,
Let us choose 5 such that 1 — nw? = ¢, so that we can regroup (4.3) and (4.4) to obtain :
/ |V¢|2drcdy-w2/ lo|?Pdo > e/ | Vo |? dzdy
Q e Q
~ max((1 - ¢ (), Ce?) [ | | dady

This proves that a(w; ¢, ) + A(p, @) is coercive in H'(§2) as soon as :

A > max ((1 - €) B, (w)?, C(n)w?)

(4.4)

n
Proof of Lemma 4.2: It the lemma was false, there would exist a constant C' > 0
and a sequence @, in H'(£;) such that :

[, 1¢t1do =1
r

3 :

2 dedy < =
Aﬁ%lwy_n
[ 1962 dady < C
Q,

Thanks to the trace theorem we deduce that @, |ri is bounded in HY*(TL) = HY*([0,d)).

As H'Y*(T%) is compactly embedded into L?(T'%), we can extract from ¢, a subsequence,
still denoted by ¢,, such that

Yn — 0 in L3(Q;)  strongly
Yn — 0 in H'(Q;) weakly
@n lp,— % in L?(T%)  strongly
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By weak convergence of ¢, in H(;), we deduce that 1 = 0 which is impossible since by

strong convergence in L*(I';) we have / | |*do =1
rl

F

Remark 4.1 Note that the result does not suppose any smoothness of the boundary JS
since we use only the compactness of the canonical injection from HY*(T'%:) into L*(T%).
]

Now, let b(w, X; ¢, 1) be the symmetric continuous bilinear form in H'(Q;) associated to
the operator B(w, A) defined by (3.13):

(4.5) bw, A; oy ) = /Q VoVpdedy — w? /r edot < T(w, N, ¥ >z
1 F

Here, < .,. >t denotes the duality product between H~1/2(Z) and H'/?(Z).
Now, let us state for the operator B(w, A) a result which is equivalent to theorem 4.1 for
the operator A(w).

Theorem 4.2 The bilinear form b(w, X; 0, %) + (e, ) is coercive in HY() as soon as
it > A(w) where A(w) is the constant defined in lemma 4.1. Consequently, the operator
B{w, A) is self-adjoint.

Proof:
The proof is straightforward, if we notice that :
+co
< T(w, N, >5= Z anal >0, VYoe HY(Q;)
n=N(Aw)

(where N(X,w), o, and ¢, are defined in lemma 3.2).
]
Let us denote by o(w) the spectrum of A(w) and by o(w, A) the spectrum of B(w, A).
As a direct consequence of theorems 4.1 and 4.2, we have the following inclusions.

o(w) C [—A(w), +o0]
(4.6) { o(w, A) C [-A(w), +o0[

In other words, A(w) is a lower bound for the spectra of A(w) and B(w, A). Since lemma 4.2
has been established by contradiction, we have generally no numerical estimates for A(w).
However, for some particular depth profiles, we can derive directly an explicit expression
of a lower bound for o(w) and o(w, A). Indeed, we have the

Lemma 4.3 (i) If h~ > 0, where h~ is defined by (2.1), then we can choose in (4.6)
A(w) = (B7(w))? where B~(w) is the positive solution 8 of :

Btanh(Bh) = w?
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(it) If the function h(z) satisfies for some o €]0, g—[
(4.7) h(z) > Min(z tana, ho,)

w , ‘
then we can choose in (4.6) A(w) = sin’ o BZ(——) where the function B is defined
. sin o
by (2.2).

These two situations are illustrated by figure 7

Proof:

R

\/\‘

Figure 7: (i) h— > 0 (it) A(z) > Min(ztan o, hy)

(i) By (3.7), we have

400 0 400 10 +o0
/0 /_h_ | g—i |2 dxdy + ﬂ’(w)Q/O /-h_ p*dzdy > w2/0 ©*(z,0)dx
for every ¢ € H'(]0,4+00[x] — h~,0[ ). Assertion (i) follows since, by definition of A~:
]0, +00[x] — h~,0[C Q

(ii) Set
{ X=z+4+cotay,Y =y,
p(z,y) = $(X,Y)
Then by (4.7) we have for every ¢ in H}(§)

. oo f0 M, N o - 2 [T 2y ,
a(w,np,go)Z/o /.hm{"a')?’ + | gy +cotazs | d)\dY—w/o B3 X,0)dX.
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so that, for every ¢ > 0:

+o0 t2 o
w; ©. ) / / 1+cot2(1—e)|dl/) (1—CO O)| /|2(1X(1Y
hoa € 8)
- w / 1/) (X,0)dX
0
Assertion (ii) follows then from (3.7) by taking :

6:1+cot2a

4.2 The essential spectrum

Our aim is now to determine the essential spectrum o.,(w) of the operator A(w).
First we prove the

Theorem 4.3 The following embedding holds :

[_520("‘))’ +00[C Tess(w)
where Boo(w) is defined by (2.2).

Proof : Since o..(w) is a closed set, it is sufficient to prove the following inclusion:
] = Bo(w), +00[C 0ess(w).

Let o < 82 (w) and consider the sequence of functions

Ya(2,y) = On(c)(z,y) n €N

with
{ ¥(z,y) = cosh(Boo(W)(y + hoo)) exp(i(fZ,(w) — 0)'/*2)

bula) = =02

where ¢ is such that h(z) = hy, for 2 > x5 and where § is a C, function such that :

0<8(z)<1 Vre R
O(z)=0 f z<~-lorz>2
f(z) =1 if 0<z<1

To prove that (—o) € o.ss(w), it suffices to show that (¥, ), is a singular sequence i.e. :
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(1) l]m;glf l 1y, 'Q> 0
(1)t € D(A(W)) and  lim | A(w)th, + othn Jo=0

First we have :
P 12 dady = glw /().: 2da:
[ 1 dady = g() [ 0(a)dn
where : o
g(w) = / cosh?(Boo(wW)(y + how))dy
J—hoo

That proves (i).

Moreover, it is easy to verify that i, € D{A{w)), and we have :

o
Ox

= o+ 2(FL(w) — o) M0, + U0

A = 0,0¢ + 2220, + 0"

Consequently :

| Ao+ 0ba B S o(w) (2082(0) - 0)'7? [ 0i(w)do + [ 01(z)de)

/RO;(Q;)erc = -% 0'(z)*da

n? Jr
H 1 "
/Rﬁn(x)de = ;‘-/;20 (z)*dzx
which proves (ii).

Let us consider now the following bilinear forms :

Op J
dwip, )= | a(; ad)d dy + B2 (w )/le)drdy

(4.8)
—Boo w)/ tanh(Be(w)h(z)) o(, 0)4(z, 0)dz

(4.9) plw;p.¥) = / {,300 w) tanh(Beo(w)h(x)) — w2} w(z,0)y(x,0)dx
Then we have the :
Lemma 4.4 (i) The bilinear form a{w; v, ), defined by (4.1), can be written as :

) Jp 0
) alwip ) = —Lw) [ pwdedy + [ S290 deay
.l ’

+ (w0, %) + plws @, ¥)
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(ii) The bilinear form d(w;.,.) is positive
(i1i) The bilinear form p(w;.,.) is compact in H'(S) i.e.

©n — @ weakly in H'(Q) = p(w; @n, pn) — p(w; @, @)

Proof : The decomposition (4.10) is obvious. The assertion (ii) is a consequence of (3.7).
The assertion (iii) results from the compacity of the trace application :

@ € HY(Q) — o(z,0) € L*([0, z0)).

Using the previous lemma, we can prove the
Theorem 4.4 One has the following equality :
Tess(w) = [= 8% (w), +o0]
where foo(w) is defined by (2.2).

Proof : By theorem 4.3, it remains to establish the following inclusion :

Oess(w) C [~532 (w), +ool.

Let X € 0ci5(w). Then there exists a sequence (1, )nen of D(A(w)) such that :

|1Z)nlg=1 \'/nGN
(4.11) A(w)h, — Mp, — 0 strongly in L*(Q)
¥n — 0 weakly in L?(2)

By (4.11), a(w; ¥, ¥,) tends to A as n tends to infinity. Consequently, by (4.10):

I 61/)71
Oz
But by lemma 4.4 and by (4.11) :

p(wy d"n’ d)n) —0
It results then from the positivity of d(w;, ) that :
At Bo(w) 2 0

and that achieves the proof.
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4.3 On the existence of eigenvalues in the essential spectrum

A difficult question concerns the existence of eigenvalues A of the operator A(w) such that -

(4.13) A2 =L w).

In, fact this problem is still open. It is related to the very difficult problem of unique-
ness for the linearized two-dimensional water-wave problem ( cf.[12], [24]). The study of
the existence of embedded eienvalues leads, in other applications, to different conclusions
depending on the problem which is considered. The absence of embedded eigenvalues has
been proved in particular for Schroedinger operators (cf [23]) and for the acoustic propa-
gator in stratified media (cf {32)). However, examples of embedded eigenvalues have been
exhibited in various cases (cf [6], [13],{35]).For our problem we give a partial solution by
proving the :

Theorem 4.5 The eigenvalues of A(w) have finite multiplicity and form, at most, a count-
able sequence tending to infinity.

As a consequence of theorem 4.5 and of (4.6), we have the

Corollary 4.1 The operator A(w) has at most a finite number of eigenvalues below the
essential spectrum.

Remark 4.2 Corollary 4.1 can be obtained by various other techniques (cf. [14],[31] )
and corollary 5.8. For the purpose of this section, theorem /.5 proves moreover that there
are at most a countable set of eigenvalues embedded in the essential spectrum.

Proof of theorem 4.5 : To establish this result, we will proceed as Nedelec and Starling
(cf. [21]). By the proposition 3.1, it is sufficient to prove that the values A € R such that
A is an eigenvalue of B(w, A) form a sequence A, such that A, — +oco.

By theorem 4.2.7and by Lax-Milgram’s theorem, the operator B(w, A)+ 1/ is invertible for
¢ > A(w). The operator (B(w, A) + pl)~! is continous from L?(;) into H'(Q;) and since
Qi is bounded, (B(w, A) + pI)™! is compact from L*(Q;) into L*(Q;). From the classical

results of spectral theory for compact self-adjoint operators, we deduce therefore the

Lemma 4.5 The spectrum o(w, ) of B(w, ) consists in an increasing sequence of real
eigenvalues (pn(w, A))a>1 such that p,(w,A) — +oo. Moreover, pn(w, ) is characterized
by the following formula :

b(w, A 9, 9)
14 = _mi ST
(4 !) ””(w’ /\) ver{}:?ﬂ.) wg\l/z);o | ¢ l?zlv

where V(%) denotes the set of all n-dimensional subspaces of H'(;). (Each eigenvalue
is repeated a number of times equal to its order of multiplicity).
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Consequently, a value A\ € R is an eigenvalue of B(w,A) if and only if A satisfies for
some nn > 1 :
(4.15) /t,,_(w,/\) = \.

Let us admit for a while the following result :

Lemma 4.6 The function A —— p(w, A) is continuous and non-increasing in A.

Then, it i1s obvious that equation (4.14) has a unique solution A,. Moreover, the sequence
A, tends to infinity whith n. Indeed, suppose that A, < A for every n. Then :

ft’;(wa A) < /bz(‘-‘% )‘n) = /\n < /\, n >1

and that is impossible since p,(w,A) — +00 .
That achieves the proof of theorem 4.5.
[ |

b Yy Ar ¥, .
One can check easily that, for any given ¢ € H'(Q;), the function A — M 1

E2r
non-increasing in A. The same is a fortiori true for A —— y,(w, A}. It remains to establish

the continuity of A — p,(w, A). Let A < X' and o € H*(9;). Then :

Ww, X 9,0) — b(w, N p,90) =< (T(w, A) = T(w, A )p, ¢ >5 .

Proof of lemmma 4.6:

In the following, we use the notations of lemma 3.2. We consider two cases :
Case 1: &3 € A< N <&, for some m > 1.

Then :
Ny =N\X)=m

and therefore :

Z(an—k—ﬁ —A)a

n="m

b(w, A0, 0) = b(w, X; 0, 9)

Z \/fn_)‘+\/£n_/\l
< (M- )(\/ﬁn—X+\/€n~X) o Ie IZ2(s)

Case 2: £y S A< N =¢£, for some m > 1

IN

Then :
N(A)=mand N(A)=m+1
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and therefore :

bw, Ao, 0) — blw, N;p,0) = VN —Xd? + Z <\/§n — A= \/fn — /\’) al

BN
(\//\I - A+ m) e ls H%R(E)

Consequently, we have proved that, for every ¢ € H'(£;) and for A < A’ :

IN

(4.16) 0 < b(w, A;0,0) — b(w, N 0,0) < (M M)le s

2
LA(Z)

where ¢(A, ') is independent on ¢ and tends to 0 when (A" — A) tends to 0.

Now, by theorem 4.2 and by the continuity of the trace application from H'(£;) into
L*(%), there exist two constants C'(w) and x> A(w) such that :

(4.17) e |5 25y < C@)(b(w, N0, 0) + 1@ 1d), Vo€ H' ().

From (4.16) and (4.17) we deduce, for ¢ # 0:

b(w,A;;p,w) < b(w,A;f,w) < Uw, ;;o,so)(l T C@)e(A V) + pC(w)e(A,N)
| o [, | o |3, Lo |3,

and consequently
i (0, X) S im0, A) S (i, (L + Clw)e(A, X)) + pC(w)e(A, X)

which proves the continuity of u,,

4.4 The Min - Max principle

In the sequel, we will study exclusively the eigenvalues of the operator A(w) which do not
belong to the essential spectrum o.,(w). The set of these eigenvalues will be denoted by

o4(w).
From (4.6) and theorem 4.4, we deduce
(4.18) oa(w) C [=A(w), +00[N] — 0o, — B2 (w)[

Moreover, by theorem 4.5, o4(w) is a finite set and each eigenvalue A of o4(w) has finite
multiplicity.

In the sequel, we denote by N(w) the number of eigenvalues of ,(w), each of them counted
a number of times equal to its multiplicity. We will say that N(w) is the “number of guided
modes at the pulsation w”.
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The way to study the eigenvalues of oy4(w) is very classical and is based on the Min-Max
principle (cf. [23]). Let us set :

(4.19) Sw)= i Awie?)
ce (@0 | @ |4

and for every integer m > 1 :

(4.20) Saw)= sup  inf winn®)
VeVmo (@) eV oo [ 95

where
e a(w;p, ) 1s defined by (4.1)

e V,.(Q) denotes the set of all m-dimensional subspaces of HY(Q)
e For V.C H(Q): V+ = {z;’) € H(Q); [ eduds =0, € v}
Q

One can use equivalently the following formula (cf [4])

, . a(w; ., )
4.21 Sm{w) = dnf = su
(4.21) (@) V V() pevinmo | @ 13

Then we have the

Proposition 4.1

7) —A(w) € Si(w) € ... 8- (w) € —B%(w), Vm.

(
() os(w) = {Sm(w)im < N())
(i71)  Sm(w) = =% (w), ;. Vm > N(w).

In other words, we have
o If S, (w) < —B%(w) then N(w) 2 m
o If S;p(w) = —B2 (w) then N(w) <m

In the sequel, we will use extensively this characterization of N(w).
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5 Mathematical study of the dispersion curves

5.1 Preliminary results

In this section, we study general properties of the dispersion curves and we present some
techniques of comparison which will be used in the sequel.

5.1.1 General properties of the functions S,,(w)

The functions S,,(w) are monotonic. Indeed,we have the

5.1 The functions w — Sy (w),w € RY, are non-increasing.
Lemma 5.1 (W), , g

Proof : This result is obvious since, for every ¢ € H!(2),» # 0, the function

a(w; @, )
Lo 14
is non-increasing.
Moreover we have the following regularity result :

Lemma 5.2 The functions w — S,,(w) are continuvous and almost everywhere differen-
tiable.

Proof: Suppose for example w; < w, and let ¢ € H'(2) such that / w*dzdy = 1. Then :
Q

0 < a(wr;9,9) = alwa; @, ) = (wf — w?)/r p’dz
F

By lemma 4.1. and by the continuity of the trace operator from H'(§2) into I'r, there exist
two constants C; and C; such that :

/I‘ oldr < Cia(w;p,9) + C2 Vw < w;
F

Therefore, we have :
a(wi¢,) < a(wii e, @) < (14 (] = w})Cr) a(wrip, ) + (] —w])Cs
and consequently :
Sm(wz) € Smlwn) < (14 (W] — w})C1) Smlwn) + (Wi = w})C
This inequality proves that the function S,, is continuous and locally Lipschitz. The lemma

follows.
B
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Remark 5.1 In fact, we can prove that A(w) is a selfadjoint holomorphic family of type
A, wn the sense of Nato (cf.[15]).

Consequently, the functions w — S,,(w) are in fact piecewise analytic. The singular
points are, either points where the graphs of various eigenvalues intersect, or points where
the mode is “cut-off”, i.e where

Sm(w) = =L (w).

The singular points do not accumulate except may be at these cut-off values.

5.1.2 Comparison principles

Many comparison results can be directly deduced from the Min-Max principle and provide
quantitative estimates for the functions S,,(w). First we have the

Lemma 5.3 Let h(z) and h(z) be two positive functions satisfying (1.1) and such that :
(5.1) h(z) < h(z) ae. >0
then (with obvious notations) :
gm(w) < Sm(w) Ym < 1,Vw € R.
Proof: Let  be the domain associated to the relief function 4 :
Q= {(w,y) ER%2>0,—h(z)<y< 0}

and Q the domain associated to k. Then, by (5.1), Q C Q.

As we know that S,,(w) < —82(w) < 0 we can restrict ourselves to work with functions
© € H'(Q) satisfying : .
a(w; ) <0

Let  be such a function and set @ = ¢ |5. Then ¢ € Hl(f)) and we remark that, with
obvious notations :

a(w; @,90) < @(w;p,0) <0 and | |3>] 3 |3

Consequently, if » # 0, we deduce that :

a(wip,p) _ alwi$,9)
lelh = 1o}
The lemma then follows by formula (4.21).

This lemma has the following immediate corollary :
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Corollary 5.1 Let h(z) and 7)(7,) be two posilive functions satisfying (1.1), (5.1) and :
(5.2) hoo = heo

then : N(w) > N(w), Vw € R.

The two following comparison principles we will state are particular consequences of Jones’
results (cf. [14]).

We consider again the decomposition = 2, U ©; of section 3.2. Notice that, for the
results we will establish further, we can choose the abscissa d of ¥ equal to .
Consider the unbounded operator of L3(;), AP(w) with domain :

D(AP(w)) ={ ¢ HY(); ¢ € [/2(91),%"—? =0 on I'y,
% =wloonlTh,p=00n% }

defined by :
AP(w)p = =D

As in lemma 4.6, we can prove that the spectrum of AP(w) consists in an increasing
sequence of eigenvalues (S2(w)) tending to infinity, where S2(w) is defined by the following
expression :

, ai(w; @, )
(5.3 Sp(w)= jnf  sup ———m
) m(w) VEVE peVoro | 9 |3

where VP denotes the set of all m-dimensional subspaces of the space HL(£;):

Hb () = {¢ € H'(Q);¢ |z= 0},

and where :

a;(w; 9, 0) =/ | Voo |? dedy —w2/, @*do.
Q e
With these notations, we have the :
Lemma 5.4 S,(w) < S2(w) ¥Ym>1vVweR.

Proof: The space H}(;) defined above can be considered as a subspace of (), since
every function of H},(£;) can trivially be extended to a function of H'(f2).

Therefore, we have :
VP c V.(Q),Ym > 1

and the lemma results from formula (4.21) and (5.3)

From this lemma and proposition 4.1, we deduce the
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Corollary 5.2 If S2(w) < —p%(w), then N(w) > m.

Lemma 5.4 gives a result of comparison between the eigenvalues of A(w) and the eigenval-
ues of a “Dirichlet interior problem”. Likewise, we can compare the eigenvalues of A(w) to
the one of a “ Neumann interior problem”.

Indeed, consider now the operator A™(w) with domain

! d 0(,9
DY) = { € 12, (52 =) I, = 0.5 Iryua= 0}
defined by :

AN (w)p = —Ap.

Like AP(w), AN(w) has a purely discrete spectrum, consisting in an increasing sequence
of eigenvalues (S)Y(w))m>1 tending to infinity. The expression of SI (w) we will use is the
following :

SN(w) = inf ______ai(w; 90; #)
CEH Q)0 | |2
(5.4) and form > 1

: @:(w; @, ¢)
SN(w) = su inf ——22T7
n () Vevr{l“:’)_l peVipzo | l?],

where V) denotes the set of all m-dimensional subspaces of H'(€);) and where :
Vi= {cp eV, /ﬂ ppdrdy = 0,V € Hl(Qi)}

Then we have the

Lemma 5.5 Sn(w) 2 Min(S](w), —f%(w)) Yo €R,Vm >1

Proof
By formula (4.20), we have :

Sm(w)= sup inf “"(“"?%f) + ae(wzwo, )
VevmoiweViezo @ lp + 1@ lg,

where we have set :
ac(w; @, @) =/ | Vo |? dzdy —w2/ ¢ldo.
Qe re
But a direct consequence of (3.7) is that, for every ¢

ac(w; @, 0) = =B (w) | ¢ |a,
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Therefore, if ¢ g, 0 :

(Wi 9, 0) + (Wi, ) | oo (af(w;so,so) g (w)) .
lold, +1eld. leld, = 7%

The lemma follows then from formulas (5.4)
|

As a consequence of the previous lemma and proposition 4.1, we have the :

Corollary 5.3 If SN(w) > —B%(w), then N(w) < m. In pdrticular, N(w) s finite for

every value of w.

y
A

Y

4

AN > X
. h(x) h :'(X)

Figure 9: Comparison with a shelf

Remark 5.2 Corollaries 5.2 and 5.3 provide quantitative estimates for the case of a shelf
(cf-[8]) (cf- figure 8). Indeed, if d is chosen equal to the width of the shelf, Q; is a rectangle
and the eigenvalues SP(w) and SN (w) can be calculated analytically.

Set : i
) = 28] Pl
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where B7(w) is the solution of the equation :
Btanh(ph™) = w?

and h= s the depth above the shelf.
Then the results can be summarized as follows :

1
(i) If m < d{w) <m+ 3 then m < N(w) <m+1

1
(i) If m + 5 < dw) <m+1 then N(w)=m+1

Since d(0) = 0 and lim d(w) = 0, it results form (i) that there is at mosl onc: guided

we—4o0

mode at low frequency (w — 0) and high frequency (w — +00).

By corollary 5.1, this vemains true for every profile h such that h™ > 0 (cf. figure 9).
Indeed, if h is defined by :

1.1.(.1:) =h7 ifx<agand iL(I) = ho, if T > T0,
then h(a) < h(z) p.p. © > 0, and consequently :
N{w) > N(w) for every w.

However, these results will be established by other methods in the following section.

5.2 Results for abitrary shapes
In this section, we will establish various results which do not depend on the behavior of
the depth function h at 2 = 0.
5.2.1 Existence results
We begin by a non existence result. Suppose that (see figure 10):
h(2) > he,Va > 0,

then, by lemma (4.3) :

0 (W) = Tess(w) = [B5(w), +ool,

and consequently, there are no eigenvalues below the essential spectrum. Notice that, by
Fourier transform, it is easy to prove that there are no eigenvalues, even in the essential
spectrum.

So we have proved the :

Lemma 5.6 [f h™ = h, (where h™ and h,, arc defined by (2.1)), N(w) = 0 for every w.
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>

h =ha

_//—

Figure 10: A case of non existence

Conversely, we have the :
Theorem 5.1 If h™ < heo(cf figure 11), then there ezists a constant w* > 0 such that :
(5.5) Si(w) < =2 (w) forw > w”

and consequently
N(w) > 1 forw > w"

> <

T
1>
N

Figure 11: A case of existence

Proof: The idea of the proof is due to Garipov (cf [16]). We consider the test function ¢,
defined by :

pal@,y) = wly)e™™*
where « is a strictly positive constant and where :

cosh( B (w hoo ify > —heo
w(y)z{ : h(ﬂ ( )(y+ )) iizz—hm
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Then we have :

a{w; @, ) + 5;(‘”) o |?2

+oo 0 (l ) o ,
= / / | £ 12 +a?w? + B2 (w)w? | dy - wzwz(O)} e 2% dy
0 —h{x) (i'_l/ ;

Moreover, by definition of w :

(%)2 + B (w)w? = B2 (w)cosh(20oe(W)(y + hao)) iy > —hs

= ﬂgo("“') if y < ~hx

and consequently :
0 @ 2 2 (. '12 =
["l(ﬂf) {l dy |* 85 (w)u }dy =
%,/3m(w)(sinh(2ﬁoo(w)hm) ~ sinh(2Boo(w)(hoo — A(2)))) i A(z) < heo

%5m(w)(smh(zﬂm(w)hoo) + B2 () (A(z) — hoo) if h(z) > ho
Using the identity :

Boo(w)

sinh(2800(w)hoo ) — w? c0sh?(Boo(w)has) = 0
which is derived from (2.2), and the inequality w(y) < cosh(fB.(w)hs) we get :

a(w;0,0) + BL(w) | ¢ 3 < < cosh®(Boo(w)hec)

Ll

(5.6) —‘3“2(“’) / _sinh (2850 (w)(hoo — h(2)))e >**dz
+ Bo(w) ] (h(z) = hoo)e™**"dx
where

¥y~ ={z > 0;h(z) < hos}
7 = {2 > 0iA(z) > ho)

To prove (5.5), it suffices to show that the right hand side of (5.6} is strictly negative for
w large enough. By hypothesis, i~ < h,,. Therefore, the set

{:r > 0; hoo — A(z) > %(hoo - h_)}

has a positive measure which we will denote by u. Hence as vy~ C [0, zo] :

Va <1 / sinh (28,0 (w)(hoo — A(z)))dz > p €7 sinh(foo(w)(hos — A7)
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Since f(w) tends to infinity like w? as w tends to infinity, this integral increases exponen-
tially with w. Therefore as soon as o < 1, for w great enough :

(5.7) % L_ sinh (2800 (W) (hroo — M2)))e > ¥ dz — Boo(w) L+(/z(zr) — ho)e **%dx > 0

To conclude, notice that for each fixed w such that (5.7) holds, a can be choosen small
enough for the right hand side of (5.6) to be strictly negative.
B
By a slight modification of the previous proof, we will show that, under an integral
condition on h which is explicited below, the fundamental mode exists at every positive
frequency:

Theorem 5.2 If h~ < hy, and if :

(5.8) /0+°°(h(x) — ho)dz <0,

then
(5.9) Si(w) < —B2 (w), for every w > 0.

Proof : From formula (5.6), we deduce the following inequality :

a{w; g, )+ B (W) | ¢ 13< gcoshz(ﬂm(w)hm) + ﬁ;(w)/()+oo(h(x) — hoo)e 2 dx

Then, by (5.8), for every non-zero value of w, we can choose the value of @ small enough
to make the term at the right of this inequality strictly negative.
n
We will prove now that condition (5.8) is in fact necessary for the fundamental mode
to exist at arbitrarily small frequencies :

Theorem 5.3 Suppose that there is a sequence (wn)nen of RY such that

Wp — 0,
S1{wn) < —B2% (wn),¥n € N,

then the depth profile h necessarily satisifies condition (5.8). Consequently, (5.9) holds.
Proof : By hypothesis and by lemma (5.6), we have :
SM{(w,) < =82 (wn),¥n € N,

where SV(w) is defined by (5.4). Consequently, there exists a sequence of functions of
H'Y(£.), (9 )nen, such that :

(5.10) @i{Wn; Pny Pn) + Bro(wn) | @ 1§, < 0.
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We can choose the functions ¢, normalized as follows :

(5.11) pido =1

e

From (5.10) and (5.11), we deduce :
/ {] Vo |? +;’3m(w“)2(pfl} drdy < w?
Ql

From this estimate, it results that the sequence (V¢,),cn converges strongly to 0 in

(L*(£2;))* and that :
2

w
5.12 / ¢ ,21(1,1:(17 < —D1
(5.12) o, FrlEdy < g

as w tends to 0, (5.12) proves that the sequence (¢n)nen

Since 3..(2) is equivalent to \/‘;;
is bounded in L*((,), and therefore in H'(§);).

By classical compactness results, there exists a subsequence still denoted by (¢, ), which

converges strongly in F/'(£2;) to a constant function . By (5.11), » = —= and by (5.12).

Ja

1 d
(_//o h(z)dz < ho

which is equivalent to (5.8).
|
Finally, we will prove that only the fundamental mode can exist at low frequency :

Theorem 5.4 There exists a constant w, > 0 such that :
So(w) = =B (w) for w < w.

and therefore :
N(w) €1 forw < w..

Proof : By lemma 5.5, it 1s sufficient to prove that :
SM(w) = =B (w) for w < w..
Suppose that is false. Then there exists a sequence w,, w, — 0 and a sequence (,), v, €

HY(Q;), such that :

{

/ ,(z,0)dz =0
12

/ ¢i(z,0)dz = 1
Trp

a-i(wp; Pps Lror)) + ﬁw(wp)z l ¥Pp |S2'2.< 0
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From the last inequality, its results that Vi, — 0 strongly in (L?(©;))? and that ¢, is

bounded in L3(€2;) (since Boo(w,) ~ % when p — +00). Consequently, ¢, converges to

Voo

©, weakly in H1(€;) and strongly in [,2(19,) and ¢ must satisfy :

Ve = O,/ ©*(x,0)dx = 1 and @(x,0)dzr = 0,
L T

F

which is impossible

5.2.2 Properties of the fundamental mode

We can now establish a Krein-Rutman type result :

Proposition 5.1 [f Si(w) < —B2% (w), then :
(1) S1(w) is a simple eigenvalue of A(w).

(1i) The associated eigenfunction ¢ can be taken such that o(z) > 0 a.e. in Q.

Proof We proceed as Manes and Micheletti ([18]). Let ¢ be an eigenfunction associated
to Si(w) and set ¢t = max(y,0) and ¢~ = min(p,0). Then, by [25], »* and v~ belong
to H'(Q2) and we have :
a(wip, ) _ a(wip® o) +alwivT,e7)

lv 1o et o+ 19 13

Suppose neither ¢ nor (o~ are identically equal to zero, and suppose, for example :

(5.13) Si(w) =

a(wipt ") swipT e7)
et e T le
Then, by (5.13) and (4.19) :

Si(w) = a(wip ) _ alwipt, o) _ alwipT,e7)
| 13 Kk | o1&
and consequently, »* and ¢~ are eigenfunctions associated to S)(w). Therefore, * and
"~ are analytical in Q.

But since ¢t~ is identically 0 in 2, one of the two functions ¢ or ¢~ must vanish
1dentically, which is in contradiction with the hypothesis.

So we have proved that every eigenfunction ¢ associated to S;(w) can be taken every-
where non-negative.
Now suppose ¢ and 3 are two eigenfunctions associated to Si(w) and set :

At = {a e R;ap+ 1 > 0ae. in Q}

A" ={a€Rjap+ <0ae in N}
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Then A* and A~ are closed subsets of R and by the first part of the proof : At U A~ = R.
Consequently, A* N A~ # 0 and  and 1 are linearly dependent. This proves (i).
]
From theorem 5.4, we deduce (cf. [15]) the

Corollary 5.4 The function w —— S)(w) is holomorphic in cvery interval 1 C R such
that :

Si{w) < =4 (w),Yw e |

5.3 The case of the chiff

We will establish in this section some high frequency results concerning the case of a cliff,
le.

(5.14) h™ >0

or, more generally :
(5.15) h(x) > Hz" for small 2, with 0 <y < land H >0

Under assumption (5.14), we have already proved (see the end of section 5.1) by compari-
son results that N(w) <1 for large w.

We will prove this result again, by a technique which can be generalized to the case of
a profile satisfying (5.15).

We establish first a preliminary lemma :
Lemma 5.7 Suppose there exists a sequence w,, w, — +0o, such that :
Sa(wp) < =F(wp). VpEN,
then, there exists a sequence (¢,), 9, € HY(Q;), such that
d
() [ ealz,0)dz =0
0
d
(z) / ox(z,0)dz =1
T 0
(222) / { b4 |2 +gof,} dzdy <1
(iv) / |2 dzdy < B, / (tanh(B,he) — tanh{B,h(z)))¢2(z,0)dx

where B, = Bo(w,).
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Proof : As in the proof of theorem 5.4, we can consider S)Y(w,) instead of S(w,) and we
deduce the existence of a sequence (i), 0, € H'(£;), satisfying (i), (ii) and :

(5.16) | Q190 12 48202} dedy < 2.

- Moreover, by (3.7), we have:
oy 12 | . d
(5.17) /Q‘ {[ _aT}P 12 _sz(P’?)} dady > ,[f,,/(; tanh(B,h(z))p2(z,0)dz

From (5.16) and (5.17), we deduce (iv).
The result is finally obtained by a scaling. Indeed, if we set :

- y
oz, y) = %(-’C»B—)
p
one can easily check that (¢3,) satifies all required properties.

We are now ready to prove the

Theorem 5.5 If the depth function h satisfies (5.14) or (5.15), then there exists a value
we such that :

$(w) = =% (w) for w > we,

Proof : By lemma 5.10, there exists a sequence @, satisfying (i), (ii), (iii) and (iv).

1. Suppose first that & satisfies (5.14). Then, we deduce from (iv) the following inequal-

ity
op 1

i

(5.18) < By(tanh(B,heo) — tanh(B,47))
< 2ﬁpe—2ﬁph7

Joined with (ii1), this proves that (,) is bounded in H'(£2;). Consequently, there
exists a subsequence still denoted by (¢,) which converges to some ¢ € H'(f;)
weakly in H'(£2;). By compacity, ¢ satifies :

d d
/ o(z,0)dz = 0 and / @*(z,0)dz = 1.
0 0

But this is in contradiction with (5.18), which implies that £ is identically zero.
T

2. Suppose now that h satisfies (5.15) for z < o where 0 < o < 1 and set :

h. = inf h(z).

r>o
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Then , we deduce from (iv) :
O(Pp 2 o= 2BpHia” ,—2Bphs
/ | B |* dady < 2,3,, " e, 2(z,0)da + 2f,e
Q; ar .

Consequently, by the Holder’s inequality, we obtain for ¢ > 2 :

Jo, . 28,k
(5.19) / (}jp |? dzdy < ||gp||%r(o.1)H%”ZM(F'P) + 2f3,e 2k
where :

gp() = 2B,e7 2 H=",
q

¢—2

r =

Moreover, setting y = 2r83,Ha", we obtain :
N iy 1/r
”gP“L'(Ol < 26})(2:8;;1]7 '" [ / y dy]

1 2
and consequently, if 1 — — < 0 (i.e. if ¢ > ——),
T 1=

”.‘Jp”L'(o,l) —p—too 0.

Then we notice that, by the continuity of the trace application from H!(Q;) into
HY2(T%) and of the injection H'/%(T%.) — LI(T'%.), there exists a constant K such
that : '

leplizorsy < Klleplline,)
Finally, by (5.18) and (iii) we have :

0 9 .
591) IQ <K ”gpnl T(0,1) <1+ | 9Pr ‘Q) + 2,3;,(; 20Bph.

which proves that | e |, tends to zero as p — +o0o. We conclude then as in the

first part of the proof.
]

By theorems 5.1 and 5.5, if A~ < hy, only the fundamental mode exists at high frequency.
We will now study the asymptotic behavior of the fundamental dispersion curve w +—
S1(w). As a direct consequence of lemma 4.3, we have the

Lemma 5.8 If the depth function h satifies (5.14), then
_(Sl(w) + ﬁgo(LU)Q) S 4(,‘)46_4“’2,7'_(1 - 46—2w2h_)—1

for large w }
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Proof : Indeed, we have :
—B7(w)* < Si(w) £ —Bo(w)®
where
f~(w)tanh(B™(W)h™) = Boo(w) tanh(Boo(w)he ) = w?

and :
w? < Boo(w) < B (w) < w?(1 - 26‘2‘”2’1‘)—1

Remark 5.3 Let ¢o(w) be an eigenfunction associated to Sy(w) (for w large enough). By
lemma 3.2, we know that @(w) decreases ezponentially as + — 400 as e~ ywhere :
ag(w) = (=B (w) = S1(w))'/*.

By the previous lemma, we see that the rate of decay ao(w) tends to zero as w tends
to infinity. This means that the energy becames less and less confined as the frequency
INCreases.

In the general case, we have the

Lemma 5.9 [f the depth function h satisfies (5.15) then :

| Si(w) + B (w) |

w9

— 0 asw — +o0

for :
8y —4

Y

q >

Proof : To prove this result, we compare the profile A with profiles hy such that :

z tanfif z < 14
hoog = zgtan b if z > x4

he(z) = {

Indeed, if 6 is near enough from %, we have :

(5.20) h(z) 2 he(z) a.e

provided that : zotan = Hz]. (see figure 12)
So, 4 and h, ¢ are defined by :

(5.21) { 2o = (H tan0)=

heos = HT=7 tan §7=5

42



>
>

W

hs h
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Figure 12: The relief hy

From (5.20), we deduce by lemma 4.3 :
—-ﬂg(w) < Si(w) < —ﬂ:o(w),Vw € R*,

where fBg(w) is the positive solution of :

w2

Be tanh(ﬁ0hoo.0) = T35

sin? g’
As in the proof of lemma 5.11, a simple calculation provides then the following estimate

| Su(e) +B2() | _ ey
w - 1—c¢

1 1-—sin4d

(5.22) ( Y +¢)

with € = 4e~2"heoo

T .
That inequality holds for every angle # near enough from 3 In particular, we can choose,
for large w ::
n
0=—-—w'?

2
for some real p > 0. For that choice, we get by (5.21) :

-1 —_—

heop ~ H=7wT™  asw — 400

Consequently, if

(5.23) 227 S
1-7v

then € tends exponentially to zero as w tends to infinity.

Moreover

(5.24) ' Y~ 2w asw — 00



| S1(w) + BL(w) |

w

Finally, by (5.22), tends to zero as w — +oo if

(5.25) 4-—-q—2p<0
To find an integer p satisfying (5.23) and (5.25), we must have :

4 — 21 —
¢ _ (1-7)
2 Y

1
Remark 5.4 (i) For vy < 3 by the previous lemma:

P Si(w)+ BE(w)|— 0 asw— +o0

It means again that the energy becomes less and less confined when the frequency increases.
(it) Notice that for every v < 1

| Siw) + B2 |

w?

(5.26) 0 asw — +o0

5.4 The case of the sloping beach
We suppose now that the profile 4 is such that

h(z
(5.27) lim (z) = tan o
r—0 g
with
! 0<ac< al
5

Firstly, we will prove that there are in that case at least AM(a) guided modes at high fre-
quency, where M («) is the number of guided modes for the infinite sloping beach studied
by Ursell ({30]).

Conversely, our conjecture is that the number N(w) of guided modes at high frequency
remains bounded as the frequency increases, but we succeed to prove it only if

h(z)

lim inf

id
> tan —.
=0 xr 4

Let us first briefly establish various results concerning the case of an infinite sloping beach
with angle a.(cf. figure 2) We denote by &, the corresponding profile

(5.28) ho(z) = = tanea,Vz > 0,
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and by Q, the associated domain
Q. :{ (z,y) €R*%;z>0and — h,(z) <y <0 }

Notice that /., does not satisfy hypothesis (1.1,(i1)).
However we can define an operator A,(w) as we defined A(w) (cf. section 3.1), by replacing
in the definition Q by Q.. Then we have the

Lemma 5.10 The operator Ay(w) is self-adjoint and

2

(5.29) (Aa(w)p,9) 2 (=

— )’ lela, V9 € D(Aa(w)).
sin a

Proof : Using the same change of coordinates as in the proof of lemma 4.3, we obtain

likewike
too 87// 2 - s -
(5.30)  (Au(w)p, ) > sin® a/ / |52 [P dXay - / 2(X,0)dX

Now, for every u € H!(] — c0,0[) we have

0
u(0)? = / (u?)dy = 2/ du y)dy

and therefore, Ve > 0:
0 .
(5.31) u(0)? < 52/ widy + — / | 3—: 2 dy.

From (5.30) and (5.31), by choosing ¢ = ,—, we derive finally (5.29).
sin &
|

Let us now denote by a,(w;, ) the bilinear from associated to A,(w) and by S5 (w)
the sequence of Max-Min (m > 1)

w; ¥, ¢)
5.32 : S%(w) = inf sup —(—’———-—
( ) m( ) VEVm(Qa) peVipzo | @ ISZL,,
Notice that {2, is invariant under every scaling of the form

X=71z,Y¥=71y,7>0

so that we have, trivially

(5.33) 52 (rw) = 1452 (w).
In the following, we set
5 =51
so that
S (w) = wiS2.
To complete the general spectral theory of A,(w), we will now establish the
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Lemma 5.11 o.(A.(w)) = [-w!, +o0].

Proof : First we prove the inclusion : 7.,,(A,(w)) C [—w*, +00]

By the Min-Max principle : Info.,(Aq(w)) = lim S5 (w). Consider now the profile
h, p defined by :

N _J ha(e)=2atana ifz<D
hen () = { D tan o ifz>D

and by S2P(w) the associated Min-Max. Then we have clearly :

SxP(Ww) < S%(w) VYw>0 VYD>0

and by theorem 4.4.
lim Sp P (w) = =B (w)
where f3p(w) satifies :  Bp(w)tanh(DBp(w)) = —w?.

Consequently :
im S%(w) > limsup(—=B35(w)) > —
m—+oo D—+4oo

To prove the converse inclusion, we consider for every ¢ < w* the singular sequence:

Yn(z,y) = \(/a_)ﬁo( i ( ) WAy VA oz

where 0(z) and 7(y) are C* cut-off functions with values between 0 and 1 such that

8(z)=1 if 1.5<z<25
(z)=0 if t<lorz>3

{77(y)=1 ifﬁ(—a—)<y<0

n(y) =0 if y < —tan(e)
and C'(«) 1s an appropriate normalisation constant. We conclude as in the proof of theorem
4.3.
|
In the following, we will denote by M () the number (independent on w) of eigenvalues
of A,(w) located below the essential spectrum

(5.34) M(a) = sup{ me N*; 55 < —1 }
Ursell ({30]) proved that

(5.35) M(a) > Ma.x{ meN;(2m - Da < g }
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(This inequality is probably an equality but we do not know any proof of this result).

We can now establish the main result of this section :

Theorem 5.6 [f the depth function h satisfies (5.27), then:

(5.56) lim sup M < 8% form=1,2... M(a)
w

—ton m
and N{w) > M(e) for large w, where M(ca) is defined by (5.34).

Proof: 1 - Notice first that we just have to establish (5.36). Indeed, if (5.36) holds, then
52, ()

w"

Sm(w) + B2 (w) < (S +

),

for large w and for m = 1,2... M(a).

Moreover, by definition of M(«) :

Smla) < —1form=1,2... M(c)

and by (2.2) : )
lim ____ﬂm(w) =1
w—stoo (i

Consequently, for m = 1,2... M(a)
Sp(w) < —B2 (w), for large w.
2 - We will now prove (5.36).

For m = 1,2... M(a), we denote by %,, an eigenfunction of A,(1) associated to the
eigenvalue S5 and such that :

| bntndzdy = 6,

Notice that 9, (w; z,y) = hm(w?z,w?y) is an eigenfunction of A,(w) associated to the
eigenvalue S% (w).

To establish (5.36), we would like to use the functions ¢, (w) as test functions in for-
mula (4.21). But d'zm(w) 1s defined in 2, and hypothesis (5.27) does not ensure generally
that 2 C Q, (see figure 13). For that reason we define the extended functions @n,(w) on
2 as follows

Ym(wiz,y) if 0 < a
zﬁm(w;rcosa,rsina) ifoa<0< g
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where r and 0 are the polar coordinates associated to = and y. We set also : ¢ (z,y) =
Sm(l;2.y).

If V,,,(w) denotes the m-dimensional subspace of H'(Q2) spanned by @, (w), ...pm(w), we
obtain by (4.21)

Swlw) g sup  id)
PE Vin(w),@#0 ,99|9

After the change of coordinates X = w?z,Y = w?y, this inequality becomes :
+00
/ x(@) | Vg [P dxay — [T (X, 0)dX
4 Jo

(5.37) Sm(w) <w?  sup
€ Vim0 / X(w)p?dXdY

where 1, is the space spanned by ¢y,%, ... ¢, and x(w) is defined as follows:

X

o 2 el

x(w) = 1 if wh(w2)<Y<0
0 elsewhere

3 - We will achieve the proof by contradiction. Suppose there exists € > 0, a sequence
€ € Vi and a sequence w, — oo such that :

(5.38) { /X(“‘)P) | V&, {2 dXdY — /:‘00 ES(X,O)dX

> (53 +€) [ x(wp)e2dXdY
This sequence can be normalized as follows

/ {f,d:cdy:l.
 Ja

-

Figure 13: The domains Q and 2,
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Since 1/, is finite-dimensional, (£,) has a convergent subsequence which we denote also by

(fp) 3
£ — &m V,.

By theorem of dominated convergence of Lebesgue we obtain

+ou
/Q | Ve 2 dXdY - / £1(X,0)dX > 5% + ¢
@ 4]

/ 24XdY =1
Qa

(5.39)

since xY{w) tends, when w tends to infinity, to the characteristic funtion of £2,. But this is
impossible by definition of V,, and S2.
Since (5.38) cannot occur, (5.39) implies (5.36).
A straightforward consequence of theorem 5.6 is the
Corollary 5.5 If the depth function h satifies (5.27), then

_ A2
lim sup Sm(w) 7 Beo(w)
W00 W

>S5 +1

form=1,2... M(«).

This means that the potential ©,,(w) associated to 5,,(w) becomes more and more confined
when the frequency increases.

Suppose now that h satisfies (5.27) with a > —E Then, by (5.35) and by theorem 5.6, there

1s at least one guided mode at high frequency.
We will prove now some converse results.

Theorem 5.7 Suppose that the depth profile h satisfies
(5.40) h(z) > Min (xtang,hw).

Then
S(w) = ~ALw), Y,
and therefore
N(w) <1, Yw.

Proof: By the comparison principle, we just have to establish the theorem for
h(z) = Min (z tan %, hoo)

We set (cf. figure 14)
Q= {(z,y) € Yz < hoo}
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Q. = {(x,y) € x> hy}

Then by lemma 5.6
Sa(w) > Min (SM(w), -4 (w))  VYw

But we can calculate explicitly the eigenvalues S¥(w) (cf. annex) and we obtain :
§1(0) = ~262,(w)
§3(w) = =L (w) + vi(w)
where 1v(w) is the smallest positive solution v of :
2

vtan(vhe) = —w
That proves the theorem.
More generally, we have the
Theorem 5.8 Suppose that the depth function h satifies
(5.41) h(z) > :ctan% for 0 <z < h.

then
S3(w) = —B%(w) for large w,

and therefore:
N(w) £2 for large w.

Proof : As previously, we just have to consider the case where

h(z)zmtan% for0 <z <h,

Figure 14: The domains §; and 2,
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and we set (cf figure 15) :
Q; = {(z,y) € Qz < h}
Q. = {(z,y) € Bz > ha}
h = Inf {i(z),z > h.}

We suppose that h7 > h, otherwise the previous proof would work.

Figure 15: Illustration of theorem 5.8

Denote, with obvious notations, by SN¥#(w) and SY*(w) the min-max associated to the
domains ; and ..
By theorems 5.1 and 5.5, we have

SV (w) < —B2(w) = SI4(w) for large w
and likewise (cf.annex ):

SN (w) < =2 (w) < SYV¥(w) for large w.
Let us denote by ¢;(w) the eigenfunction associated to S7'* and by ¢.(w) the one associated
to $7°(w). Then by (4.20):

S3(w) > inf M for large w,
veWw#0 | o [
where '
W = {so € Hl(Q);/Q ppi(w)drdy = /Q Ppe(w)dzdy = 0}
But clearly, for p € W
ai(w;p,¢0) = ~BL(w) 1 ¢ I3,

ac(w;p, ) > —B%(w) | ¢ |2,

and therefore
a(w;p,¢) 2 —P(w) | ¢ |3 for large w.
Remark 5.5 To establish theorems 5.7 and 5.8, we use the ezxplicit ezpressions of the

eigenvalues for a triangle with angle Z wich are presented in annez. That is the reason

why we did not succeed to extend these results to angles o < .
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5.5 The case of the tangential beach

Our goal in this paragraph is to establish some theorems proving that for the type of
geometry we denoted by “ tangential beach” in section 2 (see figure 5), the number of
trapping waves tends to infinity when the frequency increases to infinity. For technical
reasons, we did not succeed to establish rigorously such a result for the general assumption
that 2(0) = A'(0) = 0. We shall restrict ourselves to state a theorem corresponding to
stronger, while any way not really restrictive, assumptions on the geometry of the coast.
Our result is the following

Theorem 5.9 Assume that there ezists three strictly positive numbers (a, A, zo) such that
(5.42) Vz € [0,z0), h(z) < Az'te

Then there exists an increasing sequence of positive numbers wy,,m > 1 such that for w >
wm, A(w) has at least m eigenvalues in its discrete spectrum . Moreover the sequence wy,
necessarily tends to infinity.

Proof: We give here a direct proof. Thanks to the comparison result of lemma 5.3, we
can restrict ourselves to consider the case where h(z) satisfies :

(5.43) h(z) = Az't* z € [0, 2]

Once again, thanks to the Min-Max principle, the game consists in finding an m-dimensional
subspace V,, of H'(§) such that

a(w; ¢, ¢) < —Buc(W)? | S > Vo€V,

If this holds, we know that the discrete spectrum of A(w) contains at least m eigenvalues.
Let us consider particular test functions in the form

cosh (Boo(w)(y + A(2)))
cosh (Bu(w)i(z)) )

(5.44) ¢(z,y) =

where the function (o(2) satifies
@ € H'(R"); supp ¢ C [0, zo]

By an explicit calculation, it is easy to obtain the following identity (we simply set 3 =
Bso(w) to simplify the notation )

a(w; b, )+ B2 7 = ,8/Ozo[tanhﬁh(x)—tanhﬁhw]go(x)zdz
(5.45) o o
+ /0 /_h(,-,) | 5, (@9) * dzdy
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ol
where (— 1s given by

dx

a¢ cosh (B(y + h(x))) sinh By,
= o'z —————h'(z);

dz 2 E0Y) cosh? Bh(z) 7 () cosh? Bh(z) ¥(z)e(z)
(we have used the fact that i(2) is differentiable in the interval [0, zg]). Let us now estimate
the two terms of the right hand side of (5.45). From the double inequality

1-2" % <tanha <1=e%,2>0

+ 4

we deduce that
tanh Sh(z) — tanh B, < 9e=2Phes _ o=20h(z)

so that
/zo {tanh Bh(z) — tanh Bhe} @(z)?dz < 2e7Phe / o(z)?dz
0

0

- / —wh(r)p@)
0

Using the three inequalities :

J¢ ; .. pcosh? B(y + h(z)) sinh? By
—{(: < 2¢'(s
| B;r(r’y) ' 2¢'(z) cosh? Bh(z)

+ 2 W () cosh* Bh(2)

o(z)’

sinh 28h(z)

0
2 ' <
/_h(r) cosh® B(y + h(z))dy < 28

sinh 26h(z)
44

0
/ sinh? fydy <
—h(z)

we easily obtain that :

/ / (z,y) |> dzdy < %/Ozo tanh Bh(a:)cp'(z)idm

zo tanh Bh(z) ,,, ., 9
ﬂ/; cosh?® ﬂh(x)h () (z) de

tanh
As for z > 0 we have tanhz < 1 and 22 < 4e”* we have finally shown that :
cosh® z

(5.46) a(w; 6, 8) + 8% | ¢ 1’< ax(w; 9, 9) — ao(w; v, %)

for any test function ¢ in the form (5.44), where the two quadratic forms a;(w;.;.) and

ao(w; .,.) are defined in H*(R*) by :
ay(w;p,p) = ﬁ/ dx+4ﬂ/ e~ ()20 (z)2dz

+ 28e "mh“/ o(z)dz
ﬂ/o e_wh(x)gp(:r)zd.’t

ao(w; ¢, )
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We now use the particular form of ~(z) given by (5.14). In this case, we have :

ar{w; o, p) ﬂ/ z)2dr + 4BA*(1 + a)2/ 72 "MﬁxHo(p(:r)zda:
+ 29&"2["‘“’/ o(z)*dzx

B[ e o2
0

ao(w; ¢, )
Now let us choose our function ¢(z) in the form

(5.47) p(a) = p(AHez)

where 9 is compactly supported is some interval [0,K]| so that, at least for w large enough,
¢ 1s compactly supported in the interval [0, zo]. For such a function ¢, a change of variable

y = BT+a 2 permits us to establish the following equalities:

a_ [too o fFoo pe
25—‘—;;/ 1;’)’(‘}})2(11 +4(1 +a)2A2,8—1+_0/ y2ae—2Ayl+ ¢(y)2(1y
0 0
1+a’l/)( )2dy

ar(w; @, )

a +oo
4 2e~2Phe BTG / e~
0

o oo a
a(wip,w) = B [T ATy

Consequently, there exist two positive constants C; = Cy(e, A, hoo) and C2 = Ca(a, A, K)
independent on w such that, for w large enough :

a(wi,6) + Bualo)’ |9 P Cible) 5 [T (07 + 90 )iy

(5.48) 0 e
—Cofoo(w) ¥7 /0 w(y)*dy

Now let U/,, be a m-dimensional subspace of functions in H'[0, +00] compactly supported
in the interval [0, /{']. For instance, take U, defined by :

Un = span [un(y),..., wn(y)]

where w;(y) = sin L,’%E for y € [0, K] and wj(y) =0 for y > K. We know that, for any % in

the space U/,
2,2

oo mem* ft+o
(5.49) | wwrdy < T [T ey
] ¢ ]
Now, let us denote by V,;(w) the m-dimensional subspace of H'(2) defined by :
cosh fuo(w)(y + A(z))

#(z.y) = coshﬂoo( Ya(z)
¢(2) = $(Bul(w)#5 2), % € Un

$ € Vy(w) < { #()
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Thanks to (5.48) and (5.49), we obtain for any ¢ in V,,(w) :

i o 42 2 o +o0
a(w; 0, 0) + Buow)? | 0 < {C'ﬂm(w)‘m(1+ ’"K’; )_C2ﬂ%(w)1+_a}/0 by )2dy

It suffices to take w large enough such that

C)] m27r2
Cz(l+ K2 )

(5.50) Boo(w)T¥a >

which is equivalent to some inequality w > w,, where w,, depends on m, «, h,,K and A,
to get :
Vo € Vin(w) w> wm = a(w; ¢, 0) + Bo(w)? | 6 |?< 0

which means that for w > w,,, A(w) has at least m eigenvalues. Note that the sequence w,
tends to +oco This could have been guessed as a consequence of the fact that the number
N(w) of eigenvalues of A(w) smaller than —8,,(w)? is finite for any w (cf. theorem 4.5).
By contradiction, one easily proves that w,, cannot accumulate to some finite value.

Let us notice that :

1 - One can give another proof of theorem 5.9 only based on the use of comparison results.
2 - In fact, one can introduce the upper thresholds as the numbers {w],,m € N} which are

defined by :

»

wy, = Inf {wn/Yw > wn, A(w) has at least m eigenvalues in its discrete spectrum }
and the lower thresholds w? ,m € N* defined by
Wy, = sup {wm /Vw < Wy, A(w) has at most m-1 eigenvalues in its discrete spectrum }

Then, under assumption (5.42), it is clear that one has the following properties

(#)  lm = wl = +4oo
(1) VYm>1 wl < wi
(i27) Ym>1 w? < +oo

In fact properties (ii), (iii) are general while (i) is specific to the case described by assump-
tion (5.42). This situation is analogous to the one encountered in more classical waveguides
problems as in acoustics [34], optical fibers ([1] and [4]) or elastodynamics ([2] and (3]).

3 - The main idea of the proof is the use of test functions ¢ in the form (5.47) where ¢ is
of the form (5.44). This choice corresponds to a scaling in the z-direction adapted to the
way h(a) tends to zero when z tends to 0. The test functions concentrate more and more

near ¥ = 0 as w tends to +oo and this phenomenon is more and more pronounced as
increases.
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4 - One can give some upper bounds for the upper thresholds w;, . Indeed, by (5.50),
wy, < wy, where wy, i1s defined by :

Cy m?r? ite
“l11 S
Cz( + K? )] i

(5.51) Wp = B tanh(Bnho) with B, =]

In this estimate as in the proof oh the theorem, K appears as an arbitrary parameter. A
simple calculation shows that the value of w,, is minimized for K = K(m) where :

lim K(m)=[A(l + o) 7=

m—-+o0

In other words, we have proved that the upper thresholds w;, satisfy :

*

wm Swm

where, for large m,

wm ~ Cm e
where the constant C only depends on A,a and Ay
This result means that, a priori, when « increases i.e. when the beach 1s more and more
tangent, the new guided waves appear sooner and sooner with respect to the frequency.
Note also that as 1—2‘*—;’9— —— 400 when o tends to 0, such an estimate is coherent with the
fact that, for & = 0 the number of guided modes is uniformly bounded with respect to the

frequency w.
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6 The numerical approach

In this section, we describe a numerical method for determining the guided waves for an
arbitrary relief. Some results of computation are then presented, to illustrate the previous
theoretical ones.

6.1 The numerical method
6.1.1 The discretization

The formulation which is the most appropriate for numerical purposes has been described
in section 3.2. For any given pulsation w, the guided modes correspond to the couples

(p,A) such that :

AeER, )< —B2 (w),
(6.1) ¢ € D(B(w,A)),¢ # 0,

B(w,A)e = Ap,
where the operator B(w, A) is defined by (3.13).

Problem (6.1) can be written in the following variational form :

Find A € R, < —f% (w), and ¢ € H'(Q;),¢ # 0, such that :
(62) Vi € B, Mo Xiw ) = A [ ovdsdy,
where b(w, A; ¢,%) is defined by (4.5).

The great advantage of this formulation is that it is set in a bounded domain and can
therefore be discretized by standard finite elements.

Let us denote by Vi a finite elements space such that V, ¢ H'(Q;) and consider the
following problem :

Find A € R, A < —f% (w), and @), € Vi, ph # 0, such that :
(6.3)

Vb € Viy biv(w, X om, ) = A / oniondady.
Q;

Here, bn(w, A; ¢, % )denotes an approximation of b(w,A;p,1) defined as follows :

64)  ondiow) = [ VeTudsdy—w? [ pvdo + (Tutw, o)
where

N
(6.5) (Tn(w, e, ¥)g = D> an(hw) (@, ta(w))g (¥, un(w))g

whith the notations of lemma (3.2).
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The convergence of problem (6.3) when h tends to 0 and N to infinity has been studied
for other problems (see (4], (9], (17] and [22]). This point will not be studied here since our
purpose is just to illustrate the previous theoretical results.

6.1.2 A non-linear eigenvalue problem

Suppose (£;)j=1,p is a basis of V,. Then problem (6.3) can be written, using matrices, in
the following form :

(6.6) {Find AeR,A < —p%(w), and U € RP,U # 0, such that :

B n(w, U = AM,U
where the matrices By y(w, ) and M}, are defined by :

[Ban(w, V), ;= bn(w, X 67,6°)
Rl 0 = . zdy
[M ]J,k /Q fgj)fgk)d d

Problem (6.6) is a "non-linear” generalized eigenvalue problem, in the sense that By n(w, A)
depends non-linearly on the eigenvalue A. This non-linearity can be studied in the same
way as in section 4.3. Indeed, let u*:V(w, }) denote the m-th eigenvalue u of the following
eigenvalue problem :

(6.7) Bin(w, U = uMRU
so that, for m =1,2...P :

By N(w, U, U)
(M,U,U) '

(6.8) uhN(w,A) = Maz Min
Uy utm-1) e RP UeRP.U#0
(U, U =0,k =1,m—1

Then problem (6.6) consists in solving the following family of fixed point equations for
m=1,2..P :

(6.9) { Find A € R, A < —f2,(w), such that :

#:ln’N(w, ’\) = ’\‘

Using the min-max expression (6.8) of u%N(w, A), one can easily prove, as in section 4.3,
that the functions :

A — ph V(W 2)
are continuous and non-increasing. Consequently, for each m, m = 1,2...P, problem (6.9)
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has at most one solution A%N (see figure 16).

)\"; —f(w) <A

Fim( @)

Figure 16 : the curves A — phN(w,))

6.1.3 The algorithm
To solve problem (6.6), we use an iterative procedure based on a fixed point method.

Suppose that, at step p, we have computed an approxunatlon AP of ABN - Then, the step
(p + 1) can be decomposed into three stages :

1- Compute the matrix B y(w, A(P))
2- Compute phN(w, A(P))
3- Set : APTD) = g AP) 4 (1 —a)uhiV (w, A(P)) where a is a relaxation parameter, a € [0, 1].
In the second step, we have to solve a linear eigenvalue problem of the form (6.7). We can
use for example the inverse power method, with a shift equal to A(?). If the eigenvalue
we are looking for is very close to an other one, this method does not work and must
be replaced by a method which computes simultaneously the whole cluster of eigenvalues
(method of smultaneous iterations, Lanczos method...).
Thanks to the monotonicity of the function A — p¥(w, 1), the parameter « can always
be choosen so that the process converges. However, the convergence can be very much
improved by using a secant or a Newton type technique when the derivative x £ uhN (W, A)
takes large values.

6.2 Numerical results

For the numerical computations we will present here, standard P, finite elements have
been used. The value of N is choosen equal to 5 and we have checked numerically that it
is sufficient to compute the guided modes of low order.

Of course, the theoretical results obtained for a tangential beach cannot be illustrated
numerically since such a domain cannot be meshed accurately and we have just considered
the two other types of geometries.
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6.2.1 The case of a cliff

We have considered a shelf such that :

B if <3
h(x)“{L if >3

The abscissa of the artificial boundary ¥ is d = 3.5. The mesh involves 467 triangles (cf.
figure 17).

7

Figure 17

We have computed the first and the second modes. The corresponding values of w and 3
are :

First mode | Second mode
ﬂ2 =92 ﬂ2 =92
w?=.686 | w?=1.012

The deformed free surfaces are represented on figure 18 (In fact, we have plotted the trace
»(z,0) of the potential on the free surface as a function of x).

Notice that, according to the theory (see section 5.2.2), the free surface elevation for the
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fundamental mode does not take negative values.

©(z,0)

A
First mode

Figure 18

6.2.2 The case of a sloping beach

The general form of the relief which is considered here is :
h(z) = Min(1, z tan a).

The tests we have carried out concern the angles a = 45° and o = 15°.
The case a=45°

The abscissa of the artificial boundary L is d = 1.5. The mesh involves 514 triangles (see
figure 19).

Figure 19
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According to the theory, there is only one guided mode which has been computed for 3
different values of the frequency : :

Bl W
1.| .584
2.11.144
3.]1.176

The corresponding free surface elevations are plotted on figure 20. Notice that the mode
becomes more and more confined as the frequency increases.

¢(z,0)
1
\\ B=1\
B=2
@) B:3g z

Figure 20

The case a=15° )
The abscissa of the artificial boundary £ is d = 4.5. The mesh involves 226 triangles (see

figure 21).

Figure 21
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According to the high frequency theory, we have found three guided modes for 8 =2 :

Mode n° | w?

1 .38
2 1.25
3 1.84

The corresponding free surface elevations are plotted on figure 22.

©(z,0)

A

First mode
Third mode

Figure 22
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Annex

We give here the analytical solution , obtained by separation of variables, of three eigen-
value problems set in a rectangular domain and which are referred to in sections 5.1 and
5.4.

The rectangular domain (R) is defined by :

R={(z,y) e R} 0<z<d, —h <y <0}

and we set :
L, = J0,d[ U {-h}
I'; = {d} U ]-h0[
Iy = ]0,df u {0}
y
a r. d .
T R M
_h rz

In the following, we will denote by 3(w) the unique positive solution S of :
Btanh(Bh) = w*
and by (v,(w))n>1 the sequence of positive solutions of :

vtanh(vh) = —w?.

First, we consider two problems which are used for the study of the shelf in section 5.1.
In that case, h and d denote respectively the depth above the shelf and the width of the
shelf.
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Problem 1 :

( Find ¢ € H'(R), ¢ # 0, and X € IR such that :
-Ap = Ap (R)
| 32 = 0 mury
¥ = 0 (Ty)
| 2 = w @)

The set T of eigenvalues of problem 1 is given by :
= {AimeN}u (Al ;m e N, n € N*}

where :

2 2
e .
o M1 = (m + —) — — B(w)? is the eigenvalue associated to the eigenfunction

o = cos (<m ¥ %) =) cosh(B(e)(y + 1)

1) n?
. /\(nll?n = (m + 5) 2—2 + v2(w) is the eigenvalue associated to the eigenfunction

(G 3) ) costen) + )

Problem 2 :
Find ¢ € H'(R), ¢ # 0, and X € R such that :
-Ap = Ap (R)
% 0 (T;uUl2ul;)
= = vl (T

In that case, the set L, of eigenvalues is given by :

L= {AMB:meN}Uu{MP ;me N, ne N*)

m,n)’

where s 2
e X® = T T _ 5(w)? is the eigenval iated to the eigenfuncti

m - d2 (93] 18 e elgenv ue assoclate (o] e elgen uncLion

mnx
P2 = cos (T2 ) cosh(B(w)(y + h))

.,\(2)~m2”2+2()'th i ] iated to the eigenfuncti

mn = 5 vo(w) 1s the eigenvalue associated to the eigenfunction

@il = cos (77 cos (vn(w)(y + h)

65



The third problem we will consider has been used for the study of the sloping beach with
angle ¥ in section 5.4. For that problem we suppose that the rectangle is a square i.e.
h = d. In the particular case studied in section 5.4, we have h = d = hy, and what we
have denoted here by f(w) is referred to as f.(w) in the paper.

Problem 3 :
Find ¢ € H'(R), ¢ # 0, and X € R such that :

—6A¢ = Ap (R)
—i;i = 0 (T,Uly)
a—:— = wch (Fl U F4)

In that case :
Ty = AU AP;me N Ju A ;m,n e N}

where :

o M3 = _28(,)? is associated to the eigenfunction
¢ = cosh(B(w)(z + h)) cosh(B(w)(y + 1))
o A3 = 2 (w) = B(w)? has the multiplicity 2 and is associated to

{ @ = cosh(B(w)(z + h)) cos (vm(w)(y + 1))
pB = cosh(8(w)(y + 1)) cos (vm(w)(z + h))

) /\g?n = v (w) + v2(w) has also the multiplicity 2 and is associated to

{ D, = cos (vm(w)(z + h)) cos (va(w)(y + 1))
9, = cos (va(w)(z + 1)) 08 (vm(w)(y + )
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MATHEMATICAL ANALYSIS OF GUIDED WATER WAVES

ANALYSE MATHEMATIQUE DE LA PROPAGATION DE VAGUES
GUIDEES

Anne-Sophie BONNET-BEN DHIA ! and Patrick JOLY 2

Résumé

Dans cet article, nous menons une analyse mathématique approfondie du phénoméne de
guidage de vagues par la cote. Nous travaillons a partir du modele mathématique déduit de la
théorie linéarisée de la propagation de la houle. Nos résultats concernent essentiellement
I'existence, le nombre et le comportement a haute et basse fréquence des modes guidés. Ces
résultats généralisent trés largement ceux de la littérature. Ils mettent en évidence une large variété
de phénomenes sur lesquels la géométrie de la cote a une influence prépondérante. Nous les
obtenons a l'aide de la théorie spectrale des opérateurs autoadjoints non bornés. Des résultats
numériques sont présentés a la fin de 'article pour illustrer la théorie.

Abstract

In this article, we present a detailed mathematical analysis of the phenomenon of water
waves guided by the coast. We work with the mathematical model issued from the linearized
theory of gravity waves. Our results mainly concern the existence, the number and the high and
low frequency behaviours of the guided modes. These results point out a large variety of
phenomena which are deeply influenced by the geometry of the coast. We obtain them with the
help of the spectral theory of unbounded selfadjoint operators. Some numerical results are
presented at the end of the paper to illustrate the theory.

Mots-clé
Ondes guidées - Propagation de la houle - Relation de dispersion - Théorie spectrale -
Principe du Min-Max.

Keywords
Guided waves - Water waves propagation - Dispersion relation - Spectral theory - Min-Max

principle.
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