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Lois de stabilisation pour processus a interactions
localisées.
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Résumé.

On introduit une nouvelle classe de processus aléatoires qui sont intermédiaires entre les

marches aléatoires dans € _ et les processus a interactions locales. Cette definition a été

inspirée par les réseaux de files d'attente avec plusieurs types de clients. Des nouvelles lois de

stabilisation sont introduites et prouvées. Pour des marches aléatoires dans £ _, ces lois se

réduisent en fait 2 une seule : celle obtenue comme limite d'Euler, dont I'existence est montrée

pour N = 2.
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Abstract
A class of random processes intermediate between deflected random walks and processes with
a local interaction is introduced. This definition was inspired by several customer type geueing
systems. New stabilisation laws are discussed and proved. For deflected random walks in
2 + these stabilisation laws reduce to the deterministic (or Euler) limit which is proven to exist

for Z‘:’_.
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1. Introduction.

Many examples of ergodicity conditions for one customer type queueing systems and a
general viewpoint on this problem were obtained recently ( see review [6] ). Several customer
type queueing systems seem to have completely new features which have nothing to do with
one customer type queueing systems. Their discussion now is at a starting point, and the main
goal of this paper is to present the new phenomena in this domain (see also [13], [14]).

Hydrodynamic limits are well understood now for many stochastic particle system models
(see [1]). The main hydrodynamic space-time scalings are z, i (leading to Euler type equations

when € — o0) and 5, iz (leading to diffusion type equations). It is interesting enough that
‘ € €

similar scaling limits exist for queueing systems, even very simple ones, where the space
variable x is the vector of queue lengths. So one can speak about queue space-time scaling
limits.

The second scaling (5, Lz) is well known in queueing theory, see [2, 3, 4]. It is usually
€ €

called the diffusion approximation. The existence of this limit has been proven for some
important queueing systems without interaction between different queues. The main trick is the
construction of an appropriate martingale. Absence of interaction between queues being
translated to the random walk language means that reflections from the boundaries are inherited
and defined completely by the large queue behaviour.

The first scaling (f:’ é ) is less known. As it was first shown in [5] the induced vector field

constructed formally via this limitig procedure is indispensable for obtaining necessary and
sufficient ergodicity conditions. Although this scaling was implicitely used in [5] and further
discussed in [6, 7] the mere existence of this scaling limit was never explicitely proved. In
section 2 we fill up this gap for the two-dimensional case. Note that the semimartingale behind
this proof is easily guessed. But we prefer to stress more explicitely the main steps of the
proof.

. . N
There is a one-to-one correspondence between random walks in Z + and N-queue systems

with one customer type. Problems with scaling limits become much more involved for several
customer types. It appears very natural to introduce a class of random processes which occupy
an intermediate position between deflected random walks and processes with a local interaction,
and moreover they are in the same relationship to queueing systems with several customer types
as the random walks to queueing systems with one customer type. Roughly speaking, a state of
" the process with a local interaction (see [10]) is a string (finite or infinite) of r symbols and
arbitrary local part of this string can be modified at any moment. For processes with a localised



interaction introduced in section 3, only one place(or fixed subset) of a string can be modified at
a time.
For the latter processes, besides these two scaling limit leading to a deterministic or diffusion
motion, there exist much more delicate phenomena which we discuss here.

We consider mainly one-dimensional case (transient case in section 3 and ergodic case in-
section 4), but formulate also some conjectures for 2-dimensional case in section 5.

2. Deterministic motion for deflected two-dimensional random
walks.

One-dimensional deflected random walks.

Begin with a one-dimensional example. Consider the discrete time chain &;(t) on Z, starting
from j and having jump probabilities pjj-1 =p and pii+1=q=1-p, p>q (from O it jumps
to 1 with probability 1 ). Take the starting point at j = [nx] sufficiently large, then the law of

large numbers  (LLN ) and some simple arguments show that Sinx élm]) , 1 — oo,

converges in probability for any fixed positive real T and x to a constant
max {0,x+ T(q-p)},

and thus describes the deterministic motion with the constant velocity q — p. If it reaches the -
origin it stays there forever.

Equivalently one can take €-lattice Z, ¢ = {0, €, 2¢,..} with the starting point at x, thus
providing the space-scale €1, the random walk jumps on —€ with probability p and on € with

probability q. Then during the time z (thus scaling the time also like £-1) we shall be
€
approximately at the point x + 1(q — p) (this becomes exact in the €—0 limit).
Two-dimensional deflected random walks.
Recall some definitions related to deflected random walks in ZE ={(z1,22):2z; 20 are

integers}. Consider a discrete time homogeneous Markov chain &, which is assumed to be
. . g . . 2
irreducible and aperiodic unless otherwise stated,with the set of states Z .

Forany A C (1,2} we define the face BA of IR2+ = (v = (ry,1p) :1;20 are real} by

BA =(r = (r,r):r;>0,ieA;ri = 0,ieA}



Sometimes we shall write A instead of BA whenever confusion cannot occur.
Transition probabilities pug of & satisfy the following conditions :
Condition B (boundedness of jumps):

papg=0for la~B I >d,

where d > 0 and/l & Il = max;/ o/, = (a1, a1).
Condition H (space homogeneity):
for any A and foranya € BAn ZE ,

Pap = Pa+af+a

forall @ € BA N Zi ,ﬁeZi . So one can write pag = p(A; B— o).

Note that it follows from Condition H that Pap= 0 if Bj— a; <-1 for some i.
Define now the induced chain {1}, corresponding to the face {1}. Choose an arbitrary point a
e B{1} n Zi and draw a line perpendicular to B{1} and containing the point a. The

intersection of this line with Zi is denoted by C{1}.

Transition probabilities | pog for the induced chain & {1} are equal to

1Po = Pap + Z Pay
g
where summation is performed over all yeZi such that the straight line connecting ¥ and 8

is perpendicular to C{1}. It is important to note that this construction does not depend on a.
The face {1} is called ergodic if &{1} is ergodic. It is equivalent to the fact that the vector (1)
defined below has its second coordinate negative.

The induced chain & (2}, corresponding to the face {2}, is defined in a similar way.

Define now the vector field v(x) in lRi - {0} :

(i) v(x) is constant inside B{1:2} and equal to

M@= 3 (B - a)pgp (1)

B
2

for any point o € B{1,2} Z.;



(ii) v(x) is constant inside B{1} and equal to (1) if (1} is not ergodic; if {1} is ergodic then
v(x) is also constant inside B{1} but its coordinates are equal to
va(x) =0, (2)

ik = Y (B-0)na, 3)
Be Cll)

where T, are the stationary probabilities of T (1],
(iii) on B{2} v(x) is defined similarly.
Assumption Q1. We always assume that both coordinates of (1) and also (3) are nonzero,
similarly for (iii).
All possible cases are given on Fig. 1. The following theorem was proved in [5].
Theorem 1. Under the assumption O the random walk is ergodic iff the dynamical system
defined by the second vector field reaches zero from every point. In other words only cases 7,
2 and symmetric to 2 are ergodic.

Fig. 1
Let us consider Fig. 2 (or Fig. 1.2) in more detail, where the fat lines show the second
vector field, ordinary lines show vectors M(c).



n

Fig. 2

The induced chain & (1] is ergodic as it is a random walk on 2, with positive drift. Its
stationary probabilities are easily calculated and so also v{1}. By similar arguments 3 {2}
is transient.

Deterministic limit.

For the case of Fig.2 consider the following dynamical system T; : ]Ri - R ‘1

Starting from a point x = (xj, X2), X1, X2 > 0, we move with the speed v(x) until we
reach axis 1 and then we move with the speed v along this axis; if vj < O then after
reaching O we stay in it forever. We formulate and prove the theorem for the case of Fig.
2. The other cases of Fig.1 can be reformulated and proved in a similar way.

Theorem 2. The random walk &[nx] ([nt]) starting from [nx] after time [tn] has the

following Euler limit : for all x € IRE and t e R, in probability

lim énxlg[m]) = Tx (4)

n—oo

Proof. Consider first the random walk 1(s) in 22 starting from [nx] with the transition

probabilities equal to those of £(s) inside Zi. Let M = (Mj, M3 ) be the mean jump

vector for 1\(s) ( equal to that of &(s) inside Zz). Then the LLN gives

n({m]) 2

“n > x+tM e R + 5
in probability. We need two more inequalities for N(s) considered as the sum of i.i.d.
random vectors :

(i) (Kolmogorov's exponential bounds, see [8], p. 254 ) :

let X;, be i.i.d. random variables with mean O and variance 1, put



Xk
= — |, Sp=X1+...+ X,
¢ lgl?én‘\/ﬁl n ! n
then
P( S > Vir )< exp(-z12), if rc<l, ©6)
P(Sn > VAT )< exp(- 7z 1), if re2l. )

€
So in particular, taking r = n2 and using (6) componentwise, together with | Xk| <

const, we get

b

€
2)<exp(— Cnt) 8)

3

—+
P(I nCtn+un2 ] - m+un2 YM| > n

for some C depending on u and on the random walk in question ;

(ii) (Kolmogorov's inequality) : if t < 1’:4—22 , then

P (n(s) intersects the axis 1 for some se€ [0,tn]) < constn-l ; )

e _ X2
1ft—M2, u < 0, then

. ; +€
P ( M(s) intersects the axis 1 for some se [0,tn + un2 ]) < const n-2¢; (10)
Now to prove (4) for t < &—22 , we use (8) outside of the event (9) ; for t = ;4_22 we

take u=-11in (10) and so with the probability close to 1 we can consider n(s) instead of
E(s) and (4) follows together with the inequality

1
~+€
P(| &y (nt]) - (X+Kx,125M)| > ¢n2 ) < const n2¢.

X2 — o —[nX2
Let us take now t >M2 sput T=s [an] .

It is convenient for the proof to consider the following general scheme. Let {; be an

ergodic Markov chain (in our case it is the induced chain for the axis 1) with the state
space QU (in our case it is 2., ), defined on a probability space (R, Z, n). Also let us
consider on some probability space (€2, X4, i1) mutually independent random variables

gr(ag, o) = 8 oy 0L2(031), ai e, 1=0,1,.;0 € Q lg(o1, )| = 4,

indexed by 7 and pairs (o1, ®2). Distribution of gz(a;, &2) does not depend on 1 and
for our case gg ({1, {7+1) is the 1- component of the jump of the random walk &(s) from



the point (n}, n2 ) € Zi where nj >0is arbitrary andny € & =2, is equal to {,

conditioned on the jump {7 — {41 (perpendicular to the axis 1) of the induced chain. Let
us puton Q X Q,

n-1
Sn=B + X gt (Cr Lrs),
1=0
1 1
where |[B- n(x;+ 32M;)| < chE,ICo| < cn2't

M;
We should now wait for not more than n1-3 units of time until {; reaches zero. Then we
could use Kolmogorov's inequalities in a similar fashion for this functional on the
Markov process.
However we shall show now that this study can be reduced to i.i.d. random variables
with exponential tales.We can assume that {g =0, consider all random times 0 = 1, 11,
12,..., when C‘ti = 0. Let us put

Yi = Sg = Sy

It is easy to prove that :
(i) Eyi = (rg)! vy, where mg is the stationary probability of O for the induced Markov
chain ;

We shall use notations from [ 9], p.52, where ;p(k)

ij is the probability, starting from /,

: O 7
to reach j after k steps without hitting / any more during these k steps. As ;p ij= =L we
T
have
. k X I 4]
Eyi = 3 Eg() Py = TEg@) by = TEe) T = (mylvi
) J J

FL91
(ii) there exist constants a, b > 0 such that
P(lyil>k)< aexp(-bk).

Now we shall prove that

1 1

Isnl =€ 1 =—e-0
P >n2 )< exp(—5n2 11
Choose a suitable truncation of the random variable Xk
A 1—+8
Xk = Xkl Xk | €027 )



Then
s 15
P(atleastone | Xx | > n2" ") < anexp(—bn2 " ).

We have

A
- Ak S
c= max < no.
1<k<n vn

So (11) follows from (7). &



3. Processes with a localised interaction.

Simplest processes (generalised random walks in 2,).
Consider a discrete time homogeneous countable Markov chain g(t) with the set of states

W)= U {1,....,r}m,
n=(0
In other words, states are strings o = (xy,..., X]) with r symbols of arbitrary length n =
n(c).We denote by @ an empty string (of length 0). If we have two strings o = (xy,..., X1) and
B = (Yym,---» Y1) we define their composition (of length m + n) by

OB = (Xnseeor XI» Ymaeeor Y1)
For the transition probabilities peg , @ — B, we assume the following conditions.
Condition B (boundedness of jumps): for some d < e
(i) if n(at) < d then pgp # 0 only if n(B) <d + n(a);
(ii) if n(at) 2 d then pgp # 0 only if o =¥0, B = 50 for some ¥y, 8, & with n(y) =d, n(d) <d +
n(y).
Condition H (space homogeneity): if n(y) = d then P(E(t+1) = v8 | &(t) = 86) does not
depend on 6 but only on yand 3. So we can denote this conditional probability by q(y,5) : we
delete v from the left and append d instead.
Together with the just defined countable Markov chain (t) whose states are finite strings we
consider two other random processes &!(t) and £2(t) on semiinfinite strings. More exactly their

sets of states are

Ay = ((k; Xk, Xk+1,.--), k€ 2, xi€ {1,...1}},

2
Ar = {(x0, X1,...), xi € {1,...,r}} = {1,...r} *

correspondingly. Define the map ¢ : & ; = Clp by ¢(k; xk, Xk+1.---) = (Y0, ¥1, --.) with yg =
Xk» Y1 = Xk+1» - - Transitions for £1(t) are the same as for &(t), i.e. Y0 — 88 (for
semiinfinite 8). We define £2(t) on the same probability space as £1(t) just by renumerating:
E2(n) = 61

For a probability measure p on U, we define the correlation functions

pi; &) =pu(i; @) = p({xj = 0Q,..., Xi+n-1 = Ap-1 })
for a = (0g,..., Ap-1), 1€ 2+. Put p(a) = p(0; a). A probability measure W is called

translation invariant if p(i; o) = p(o) for all @, i.
Note that by compactness there exists at least one stationary measure for the process £2(t).

10



Condition ND (nondegeneracy ) : for any string ¥, n(y) = 1, there exisis k such that for all o

(k) (k) > 0
pya,a’ pa,ya

Now we give the central definition.

Stabilization laws (transient case). Let (t) be transient. We say that the stabilisation
laws T1, T2, T3 hold if correspondingly :

(T1) for any real function f on {1,...,r} the following limit exists in probability

Jim % Z fEn@(®) =

where v is a constant depending on f, where En()(t) is the leftmost symbol of the string £(t).
(T2) there exists the unique stationary measure W of the process £2(t) and for any k, oy,...,
Ok-1,

P(( En()(t) = 00s.s En(t) — k+1 () = Ok-1) = Py (00...0k-1) if t = oo
(T3) for any m(t) = oo, m(t) < n(t),

P((Em(®) = 00,---, Em(t) - k+1 (1) = Otk—1) = Pp (@0...0k-1) if t — oo.
We prove here T2 and show that T1 is its corollary.

Condition L+ (Lyapounov function) n(.) is a Lyapounov function for the Markov chain &(t).
In other words, there exist k > 0, € > 0 such that for all o except a finite number

z D Bn(ﬁ)— n(x) > € (L, condition)

B

(k)
Y p _n(PB)-n(a) < —¢ (L. condition)
5 ob

k
where pfx; are k-step transition probabilities.

Remark 1. L. implies ergodicity, Ly implies transience by well-known criteria (see [5]). Let
for n(y) =

11



M= 2qms)., q.) = > a.8) .
S:n(y)>n(d) d:n(y)<n(d)

L, condition holds for example, if for any y

q-(Y) < q+(¥) (1

In this case one can take k =1 in the condition L+.
Theorem 3. Let the conditions B, H, ND, L, hold. Then &(t) is transient and the

stabilisation principle T2 holds.
Proof. LetP = (paB), pap = PE(t+]) = Bl E(t) = &), be the stochastic operator for the
Markov chain &(t). So if we introduce the row vector p; = (P((t) = o), oe € Q) then

Pl = p P (2)

Introduce the row vector of correlation functions p = ( p(a), @ € @). Then a stationary
measure [ of the process £2(t) has to satisfy the following equation

p=pP+c (3)
where P is called the principal part of IP and ¢ = (c(at), « € Q) is the vector. We define

them by writing down explicitely these equations (for simplicity we write them ford = 1).
For any symbols o, a1, Bo € {1,....r}

p(ag) = E plan[ q(al, @o) + 2, q(anagBo)]  + 2, p(aiag) q(a;d)

Po ay
o
4)
Ifn(y)21, Y = (Y0,-..» Yn-1), then
p(ogy) = 2 p(o1y) q(ay, ap) +
ay
+ X (a1 Yo1) Q(a1,00¥0) + D, p(a100y)q(as;D) (5)
(03] (0 4]

Equations (4)-(5) form a coupled infinite system of equations. We can rewrite (5) as

12



p(B) = 2. p(e) Pap. n(B) 22,
(0 4

i.e. it coincides with (2). But (4) has the form, n() = 1,

+
p(B) = 2. p(e) Paf + 2 p(a)paB + c(PB)

o
a:n(o)=1

where c(B) = 0 forn(B)>2 and for n(B) = 1

c(B) = min > q(@.BBo) » n(@) =1, )
Bo

p;B = D q(aBBo) — c(B)
Bo

is the probability that the string o of length n = n(c) increases its length so that the symbol B
appears on the left side.
Iterating (3) we get

p=c(1+1P1+...+]P'i‘_1)+p]Prll )

Let us denote matrix elements of IPrl1 by p(ln)(a, B). For given B, let for example n(B) = 1,

. (n) _
oy Pl (,B) = ¢kn(B) - O

if max (k, n) — oo, and moreover
Okn (B) < C(B) xmax(k.n) @®)

where 0 < < 1 does not depend on B. To prove (8) note that the bound C(B) xk follows
from the existence of the linear Lyapounov function by the exponential bound of Lemma 1.1,

[5].

13



To prove the bound C(B)x" we define the process £3(t) by modifying the process E(t) in the
following way :we append an absorbing state 0 to which we can enter only from B with n(B) =
1, with the probability Pgo = q(B;9D) + c(B). Then this bound follows from the obvious

inequality p{"(t, B) < Pr( £3(t) starting from ct s not killed).
From (8) it follows that B-component of the vector p IP'I1 has the bound

L PHB < Zp(a)p‘l")(a,m < Zp(a)p({"(a,ﬂ) <

o a:n(o)=k

< D, C(B) ymaxkm) < C'(B) x™.
k

So the stationary measure of £2(t) is unique and is given by

p=c¢ z P I{

n=0
Now we proceed to the convergence proof. We shall use the coupling method. We consider
two independent copies of &(t) : (1) and &'(t), but with different initial conditions.
Due to our conditions there exist 0,..., 0tk such that for the process &(t) there exists a
sequence Ty, 12, ... of random times which is infinite a.s. and has the following properties :
1. gn(TJ)(’IJ) = QQ,..., én(‘tj +k - 1)(‘tj +k-1)=o0g;
2.n(Tj+i)= n(tj+i-1) +1, i=1,.,k-1;
3.n(t) > n(tp forall t>1;
Let ‘rJ be the similar random times for the process &'(t). Then with probability 1 there exist i

and j such that ;= T After such event the behaviour of £(t) and £'(t) does not depend on the

past and we couple &(t) and £'(t) at these moments of time. By standard arguments (t) and
E'(t) become identical with probability 1 and moreover exponentially fast. We can use the same
method to couple &(t) and the stationary process £2(t). This gives the desired result. &

n(t)

Corollary 1. Under conditions of theorem 3 , —[  converges as t — oo in probability to

a constant v. For example ford = 1 itis equal to

v = Zpu(al)( > a(1,00B0) - g1, @) )]
o aO’BO

Proof. AsE n(t) ~ vt we must only prove that D n(t) ~ Ct for some C> (. Put

14



t-1

n) = 2,s(1), s(t) = n(t+l) — n(1)
1=0

The estimate of the covariance
| <s(v), s> | = | Esm)s@@) - Es@x) Esx) | < calv=l

is a byproduct of the coupling argument above. &

15



4. Ergodic case.

The ergodic case for the processes with localised interactions is less evident because this
depends strongly on the initial string (in transient cases the initial state becomes irrelevant
exponentially fast). The most interesting stabilisation laws take a conditional form : for
example, if in the stationary state the queue is large then its movement back to zero is stationary
deterministic.

Stabilisation laws (ergodic case). Let (1) be ergodic. We say that the stabilisation laws
El, E2, E3 hold if correspondingly :

(E1) assume we start at time O from the stationary state with queue length [xN], x and t being
positive reals, then in probability

(N, y,y,

where Uj is the deterministic motion to O with the velocity v (given by formula (9) of the
previous section) , it stays in 0 forever when it reaches it.

(E2) let £(0) be a random string (T|N,..., M1) of the fixed length N, its distribution being
inherited N = N(N),... , M1 = N(1)) from some stationary ergodic process 1(t) with values
in {1,...,r}2. Then,

(i) ast; < tp = &N for € sufficiently small and t; tends to infinity (so and N does), then finite-
dimensional distributions of &(t), t € [t), t2 ], tend to those of a stationary process;

(ii) Let 1ty be the first reaching time of the rightmost substring (Np,..., N1) of N, then for any
function f: {1,...,r} = R,

Tn

limﬁl— D fE®) — vi in probability
=1

as N and N —n tend to infinity, v being a constant.
(E3) for any fixed k, ..., k-1, n £ N, the conditional stationary distribution

A({B= (BN>----B1) : Bn = sy Bn—k+1 =01} [n(B) = N) (1)

16



Zﬂ(ﬁ= (BN,--sB1) : Bn= @0seers Pn-k+1 = Ok-1)
B1,..sBn-k:Bn+1,-..BN

2. n(B)
B=(B1,....BN)
— to some p(Q,..., Ok-1),
when n tends to infinity (and so N does). These p(ay,..., 0k-1) give rise to a stationary

process on {1,...,r}2+.

We shall prove the stabilisation law E3 and E2(ii).
Theorem 4. If &(t) is ergodic then the stabilisation laws E3 and E2(ii) hold.

Proof of E3. For all n # 0 the equations for the stationary probabilities have the form

1
My = _Zlnn-i Qi )
1=_

where I1; is the vector of stationary probabilities for strings of lengths n, n+1,..., n+d. Q;is
the matrix of q(1,8).

We shall use some ideas from mathematical statistical physics, see [11].

Paths.

Define a path I as a sequence of strings a,..., aM such that | nj—ni.1 | < d, where nj;=
n(ad), i =1, ..., M and where @ is obtained from .| by deleting y; and appending &; from
the left. We write I'(N) for a path with npM =N, let a(I') = oM be the last string of T, o) -
the first string of I'. Otherwise speaking we could define a path as an admissible sequence of
pairs (¥;,8i), i = 1, ..., M, so that there exists a sequence of strings 00,..., aM, where o is
obtained from a. by deleting v; and appending &; from the left. The contribution of I" is
defined as

M
A = T Paj.i,a5
1=1
where Pog 1,04 = q(vi, ;) if n(ai-p) > d.
Then forn(o) > d
o) = X, m(a0())q() 3)
r

where the summation is over all I" such that (") = o, n(@9(")) < d, n(ad) 2d,i=1,..., M-1.
This follows from (2) by iteration.

Gibbs formula.

Substituting (3) to (1) we get
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n({B= BNy .B1) : Ba = 0Qs-s Bu—ke1 =01} In@B)= N) =
p IR TE W)
= — 4)

2@

where in the denominator the summation is over all I" = ['(B) with n(B) = N, in the numerator
the summation is over all I = I'(B), B= (BN.....B1), with n(B) = N and B, = ag...., Bn - k+1
Ok—1-

Resummation.

We want to make resummations in formula (3). To do this some technical definitions are
necessary.

Define blocks Ig, Ij,... of Z+ as the intervals Ix = [dk, d(k+1) ). We say that a string
terminates at the block Iy (a € Iy) if n(a) € Ik. Define Ix-part a(ly) of a as its leftmost part
with indices in Ix. For any two a,8 € Ik let us put

Q—-p) = 2 q(I),
T

where the sum is over all " = (00,..., aM) with &0(") = o, o(I") = B, n(ei) > dk (i.e. o
do not belong to blocks with smaller indices) for all i.

Lemma 1. Q(a—B) < c¢ < o where (by homogeneity) ¢ does not depend on a, B, k.
Proof. Q(a—P) is the mean number of times of hitting B without visiting blocks Io,...,Ix-1
before.It is bounded by the mean time of reaching some state in Ip U...U Ix_q. &

Transfer-matrix.
For any I' =T'(B), B € IN, and any j < N define
bj = max {i: ale I }.
1

Then the contribution of I can be written as

q) = IJI QO DD, 1 by 41 5

where I'(j,k), j <k, is the path od... ok, Note that bj+l € Ij+1. Moreover, matrix elements
of Q(a—p) = Q and of pP\S\DO5(bj+1,bj+1+1) = P depend only on a(ly), B(Ix) and
abj+1(lj+1), abj+1+1(lj+2). So the rows and columns of Q and P are numerated by all strings
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of length 1,....d and so they are defined in the finite-dimensional space B (the linear space of
functions on these strings, dimension D is r + ... + rd).
Lemma 2. In (4) we have

Yab = GnpANY ©6)

where A = QP is a finite dimensional matrix, Oy is the function in ® equal to 1 for strings of
length N (mod d) and O otherwise, p is the vector numerated by Ij-parts ¥

Ty = X 2 7©(a) pop
a B:L(B)=y
Proof . &%
Letey, ..., ep be the eigenvectors of A with eigenvalues Aq, ..., Ap, A1 >IA; [,i=2,...,

D, A1 > 0.If p= 3 cjej. Note that e is a positive eigenvector so ¢; > 0 by Perron-

Frobenious theorem, and

Bn.p AND ~ A B, cren). %

Note that ergodicity is equivalent to the fact that A} < 1, because
@) = Pg, 2B1B2PN-1BN’ n() = N.

Similarly we can get asymptotics for the numerator in (4) (for simplicity for the case k = 1, so
o= 0g).Letne I, 8¢ be the function in® equal to 1 on all y with a on n(mod d)-place,
and O otherwise. Then

Mg = (A1, 8y (30 ANS,BN) ~ AT cp b2 ®)

if (8g, €1) = b.

The result follows from (6) - (8). €

Proof of E2(ii). Assume d = 1 for simplicity of notations. Let us fix some string £(0) =m =
(M1,..., NMN) of length N. The distribution of s, depends only on 1. One can write

Tn

n
fi = F
t=21 €0 = 2 F

where
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Tk-1
Fx = I fE®)
=Tk

T . . . .
Note that W?F converges to Es = Esp in probability as sy, = Tp-1 — T, are conditionally (given

1) independent random variables E here is the expectation with respect to & and after with
respect to 7). So one can consider

Fx

I

1
N-n k

and the result follows. &
Remark 1. Using more sophisticated results similar to random ergodic theorems (see [12])
one can prove a.s. convergence results.
Remark 2. One could also consider
Tn

lim = El EO-nEE-D) = lim = 0E@) = v.

In this case the sign of v does not depend on the choice of the stationary process 1(t).
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5. Conjectures and problems.

1. One-dimensional generalised random walk ( d is a fixed finite constant) can be null recurrent
only on a set of Lebesgue measure 0 in the parameter space { g(y, 6)}. One-dimensional
generalised ergodic random walk ( d is a fixed finite constant) always has the linear function
n(a) as a Lyapounov function, satisfying

(k)

P o fPB) - fl) < —¢

B

for some € > 0 and k which depend on the parameters. The same is true for transient cases.
2. Is it possible to calculate explicitly necessary and sufficient ergodicity conditions ?

3. Markov BCMP networks with LIFO discipline fall into the above introduced class of one-
dimensional processes. FIFO disciplines lead to the class of processes with a localised
interaction where both ends of a string are involved into the evolution. More exactly, a string
Y100¥2 can become y3otys , n(yp) < d, with some probability q(y1,Y2,Y3,Y4)

4. All stabilization laws hold for ergodic and transient one-dimensional chains. Which
stabilization laws hold for null-recurrent one-dimensional chains ?

5. There are different approaches which can have some advantages in particular cases : using
reversibility and(or) exlicit product form solutions, Kingman's subadditive ergodic theorem
etc.

6. For the generalised two-dimensional random walks the results similar to those in section 2
seem possible to be proved.

To explain this more exactly define first N-dimensional generalised random walks. It is a
discrete time homogeneous countable Markov chain (t) with the set of states

W(N; k)= (W (k)N
so W (N; 1) can be identified with th and an elementof W(N; k) = { s = (sjj,i=1,..,k

» = 1,.., nj=nj(s)) } consists of N strings of lengths n;. We can think s;; to be a customer
type on the j-th place of the queue i, n; being the length of the queue i. Its transition
probabilities p( s — s') are non zero only if the following conditions are satisfied :

B : (boundedness of jumps) | nj(s) — nj(s) | <1;

H : (space homogeneity ) Associated with the random process s(t) is the process n(t) € er ,

where n(t) = (nj(t),..., nN()) is the queue length vector. We say that a state s belongs to a face
BA if n(s) does.Assume that p('s — s') depend on s only through s, ,i=1,.,k,and
i,ni(s

Lad |
through BA to which s belongs; moreover sij = §j for j <nj(s)—1 . Similar to the one-

dimensional case, we can introduce for the two-dimensional case the probabilities q(ct,B; 7, )
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of deleting one-character strings .,  from "the ends of queues" correspondingly and
appending at most two-character strings y and d instead of them. They completely define
transitions for nj(s), n2(s) 2 1. On the axes we have also some probabilities q(@, o; v,9) and
q(a, @; 3,y) with n(a) = 1, n(y) £ 1, n(d) <2.

We would like to show that Fig.1 for the ordinary random walks holds also for the processes

with a localised interaction.

Induced chain. The notion of the induced chain is much more complicated here

comparatively with one customer case. There exist several possibilities for defining induced

chains. We consider only one which we call a "rough induced chain". The idea behind it is that

the absolute value of velocity is just a choice of scale and is of no importance.

We consider first the induced chain & (1,2}, It should provide us with the behaviour of the

process when the lengths of both strings are large.Consider a stationary process N(t) = Mo,

N2(t)), t € 2, where both Mj(t) have their values in {1,...,r}. Let the process £1(t), defined as

in section 3 but with values in (’.l% = {((ky; xll(l, x11(1+1,...), (k2; xllcz, xl1(2+1,...),} starts from

£10) = (((0; n1(0), n1(1), ...), (0; N2(0), n2(1),...)))

Conjecture 1. For almost all values of parameters there exist the limits

V] = limlii&2 , V2 = limk%t) .

Moreover these limits are nonzero and sgn vy, sgn v2 do not depend on the choice of 7(t).

If sgn vo > 0 the face B{!) is called ergodic. Let us consider the case sgnv) < 0,sgnvy >

0 (corresponding to Fig. 2).

We shall define now the induced chain for the axis B{1}. It is useful as one can visualise the

deterministic motion along the axis B{1}, This induced chain is the Markov chain &(t) with the

non countable state space U; x W (1; k). It is useful to imagine two queues with two types

of customers, then a state of the induced chain consists of the second queue together with a

half-infinite first queue . Elements of this state space will be denoted by (k; Xk, Xk+1,..-) X O,

where o is a finite string. Let us take again a stationary process 1(t) on {1,...,r}Z and start

E(t) with £(0) = (0; n(0), n(1),...) x @.

Conjecture 2. For almost all values of parameters there exist the limits, ast — oo,

k(t)
t

(o) = lim g (U1 x @), w = lim » dim py ({xr) = Bo } x {a}) = m(ex; Bo),

where 1 is the time t distribution on the state space, k(t) is the value of k at time t. Moreover,
w is non zero, sgn w does not depend on the choice of 1(t) and w can be defined by the

formular similar to the formula (9) of section 3.
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Remark 1. Other cases from Fig. 1 can be considered quite similarly and we get the
classification in the same terms as for ordinary deflected random walks but in "less computable

terms".
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