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RESUME

On introduit un algorithme pour la resolution de problemes de contréle optimal gouvernés
par des inéquations variationelles elliptiques. On donne quelques applications et examples
numeriques.

ABSTRACT

It is proposed an approximating method for optimal control problems governed by elliptic
variational inequalities. Some applications and numerical examples are treated.
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1. INTRODUCTION

Consider the optimal control problem
(1.1) min {g(y) + h(u); Ay +¢(y) 3 Bu + f},

where

(i) A is a single valued maximal monotone operator in a real Hilbert space H and J¢ :
H — H is the subdifferential of a lower semicontinuous convex function ¢ : H - R =
} — 00, +00). Moreover, there exists C € R such that

(1.2) (I +AA)7 1Y) < p(y) +CX Yye H,VA>O0.

Here Ay = \™}(I — (I + AA)™!) is the Yosida approximation of A4 (see e.g. [2], [4]).
(ii) A™! is compact, i.e., for any sequence [yn,zn] € A such that {z,} is bounded in H,
{yn} is compact in H.
(iii) g: H = R and h: U — R are convex, lower semicontinuous, g(y) > C Vy € H and

(1.3) h(u) > vluly+C YueU

for some v > 0.
(iv) B is a linear continuous operator from a real Hilbert space U to H and f € H.
We have denoted by |-| and |- |y the norm of H and U, respectively. The scalar products
in H and U will be denoted by (-,-) and (-, ), respectively.
Following an idea developed in [3] we shall approximate here problem (1.1), which under
our assumptions has at least one solution (y*,u*) by the following one

min{g() + () + £ ((4) +9°(0) = (u,0))

(1.4)
Ay=Bu—v+ f; uel, veH},

were ¢* : H — H is the conjugate of ¢, 1.e

(1.5) ¢*(v) =sup{(y,v) —o(y); y€ H}, YveH.

The convergence of this approximating process and the numerical implementation of the
resulting algorithm in the case of an optimal control problem governed by the obstacle
problem associated with the loaded beam represent much of the substance of this paper.
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2. EXISTENCE AND CONVERGENCE OF THE APPROXIMATING PROBLEM

We shall prove here the following result.

THEOREM 1. Forevery ¢ > 0 problem (1.4) has at least one solution (ye,ve,ue) € H x H x
U. The set {(Ye,Ve,ue)}e>0 is compact in H x H,, x U,, and every limit point (y*,v*,u*)
for € — 0 is a solution to problem (1.1). Moreover,

(2.1) Lim(g(ye) + h(ue)) = inf {g(y) + h(u) ; Ay +p(y) 3 Bu+ f; ueU}.

Here H,, and Uy, are the spaces H and U endowed with the weak topology.
PROOF: Let

d=inf{g(y) + h(w) + 1 () + () = (%,0)) 5

(2.2)
Ay=Bu—-v+f, uweU, veH}.

(We note that by assumption (ii) the equation Ay 5 w has for every w € H at least one
solution.) It is readily seen that d > —oco. Now let (yn,un,vn) be such that

4% glyn) + hlun) + 3 (o(un) + 9" (vn) = (ym,20)) S+ .
By assumption (iii), {un} is bounded in U and so on a subsequence, again denoted n,
up — u, weakly in U.
On the other hand, by (1.5) we have

©*(vn) 2 —p(y) + (vn,y) Vye H

and therefore
1
9(yn) + h(uy) < d + o @(yn) + (vn,y — yn) — w(y) < C.

For y = (I + €¢A)™ 'y, we get in virtue of hypothesis (1.2)
—(vn,Aeyn) £ C

and therefore

(AynaAeyn) < C'IAgynl Ve>0
and by the monotonicity of A this implies that

[Aeynl < C Vn, € > 0.
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Finally, it follows that
lAya} < C  Vn.

Here {v,} is bounded in H and so on a subsequence, we have

v, — v,  weakly in H,
Yn — Ye strongly in H,
Ay, — Ay. weakly inH.
Then letting n tend to +o0 in (2.1) we get that (y.,u.,v.) is a solution to (1.4).

Next we have
9(ye) + h(ue) < 9(y*) + h(u*) Ve>0

and

(2.3) @(Ye) + ¢ (ve) — (ye,ve) S Ce Ve > 0,

where (y*,u*) is a solution to problem (1.1).
We have therefore

P(ye) — oY) + (y = Ye,ve) < Ce Yy € H
and for y = (I + n714) 'y, we get letting n — 400
—(Aye,ve) S C Ve> 0.
Then multiplying the equation Ay, = Bu, — v. + f by Ay, we get
(2.4) |Ay.| < C Ve >0.

Hence {y.}, {u.} and {v.} are bounded. Moreover by assumption (ii) we know that {y.}
is compact in H. We have therefore shown that {(y.,ve,uc)} is compact in H x H,, x U,,.
Let {€.} — 0 be such that

Ye, — ¥ strongly in H,
u,, — u weakly in U,

ve, — U weakly inH.

n

Then by (2.3) we see that

w(§) +¢"(0) = (,0) =0
ie., 0 € Op(y). Since ¢(7) + h(z) < g(y*) + h(u*) = inf (1.1) we conclude that (7,a) is
optimal in problem (1.1). It is also clear that g(y.)+ h(u.) — inf (1.1) thereby completing
the proof.



3. FIRST ORDER NECESSARY CONDITIONS OF OPTIMALITY FOR PROBLEM (1.4)

We shall assume here that W is a reflexive Banach space such that W ¢ H ¢ W'
algebraically and topologically where W' is the dual of W and the injection of W to H is
compact.

Let A be a continuously differentiable monotone operator from W to W' and denote
again A the operator Ay : D(A) C H — H defined by

Apy=Ay VyeD(A)={yeW; Ay}

We will also assume that

(3.1) (Ay,y) 2 wlyllP +C VyeW, p22,

(3.2) A~ is compact from H to W,

(3.3) (Ay(¥)pp) 2 wollpll* VYpe W,

where A, is the Fréchet (Gateaux) derivative of A € C'(W,W') and || - || is the norm of
w

It is clear that if (1.2) holds then A = Ap satisfies assumptions (i) and (ii). We shall
also assume that assumptions (iii) and (iv) are satisfied and g is finite on H.

THEOREM 2. Let (y*,u*,v*) € W xU x H be optimal in problem (1.4). Then there exists
p € W such that

(3.4) —(A,(¥" )P € 0g(y") + e (D p(y*) — "),
(3.5) 0€ep+ Op*(v*) —y",
(3.6) B*p € dh(u*).

Here (Ay)* is the adjoint of Ay and 89 : H — H, 8p* : H — H, Oh : U — U are the
subdifferentials of ¢, ¢* and h, respectively.
0"p: W — W' is the subdifferential of ¢ viewed as a function from W to R, i.e.

(3.7) O p(y) ={w e W'; o(y) < p(z) +(w,y~z) VzeW}.

We note that 0*¢ is an extension of de.

PROOF: We follow the standard arguments (see e.g. [1], [2]).
Consider the approximating problem

min{ga(y) + () + ~(#a(y) + (#2)"(0) = (4,0)) + (1w — u'lh + o — v

(3.8)
Ay=Bu-v+f, uelU, veH, yeW},

where g and @) are the regularizations of g and ¢ (see {2, pp. 121].
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Problem (3.8) has at least one solution and for A — 0 we have (see e.g. (1], [2])

uy — u*  strongly in U,

v v*  strongly in H,

(3.9) A
Ayn — Ay® strongly in H,

yr — y* strongly in H, and weakly in W.

On the other hand, since A, gx and ¢, are differentiable we get for problem (3.8) the
optimality system

1
(3.10) = Ay(a)pa = Vaa(ya) + —(9alya) — va),
(3.11) Yr — €pa € Op3(va) < va € Fpa(ysr —epa),
(3.12) B*pa € Oh(uy).

Multiplying equation (3.10) by px and using condition (3.2) we get that {ps} is bounded
in W because Vg, is uniformly bounded on bounded subsets and 0y is monotone. Hence
on a subsequence, again denoted A we have

Pr— D weakly in W, strongly in H,
Ay(ya)pa — Ay(y)p weakly in W',
Vaa(ya) — £ € 9g9(y*)  weakly in H,
Veoalys) — n € 8*p(y*) weakly in W/,

and so system (3.4)~(3.6) follows letting A tend to zero in (3.10)—(3.12).

We note that if

o (Proj %A)) <o(y) VyeH

and
(3.13) (A%, (0p)ay) >0 Vye D(A), x>0
then assumption (1.2) holds, i.e.

e((I+24)"'y) < ply) Vye D(A)

(see e.g. [4]). Thus, the previous results are in particular applicable to optimal control
problems governed by variational inequality

—diva(Vy)=Bu+ f in{z € Q; y(z) > ¢},
(3.14) —diva(Vy) > Bu+ f, y>1¢ ae. inf,
y=0 in 0Q,
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where 1 < 0 is a constant, {2 is an open, bounded subset of * with a sufficiently smooth
boundary and a : R¥ — R¥ is a continuous, differentiable, monotone mapping such that

(3.15) (a(€),€) Z wlié|l% +C VEeRY,
la(©)lln < Cill€I%" +C2 VE € RY,
(3.16) (d'(E)y,y) 2 wollylx Yy, € € RY.

(Here || - || v is the Euclidean norm in RN.) Then Eq. (3.14) can be written in the form
Ay + 0yp(y) > Bu + f,
where A = — diva(Vy), W = Wy ?(Q), H = L*(Q) and

0 ify(z) > ¢ ae z€Q

+00 otherwise.

e(y) = {

It is readily seen that condition (3.13) holds in this case.
We note also that in the particular case where ¢ = Ik (the indicator function of closed
convex subset K of H) problem (1.4) becomes

min {g(y)+h(u)+ %(HI\'('U) _(y’v)} )

yEK, uelU

where Hy is the support function of K, i.e.,
Hy(v) = sup{(y,v); y € K}.
Finally, if W is a Hilbert space and A € L(W, W') satisfies the coercivity condition
(Ay,y) 2 wllyll® Yye W

then Theorems 1 and 2 remain valid and the optimality system (3.4)-(3.6) has the following
form

—A'p € Og(y™) + e (Op(y*) — v*),
(3.17) 0 € ep+ 0p*(v*) —¢*,
B*p € Gh(u®).

4. EXAMPLES AND NUMERICAL TESTS

Next we shall present two one dimensional examples with numerical tests. In the first
case our operator A will be a linear differential operator of order four and in the second
example it will be nonlinear of order two. In both cases the operator B will be identity
and the functions h and f will be identically zero.
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Figure 4.1.

EXAMPLE 1.

Let us consider a clamped beam the deflection of which is limited from below by a rigid
obstacle described by a function ¢ (figure 4.1). The control variable expresses the physical
meaning of the load of the beam. The aim is to find a load density u in such a way that
the contact between the beam and the obstacle will be maximized.

The problem can be formulated as follows

(PE) miréi,rjnize{g(y(u)) = %/0 (y(z) —q(x))zdx},

ad

subject to
Ay + 0p(y) D u

y € H3((0,1)),
where
Ay — y(iv) (= yuu),

¢: V — (—00,+00] is given by

0 y > g a.e. in (0,1)
e(y) = :
+00 otherwise,

1
Usa = {u € L*°((0,1)) | a < u(z) £ B, ae. in (0,1), /0 u(z)dr = M}

with given positive constants a, 8 and M.

Clearly (PE") satisfies the conditions (i),...,(iv) of (1.1) and we have existence for the
problem. Let us formulate the corresponding problem for (1.4), which can be written as
follows

minimize{]e(y,v) = -;— Al(y(x) — q(z))*dz

u€Uayq

(PR s

£

—l/(; v(z) (y(z) — g(z))dz | y > g a.e. (0,1) }7
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where y(z) is the weak solution for the equation

Yy =u—v
(1) { v € HE(0,1))

If we apply the quadratic penalty function approach for the state constraint (i.e. we
approximate the indicator function I with quadratic penalty function), we get

1
minimize{Jea(y,v) = 1 / (y(z) - q(2))*dz
uGUcd 2 0
v<o

(PE) 1 / v(z) (y(x) - ¢(x)) de

£
+o [ (t0) - g@))" o
26 o y q : *
where y(z) is the weak solution of (4.1) and

—(y(z) —gq(z)) ,y(z) < gq(z)

[y(z) — q(2)]” = { 0 y(z) > q(2).

Theorem 1 and the general optimization theory implies that the solution of (Pfg‘) con-
verges to the solution of (P£') as ¢,6 — 0+.

Let (y*,u*,v*) be optimal in (Pfj;1 ). Then the first order optimality conditions for (P£‘ )
are the following

(4.2) (u —u*,p")r2(0,1)) 2 0 Yu € Uay,
(v=2",y" —g+¢ep*)L201)) L0 Vv L0,

where p* is the weak solution of the following adjoint equation
*1V * 1 * 1 [ - ]—
= — —_ -9 —_—— —
p ) q c 5 y q
p* € H3((0,1)).

(4.3)

In numerical tests we have used an equidistant partition of [0,1], that is 0 = ag < a; <
yeew<an =1,a; —ai~y = h,1 =1,..., N. The trapedzoidal rule have been applied for the
numerical integration on each interval [a;,ai+1], ¢ = 1,..., N. The discrete function spaces
for up, yn and v, are given as follows

Uky = {un € L¥([0,1]) | unlja_y .00 € Pos i =1,..; N} N Usy,
H" = {ys € C*((0,1)) | ¥hl(ai_y 0] € Ps» ya(0) = y4(0) = ya(1) = y4(1) = 0},
Vh = {vin € C([0,1]) | vh|[a_._1‘a'.] €P,i=1,..,N}
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For optimization we have used NAG-library subroutine E0O4UCF, which is based on the
sequential quadratic programming method. The gradients for the optimization have been
evaluated analytically by using the adjoint equation technique. In each test ¢ = 3 x 1073,
§=10"12,a=-12,8=0, M = -3, ¢ = —0.001 and the initial guess u; = M and v; = 0.
The test runs have been performed in HP9000/720 computer with accuracy approximately
16 decimal digits.

The next figures represents the decreasing of the cost function J.s versus iteration steps
and the optimal values of —up, vy and y,. The meaning of the numerical values in the
figures are the following (integration means here the trapezoidal rule):

- OBJF final cost value, where the term % fol (yn — gqn)?dz is multiplied by 10°
- PENEPS final value of the term —-% fol va(yn — qn)dz

- PENDEL final value of the term & [ ([ys — g)™)2dz

- ROBJF  value of the term % fol(y;, — gr )?dz multiplied by 10%

- ITER number of iterations
The Figure 4.2. represents the solution with initial control u,. The Figures 4.3. ..., 4.7.
represents the optimal solution with various discretization. In the Figures 4.8.1. ,..., 4.8.4

we see the development of the optimization with N = 160 (optimal solution in Fig. 4.7.).

2
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Figure 4.2. Solution with initial v and N = 320. Figure 4.3. Optimal solution with N = 320.
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Figure 4.4. Optimal solution with N = 20.
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Figure 4.5. Optimal solution with N = 40.
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Figure 4.6. Optimal solution with N = 80. Figure 4.7. Optimal solution with N = 160.
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Figure 4.8.1. 10 steps ROBJ=0.182.
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Figure 4.8.3. 25 steps ROBJ=0.0864.
EXAMPLE 2.

In the second example we will replace the linear operator Ay = y*¥ of the first example
by the nonlinear operator A(y) = ((y')® + ¢')’. The example becomes then similar to the

case where we have a loaded string insted of the beam (see Figure 4.9.).

Figure 4.9.
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Figure 4.8.2. 15 steps ROBJ=0.101

24.0

[ X

Figure 4.8.4. 35 steps ROBJ=0.0858
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Denoting (y')® + ¥’ by a(y) and ¢(z) = ¢ = Const. we observe that the assumptions
(3.15) and (3.16) are valid and we can write the corresponding problem for (P:g‘) as follows

u€lUaa
v<o

1 !
minilrjnize {J,g(y,v) =3 /0 (y(z) — ¥)2dz

€

E; 1
(Pes*) 1 / v(z) (y(z) — ¥)dz
101 2
+az [ (@) 1)z}
where y(z) is the variational solution for the equation

{«Mf+¢Y=u-v

(43) y € WH((0,1)).

and

Usd = {u € L*=((0,1)) | @ L u(zx) £ B, ae. in (0,1), /1 u(r)dz = M}

with given positive constants a, f and M.
Let (y*,u*,v*) be optimal in (P:g’ ). Then according to Theorem 2 we have the following
first order optimality conditions for (P:g?)

(4.4) { (u—u*,p")L2(01)) 2 0 Yu € Uaa,

(v=2",y" =¥ +ep")L20,1)) L0 Vv <0,

where p* is the weak solution of the following adjoint equation

(4.5) { (B +1)p"") =y* - — %v‘ - %[y‘ —
p" € Wy *((0,1)).

In numerical tests the discrete function spaces for u; and v, are same as in Example 1
and the space for y; 1s given as follows

W = {yn € C([0,1)) | Ynl{ai,,ai) € Prs y1(0) = ya(1) = 0}.

Again the trapezoidal rule have been used for numerical integration. The discrete nonlin-
ear state equation was numerically solved by using Newton -method. In each test N = 160,
e=10"% 6 =0.5%10"1° B8 =0, M = —0.01, v = —0.001 and the initial guess u; = M
and v; = 0. The next figures represents the solutions with various o (lower bound of the
control).
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Figure 4.10. Solution with a = -0.01.

e OBJF 6.7108°10*
s PENEPS 00000
3 PENDEL ~ 4.3838°10
€ ROBIF  6.7108410°
] ITER 29
3®
8
o
£
-d
S -
glg L
£

- 6 I‘O 2’0 3‘0 4‘0

Iteration step

b4
]
o'
i
‘0
>8
o4 u
el 10
o °
-
>
e
T T )
0.0 0.2 04 08 o8 1.0
X
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REMARK 1. Example 1 has been treated in [5] and [6]. In [5] the exterior penalty technique
was applied to handle the state constraint and in [6] the exact penalty technique was
applied.
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