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1 Problem formulation

Consider the input-out system

'(t) = Az(t) + Byu(t) + Biw(t), t € R* =0, 00)

z(0) = z,
Z(t) = Clx(t) + D]QU(t), ae t € Rt (11)
u(t) € U aet>0

where A is the infinitesimal generator of a Cy-semigroup e#*on X, B, € L(U, X), B; € L(W, X),
dr

C,€L(X,Z),Dy; € L(U,Z) and z' = -
Here X, Z,U, W are separable real Hilbert spaces and Uj is a closed convex subset of U such

that 0 € Uo.
The system (1.1) will be studied under the following standard hypotheses

Di;Di =1, Di,Cy=0 (1.2)

The pair (A, C,) is exponentially detectable. (1.3)

Here and throughout in the sequel we shall use the asterisk symbol to denote the dual
operators. Also we shall denote by [.[, ||z, |-|¢. |-|w the norms in X, Z,U, W, respectively and
by (.,.), (-,.)z: (-s-)us (-, .)u the corresponding scalar products.

In system (1.1) z € X, u € U, w € W and z € Z are the state. the control, the exogeneous
variables (disturbance) and the controlled input, respectively. By definition, an admissible
feedback control is a mapping F : X — Uy such that for every measurable function r = z(t),
t — F(z(t)) is measurable on R*.

An admissible feedback control F is said to be stabilizable if for every zo € X and [ €
L*(R*; X) the Cauchy problem

' = Az + B;Fz + fin R* ; z(0) = z¢ (1.4)

has at least one mild solution z € C(R*; X)N L*(R*; X) with u = Fr € L}*(R*; ).
We shall denote by F the set of all stabilizable feedback controls F. For every F € F and
w € LY (R*; W), 2o € X we set

Sr(zo,w) = z = Cyz + Dju (1.5)
where z is any mild solution to equation
7' = Ar + B;Fz + Bywin R* ; z(0) = 7, (1.6)
le. (see e.g. [6])
(1.6)’ r(t) = e*zo + /Ot A=) (B, Fx{s) + Byw(s))ds, Vt >0,
such that Cyz € L¥(R*; X).

The operator Sp: X x L}(R*;W) — L*(R*;Z) is in general multivalued but everywhere
defined on X x L*(R*; W).



€y

According to the theory of standard H.-problem ([3], [5]) we shall define the H.-suboptimal
control problem for system (1.1) as follows : Given vy > 0 find F € F such that

[SF(z0, w)? < Pllwllfarew) + Cleol*  ¥(zo,w) € X x LA(R*; W) (1.7)

where0 < p <y and C € R.
Here
ISF (20, w)| = sup{[|0||L2(r+:2) ; 8 € SF(z0,w)}.

The main result of this work, Theorem 1 below solves the above problem in terms of a
stationary Hamilton-Jacobi equation and it is a generalization of known results ({3}, [8]) from
the unconstrained case. This results seems to be new even in the finite dimensional framework.
Although the approach borrows an idea already used in the study of standard H,,-problem,
namely to reduce the problem to a differential game associated with system (1.1), the proof
is quite different and there are significant differences between our treatment and the standard
one.

2 The main result

Throughout in the sequel we shall assume that system (1.1) satisfies hypotheses (1.2) and (1.3).

Theorem 1 Let v > 0. If the H_ -suboptimal control problem has a solution F € F then there
is a continuous, conver and Gateaur differentiable function ¢ : X — R such that

0<¢p(x)<Clzf? VzeX (2.1)
(Az, Vo(x)) + 271 |Pyy (= B; V(@) + (29°) 7| By Vip()

2
+(B;Vo(z), Pos(~B;Vola)))y + 27 (Crzf = 0 ¥z € D(A). (2:2)

Moreover, the Cauchy problem
1’ = Az + B, Py, (—B;Vp(z)) + v 2B, B; V(z) (2.3)

I(O) =Ty
has for every ro € X at least one mild solution
™ € C(RY X)NL¥R"; X); Jim 2°(t) = 0.
— 00
Conversely, let us assume that either B, or eA' are compact for all t > 0.

If eq. (2.2) has a solution o with the above properties then the feedback F = Py,(—B;V¢)
is stabilizable and guarantees inequality (1.7) with p = 4.

Here Py, : U — Uy is the projection operator on the set Uy and Vy is the gradient of ¢.

We note that in the case of unconstrained H,-control problem, i.e., Uy = U, eq. (2.2)
reduces to the Riccati equation corresponding to the regular H.- problem ([3], [4], [5]) whilist
the closed loop inequality (1.7) becomes

1SF(0.w)llL2re:2) < pllwll2re )y Yw € LA(R*; W)

However, in our case a gap arises between the necessary and sufficient conditions for existence
of solution to H.-problem. Perhaps in most significant cases the existence of a solution ¢ to
(2.2) is necessary and sufficient for existence of a solution to H.-suboptimal control problem.
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3 Proof of Theorem 1

We shall assume first that there is F € F such that (1.7) is satisfied. Define on the space
L*(R*;U) x L*(R*; W) the function
Kww) = 27 [T + h(u(t) - 2*ho(t) i)t

(3.1
= 27 [ (ICiz(t)lz + h(u(t)) = 7*Jw(t)fy )dt )

where z is the mild solution to (1.1), h(u) = |ul} + Iy,(u) and Iy, : U — (—o0, +00] is the
indicator function of Uy, i.e., Iy,(u) = 0 for u € Uy, Iy,(u) = +oo for u€lp.
Denote Y = L*(R*;U), W = L*(R*; W) and consider the problem

; 9
j:gv:rel{(K(u,w). (3.2)

Lemma 1 Problem (3.2) has a unique solution (u™,w") € U x W.

Proof. We will consider first the minimization problem
inf{K(u,w); u €U} (3.3)

where w is arbitrary but fixed in W. Since the function K (..w) is strictly convex, lower
semicontinuous coercive and ¥ +oo, problem (3.3) has a unique solution @ = l'w, i.e.,

FN'e = arginf {N'(u,w) ; u € U}.

Denote by z,, the corresponding solution to system (1.1) and note that along with the
operator I' the function

o(w) = 27 /o°°(|c,zwq2z + h(Tw))dt
1s continuous and linear on segments, i.e.,
®(wy + (1 — Awz) = A®(w;) + (1 — A)®{ws) (3.4)
F(Aw; + (1 = Xwy) = ATwy; + (1 = MTw,, VA€[0,1] w,,w, €W. (3.3)

Indeed it is easily seen that u = A'wy + (1 — A)T'w; is a solution to problem (3.3) corre-
sponding to w = Aw; + (1 — A)w,. Since the function h is strictly convex this implies (3.5).
Moreover, if w,, — w in W then {u, = I'w,} is bounded in & and so on a subsequence, u,, — u
weakly in U, z,(t) = z,(t) weakly in X for all t > 0 and C,z, — C,z,, weakly in L*(R*:Z).
We have o oo

/0 (IC12n 2 + h(un))dt < /o (IC1zo[% + h(Tw)dt = 2inf(3.3)

and hence lim ®(w,) = ®(w). This clearly implies that u, — Tw strongly in L?(R*;Z) as
claimed.
Now if denote by &, : W — R the function

do(w) = 27 [T(r*helt)ll — ICrza ()} - h(Tu(t)))dt

= 27 [lwliy ~ &(w)
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we may equivalently write problem (3.2) as
inf{®o(w) ; w € W}. (3.6)
According to inequality (1.7) we have
o(w) 2 aflw|ly +8 YweW

where @ > 0 and # € R. On the other hand, as seen above &, is continuous and by (3.4) it
is strictly convex. Hence @, attains its infimum on W in a unique point w* and so problem
(3.2) has a unique solution (u*,w") as claimed. Throughout in the sequel we shall denote by
z* = z,, the corresponding solution to system (1.1).

In order to obtain the Euler-Lagrange conditions of optimality corresponding to problem
(3.2) we shall consider a family of approximating sup inf problems on the finite intervals [0, n].
Namely

wseuy}v)" ux&fn Kp(u,w) (3.7)

where

Rafuyw) =27 ["(1Cia ()} + hlu(t)) - 17l )dt
z is the corresponding solution to (1.1) on [0,n] and U, = L}(0,n;U), W, = L?(0,n; ).
Lemma 2 Problem (2.8) has a unique solution (u,,w,) which is expressed as
un(t) = Pug(B;pa(1)) : wa(t) = =y 72 Bipat) a.e. t € (0,n) (3.8)

where

pho=—A"p, + C;Ciz, in[0,n]; pn(n) =0. (3.9)

Moreover, we have

lim ["(Ciza(t) = Cra™ (O + lua(t) = w (O + lwn(t) = w'(f)dt =0, (3.10)

Proof 1t is readily seen that for every n there exists F' € F such that
ISk (2o, w)”i’(o,n;Z) < P2“w”i2(o,n;W) + CITOP,

Y(zo,w) € X x L*(0,n; W)
where 0 < p < 4 (it suffices to take in (1.7), w = wg on (0,n) and w = 0 on (n,00)). Then
arguing as in the proof of Lemma 1 it follows that problem (3.7) has a unique solution (u,,w,).
Moreover, for every w € W, the solution & = I'w to optimal control problem

inf { K, (u,w) ; u € U,}

satisfies the Euler-Lagrange system (see e.g. [2]), pp. 258)
p=—-A"p+ C;Ciz on (0,n); p(n) = 0. (3.11)
>p(t) — a(t) € Ny, (u(t)) a.e. t € (0,n) (3.12)
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where Ny, (i) is the normal cone to Up at 4 and Z is the corresponding solution to (1.1) with
u = 4. Recall that (3.12) can be rewritten as

u(t) = Py,(B;p(t)) ae. t € O,n). (3.13)

For 4 = u,, z = z,, Eqs. (3.11), (3.13) reduces to (3.9) and the first equation in (3.8)
respectively.
In virtue of (3.4), which clearly remains valid for I',,, we have

/(; (‘)’2(11/‘ — Wy, wn)"' - (Clxna Cly)z + (rnwn - I‘n'w3 rnwn)u’) 2 0

Yw € W,.

where
y' = Ay + By(T'w - Tw,) + By(w — w,) in (0,n) ; y(0) = 0.

Multiplying the latter by p, and integrating on (0,n) we get by (3.11) that (without less of
generality we may assume that y and p, are differentiable)

/0"(7%,,@) + Bpa(t), w(t) — wa(t))wdt 20 Var € W

Hence y?w,(t) + B;pa(t) = 0 a.e. t € (0.n) as claimed.
To prove (3.10) we note first that in virtue of inequality (1.7) we have

n T
_O.z/o [wn (1) [3-dt > Ky (g, wy) 2 inf Nop(u,w) 2 ~2“/0 ™ (1) [3-dt.

Hence

| wa(fivdt <C vn.
Then extending w, by 0 on [n,4+00), we may assume that as n — oo
w, — W weakly in L*(R*; W);
On the other hand, we have

[ UGz + Bt < ["(Cz@ + WO + Ingu@)dt (319)

for all (z,u) satisfying (1.1) with w = w. In particular the latter implies that {u,} is bounded
in L?(R*;U) and therefore on a subsequence again denoted n, we have

U, — U weakly in L?(R*;U)
r,(t) — 2(t) weakly in X on compacts intervals

Ciz, —» Ciz weakly in L*(R*;U).

(We have extended u, and z, by zero on [n,o00)). Then letting n tend to +oc in (3.14) we get

9-1 /0°°(|c,i(t)1§ + h(@(1))dt < inf{K (u,d); u € U)



because the function & is weakly lower semicontinuous. This implies that

L 1Cza®) + lun0)B)dt — [T (3O + a0t

and therefore n

L6 (@alt) = 2O + un(t) = i(®) f)dt = 0 (3.15)
as n — 0o. On the other hand, we know that

—Kn(up,wn) = —=Kn(Twn, wy) < =Ky (Tw™, w")

and by (3.15) we infer that
-K(T'o,w) € —K(Tw*,w").

Since as seen earlier, the functions w — —K (F'w, w) is strictly convex and w* = arginf K (F'w, w)
we conclude that ¥ = w*, & = u* and by (3.15) we have

/On [wa(t) — w*(t)3ydt = 0asn — oo

thereby completing the proof of Lemma 2.
Define the functions, ¢ : X —- R, ¢, : X = R

@(ro) = sup inf K(u,w)= K(u",u") (3.16)
weEW u€ld

¢n(xo) = sup inf Np(u,w)= Ky(us,wn), n=12... (3.17)
wEW, ¥EUn

As a supremum of the family of convex lower semicontinuous functions
<
2o — inf{2‘1/0 (G2 + h(u(t) = Vo))t : v € U)
the function ¢ is itself convex and lower semicontinuous. Since it is everywhere defined it is
continuous on X. Similarly, the function ¢, are convex and continuous. Moreover, we have
Lemma 3 The functions ¢, are Gdteaur differentiable and Vpu(19) = —pa(0) Vzp € X
where p, is the solution to (3.9).

Proof By (3.8),(3.9), and (1.1) it is readily seen that —p,(0) € dn(70), i.€.,

—(Pn(0), 20 — Y0) = @nl(T0) — @n(y0) Vo € X

(We have denoted by 0y, : X — X the subdifferential of ;). Denote by P, : X — X the
operator : P,zg = —p,(0). We shall prove that P, = dp. Since P, C 9y to this purpose it
suffices to show that P, is maximal monotone i.e., the range R(A] 4+ T,) is all of X" for some
A > 0 (see e.g. (2]). To this end let yo € X be arbitrary but fixed. To solve the equation

A170+Tn130 = Yo (318)

consider the sup inf problem

inf /nCtth—2,~t2~dt
feuvrv),, ueU,.].I:]‘(O)e.\’{ A (|Cix()|7 + h(u(t)) — v |w(t) i)

(3.19)
+A]2(0)]2 — 2(2(0),y0) : subject to (1.1)}
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Clearly the inf problem has for every w € W, a unique solution @ = I',w given by (see 2],
p. 258)
a(t) = Poo(B;p(1)) 2. t € (0,n)
P =—-AP+C;Ci% in (0,n)
p(0) = Az(0) — yo ; p(n) = 0.

Now in virtue of inequality (1.7) we have for all A sufficiently large

(3.20)

JUGEDE + ha(0) - 7o) )dt + Mz(0) - 2(2(0), o)
< —a? [ w(t)fiydt + M) - 2(2(0), 30) + CIZ(0) (3:21)
< —a? On lw(t)|}dt Yw € W,,
because "
[ e + haw))dt + Mz(O)F - 2(2(0), v0)
n n (3.22)
< [1Giwkdt <M [“wtfid v e W,
0 0

where ¥’ = Az 4+ Byw ; #(0) = 0. Then by (3.20) and (3.22) we see that A?|7(0))* <
M, [ |w(t)|%-dt which implies (3.21) for A sufficiently large.

This implies as in the proof of Lemma 1 that problem (3.19) has a unique solution (u,,@,) €
U, x W, which is given by

ﬂn(t) = PUO( ;ﬁn(t)) a’n(t) = _’7_2Bl-ﬁn(t)

where p, is the solution to (2.20) with 7 = z,,.
On the other hand, it is readily seen that (i,,®,) is also the solution to problem (3.17)
where z¢ = 7,(0), i.e.,

(Un,wy,) = arg supir&f{Kn(u,w) ; £(0) = 2,.(0)}

Then by (3.20) we conclude that zo = Z,(0) is the solution to Eq (3.18). Hence 0y, = P, and
therefore ¢, is Gateaux differentiable because 9y, is single valued (see e.g. 2], pp. 107).

Lemma 4 There is C > 0 independent of n such that
lpa(t)] < C vt €[0,n] (3.23)

Proof Consider the function %, : [0,n] x X — R defined by
Ynlt,z0) = supinf {2 ["(ICazf} + h(u) — 1?hefly)dt) (3.24)
subject to u € L*(t,n;U), w € L*(t,n; W) and
z' = Ar + Byu + Byw in [t.n]; z(1) = x.
The function ¥,(t,.) is convex, continuous, Gateaux differentiable and (see Lemma 3)
Ven(t, z0) = —py(1)
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where p!, is the solution to
(L) = —Ap. + C;Cyz! in [t,n] ; pi(n) =0

and u!, w!, z! are optimal in (3.29). Moreover, it is readily seen (the dynamic programming
t

principle) that if zo = z,(t) then u} = u,, w! = w,, 2!, = z, on [{,n] where (u,,wr) is the
solution to problem (3.7). We may therefore infer that in this case p"(s) = p.(s) Vs € [t.n]
and

Palt) = =Vetha(t,za(t)) Yt € [0,7] (3.25)

where p, is the solution to eq (3.9).
On the other hand, since ¥,(t,.) is convex we have

Yn(t, 2a(t)) < ¥nlt, za(t) + BO) — B(Vepu(t, za(1)),0)
for all § € X and B > 0. This yields for |§] =1
[Vea(t,2a(t))] S B ¢ult, 2a(t) + B8) + C (3-26)

(We shall denote by C several positive constants independent of n). On the other hand, by
Lemma 2 we know that

<~

lim vnlt.2) = supint {5 [7(1Ciell + htw) = A7l )t
u € L¥(t. o U), w € L(t,00:W) ; 7' = Az + Byu + Byw in (t,0¢) 2(1) = 20} = (20)-
Then by (3.25) and (3.26) we get
Jim sup |pa(t)] < 871 ((2"(t) + B6) — p(27(1))) Yt 20 (3.27)
where |f] < 1. Since the function ¢ is locally bounded the latter implies (3.23) as desired.
Lemma 5 The solution (u”,w") to problem (3.2) is given
u*(t) = Puo(B3p(t)) ; w™(t) = —y7*Bjp(t) Vt>0 (3.28)

where p € C(R*; X) is a mild solution to

p—Ap+C;Cz" in Rt tlirgop(t) =0 (3.29)
e,
. T [ ]
p(t) = A" T=0p(T) 4 /t A" =00 C 27 (s)ds, (3.30)

forall0 <t <T < <.



Proof . In virtue of estimate (3.23) we may assume that p, — p weak star in L>*(R*; X).
Clearly p is a weak solution to eq. (3.29) and since the map Py, is weakly-strongly closed in
every L?(0,T;U) we may let n tend to +o0 in (3.8) to get (3.28). To show that ‘lim p(t) =10

we come back to inequality (3.27) and note that it implies that

p(t)] < B (p(a" (1) + B6) — p(2*(t))) VL 20 (3.31)

where |0] = 1. On the other hand, it is readily seen that (u”,w*) is the solution to problem

su C + h ; 2; d
weu(:&wweL’(th){/ (1Gialz () = 7"lwhy )ds (3.32)
' = Az + Byu+ Bywin (¢,00) ; z(t) = z°(t)}
and therefore
)= 2 / (IC127(5) % + h(u"(s)) — v*|w"(s)frds), t > 0. (3.33)

Note also that by the detectability assumption (1.3) it follows by standard arguments involving

Datco’s theorem that,
e L3(RY; X); tl_i}g:t'(t) =0 (3.34)

Thus letting ¢ tend to +oc in (3.31) we get

lim sup |p(t)] < 87" sup{(86): 0] <1} VB >0 (3.35)
Since by inequality (1.5) and (3.16) we have

0 < inf [ (ICal3 + hw)dt < plao) < Claf? V2o € X
letting # — 0 in (3.35) see that lim p(t) = 0 as claimed.
Lemma 6 The function ¢ in Gdleaur differentiable on X and
Vi(zo) = =p(0) (3.36)

where p 1s the solution to (3.29).

Proof. Let p be any mild solution to (3.29) such that p(oco) = tl_i_.rglop(t) = 0. By a little

calculation involving systems (1.1) and (3.29) it follows that

@(zo) = @(yo) < =(p(0),z0 —y0) Vyo € X

—p(0) € Op(zo) (Oy is the subdifferential of ¢). In particular this implies that the mild
solution p to (3.29) is unique.

Indeed if p;,p, are two solutions to (3.29) then so is p; + A(p; — pz) for all A > and
P1(0) + A(p1(0) — p2(0)) € —8p(zp) for all A > 0. Since dp(z¢) is bounded (see e.g. [2]) we

arrived to a contradiction.
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Hence the operator P : X — X defined by Pzo = —p(0) is single valued and Pz, €
Op(z) Vzo € X. To prove that ¢ is Gateaux differentiable it suffices to show that P is m-
accretive in X i.e., R(A] + P) = X for some A > 0. Let yo € X be arbitrary but fixed. The
equation

Azo + Pzo = yo (3.37)
reduces to the supinf problem
sup, i’é{({,[) (IC:1z|% + h(u) — v*|wf% )t + A|z(0)* = 2(z(0), o)} (3.38)

where (z,u,w) are subject to system (1.1).

Arguing as in the proof of lemma 1, it follows that problem (3.38) has a unique solution
(2,4,w). Since (#,w) is also a solution to problem (3.2) where zo = Z(0) we have by lemma 5
that

i(t) = Pu(B3p(1)), 6(t) = =y Bjp(t) VL >0 (3.39)

where
p=-A"p+C;Cizin R*, p(c0) = 0.

Moreover, as seen above we have

p(t) = w— lim pa(t) V¢ >0

N == OO

where p, is the solution to (3.20). i.e.,

pr=—A"p, +C;C17, in [0,n]

Pn(n) =0, pn(0) = A7,(0) — 3o (3.40)

and (Z,, @, wy,) is the solution to problem (3.19). Since (@,,w,) — (&, @) strongly in L3(R*;U)x
L*(R*; W) (Lemma (3.20)) and z,(t) — #(t) uniformlly on compact intervals we infer that 5 is
a solution to problem (3.39) and p(0) = Az(0) —yo. Hence ¢ = (0) is the solution to equation
(3.37).

Proof of Theorem 1 ( continued). By (3.33) and (3.28) we see that

el (1)) = 271G (O - P Bip()y - |Bip(Of) Ve 20 (341)

Note also that for zo € D(A), we have

d

-(E (.‘B.(t)) |t=0= (VSO(Z'()), Al‘o + Bg’u.(O) + Blw'(O)) (342)
Indeed since ¢ is convex, we have

t

®(z0) =p(z7(t)) < (Vp(zo), 20—17(t)) = (V<P(15)amo—€'“10+/0 e =) (Byu’ (s)+ By (s))ds)
and this yields

2P (1) k=02 (Veo(zo), Azo + Byu™(0) + Byu™(0)).
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The opposite inequality follows similarly using the fact that Vo is demxcontmuous, ie.,
strongly weakly continuous.

On the other hand, since as seen earlier (u”,w*) is the solution to problem (3.2) on (¢, oc)
with the initial value condition x = z*(t), it follows by lemma 6 that

p(t) = =Vep(z*(t)) Vt20. (3.43)

Combining (3.41), (3.42), (3.43) it follows that ¢ satisfies the Hamilton-Jacobi equation
(2.2). Finally by (3.28) and (3.43) it is clear that z = z* is a mild solution to the Cauchy
problem (2.3). Moreover, as seen earlier, it follows by assumption (1.3) that z* € L?(R*; X)
and therefore tl_l‘rg z°(t) = 0. This completes the proof of the first part of Theorem 1.

Let us assume now that : either B, € L(U, X) or eA! are compact for all t > 0 and that eq.
(2.2) has a convex solution v which is Gateaux differentiable and 0 < (z0) < Clzol? Vzo € X.
We must prove that the feedback F = Py,(—B; V) belongs to F and

|SF(zo, u‘)”}.?(m U) < 72“w“§.2(R+ Wy + C|~To|2 (3.44)

for all (zo,w) € X x L}(R*;W).
Consider the Cauchy problem

= Ax + By Py, (—-B;V(z)) + Biw ; 2(0) = zo. (3.45)

Since V¢ is demicontinuous (i.e., strongly - weakly continuous) the feedback F is admissible
and upper - semicontinuous and so by compacity assumption, the Cauchy problem (3.45) has
least one local solution z = z(f, xy. w) see e.g. (1], [7]) defined on some interval [0, T;). Without
any loss of generality we may assume that = = z(t, 2, w) is differentiable on [0,7,). Multiplying
(3.45) by Vo(z(t)) and using eq. (2.2) we get after some calculation that

%w(z(t)) = (Az(t) + B2 Py, (—B; Vp(2(1)), Vep(z (1)) + (w(t), By Vip(z(t)))w
= =271Cvz(1) [z + 772 Bi V(2 (1)) iy — |Puo(=B; V(1)) 1)
+(w(t), By Ve(z(1)))w  Vt € [0,To).

Hence

e(z() + 27 [(1C12(s) + 1Pus(~ B Vo(a())E + 97185 Viola(s)) i )ds

(3.46)
= plzo) + [ (w(s), BiVip(a(s))wds ¥t € [0,T5).
Finally, t .
LG + 1P (= B; V() + 1B Vil (s)) iy s (3.47)
<C Vte0,Tp).
On the other hand, we may write equation (3.45) as
'=(A+ KC\)x — KCyz 4+ B,Py,(-B;Vy(z)) + Byw (3.48)
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where elA+RC1)t is exponentially stable. Then by estimate (3.47) we see that
t
/0 ICrz(s)Bds + [z(1)] S C V1 € [0,Tp)

and therefore z = z(t,zo,w) can be extended as mild solution to (3.45) on the whole of R*.
Moreover, it follows by (3.47) and (3.48) that z(.,zo,w) € L*(R*; W) and Jlim z(t, zg,w) = 0.
Since in the previous argument Byw can be replaced by any L? function f we conclude that

FeF.
Now letting t tend to +o0 in inequality (3.46) we get

/ow( ICyz(t))% + | Py, (— B3 Vip(z(t)) 7)) dt
< glzo)+9* [ w(Ofidt Vo € LR, W)

for any mild solution to the Cauchy problem (3.45). The latter implies (3.44) as desired. The
proof of Theorem 1 is complete.

4 Final remarks and examples

It is clear from the previous proof that the compacity hypothesis has been imposed in order to
assure that the closed loop system (1.1) with the feedback v = Faz = Py,(—B;V(x)) has at
least one local solution for every o € X and w € L}(R*; W).

This assumption can be dispensed with if eq. (2.2) has a more regular solution. For instance
if it has a solution p € C*(X') with locally Lipschitzian gradient V> then by the above argument
it follows that the feedback F = Py, (—B;Vy) belongs to F and guarantees inequality (1.7)
with 0 < p < 4.

The next remark reffers to definition of the H-suboptimal control F. If inequality (1.7) is

weakened to 2
1SF (20, w)|* € PP ||wl[f2(r+ ) + Claol*™ (4.1)
V(zo,w) € X x LA(R¥; W) '

then Theorem 1 remains valid if condition (2.1) is replaced by
0<p(z)<Clz)™ VreX (4.2)

with m > 1. This follows by an easy modification of the proof of Lemma 3. Namely one replace
equation (3.18) by
Azolzo|™ 2 + Thzo = yo

i.e., one proves that R(T, + A|z|™~2z) = X which clearly implies that T, is maximal monotone.
Theorem 1 extends by a slight modification of the proof to H,,-constrained control problems
with the controlled output z = Cyz + Dyyw + Djpu where 421 — D3, Dy, is positive definite.

Example 1 . Consider the system

’'=—-zr+4+u+winRY;, z={z,u}, u(t)>0, Vi>0. (4.3)
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Here X =U =W =R, Z=R xR and Up = {u € R;u > 0}. Equation (2.2) has therefore in
this case the following form

200'(z) = [(#'(2))7 P = (¥*) @' (@) —2* =0 (4.4)

By a little calculation we see that for 4 > 1 this equation has a unique convex solution ¢
satisfying (2.1) and which is given by

2P (- 1)YH2? for 220
w(z) = { 271 (2 = 1) V(292 = 1)"2 = 7)z? for <0 (45)

and the suboptimal H,, feedback control F is given by

0 for 20
u= Fzr = { _(72 _ 1)-1/2((272 - 1)1/2 - .Y)I fOI‘ r < 0. (46)

Example 2. Consider the intput-output system

—Ay—Za Ju; + win Q x RY

y=0in 80 x R* (4.7)
;.—{y Vi, u}EH(l, (Q) x L¥(Q) x R™
u(t) = (ug(t)..... un(t)) elUog={u € R™;|u;| <1, i1=1,...,m}

Here a; € L>(Q) are given and w € L*(R*;L%*(Q)) (N is a bounded, open subset of R" with a
sufficiently smooth boundary). In this case X = HJ(Q) x L*(R), U = R™, = L2%(Q),

w0

= e 2]

Sl By

Clearly assumptions of Theorem 1 are satlsﬁed and equation (2.2) has the following form
2/ Y290y, (1. ¥2) — Ay19y, (31, ¥2))dx
+Z (] apnlyn2)de)? + (1 = | [ @iy (w1 v2)dal)*)?) “s)
+ / oL (. va)dz + [ (V9P + i)z =0,
V(v1,y2) € (Ho() N H*(Q)) x Hy().
whilist the corresponding H-suboptimal feedback F is given by

u = { -/n a;(x)py, (41, y2)dx 1f|/ )y, (y1,y2)dz] < 1

(4.9)
—sign [ ai(e)ey(u1,3:)de i | / (2)gnn (v, 32)dz] > 1

for:=1,...,m.

We mention also that Theorem 1 is applicable to intput-output systems defined by the delay
equation
yl = Aoy + Aly(t - h) + Bgu + B]‘LL‘ in R+

where A A, € L(RY,R™), B, € L(R™, R"), B, € L(R?,RM).
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