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IPS, un schéma un rangement améliorant le débit mémoire d'un
supercalculateur vectoriel

Résumé

Sur certains supercalculateurs, plusicurs processeurs vectoricls partagent unc mémoire trés fortement entrelacée en
mode MIMD. Quand tous les processeurs travaillent sur une méme boucle vectorielle simple, une pariic importante
du débit potentiel de cette mémoire pcut étre perdue i cause de Pasynchronisme des processseurs.

Un mode de synchronisation SIMD des processcurs lors des accés aux vecteurs en mémoire peut étre utilisé pour
limiter cette perte. Mais une partie importante du débit mémoire peut étre gachée lors des acces a des vecteurs rangés
avec une raison paire.

Dans cet article, nous présentons un schéma de rangement des données dans une mémoire entrelacée: 1PS. IPS
assure une distribution équitable des éléments d’un vecteur sue une mémoire fortement cntrelacée pour un large
spectre de vecteurs. Nous montrons de plus comment organiser les accés a la mémoire pour que le routage des
vecteurs vers les processcurs requiérent un minimum de passes & travers le réseau d’interconncxion.

Abstract

On many commercial supcrcomputers, several vector register processors share a global highly interleaved memory
in a MIMD mode. When all the processors are working on a single vector loop, a significant part of the potential
memory throughput may be wasted due to the asynchronism of the processors.

In order to limit this loss of memory throughput, a SIMD synchronization mode for vector accesses Lo memory
may be used. But an important part of the memory bandwidth may be wasted when accessing vectors with an even
stride.

In this paper, we present IPS, a interleaved parallel scheme, which ensures an equitable distribution of clements
on a highly intcrlcaved memory for a wide range a vector strides. We show liow to organize access to memory, such
that unscrambling of vectors from memory to the vector register processors requires a niinimum number of passcs
through the interconncction network.

*a paraitre dans les Procecdings of the 19th International Symposium on Computer Architecture (IEEE-ACM), Mai 1992
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Abstract

On many commercial supercomputers, several vector
register processors share a global highly interleaved
memory in a MIMD mode. When all the processors
are working on a single vector loop, a significant part of
the potential memory throughput may be wasted due
to the asynchronism of the processors.

In order to limit this loss of memory throughput, a
SIMD synchronization mode for vector accesses to mem-
ory may be used. But an important part of the memory
bandwidth may be wasted when accessing vectors with
an even stride.

In this paper, we present IPS, a interleaved parallel
scheme, which ensures an equitable distribution of ele-
ments on a highly interleaved memory for a wide range
a vector strides. We show how to organize access to
memory, such that unscrambling of vectors from mem-
ory to the vector register processors requires a minimum
number of passes through the interconnection network.

Keywords

Vector register processor, SIMD synchronization, Inter-
leaved Parallel Scheme, Interconnection Network
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1 Introduction

As vector parallelism is easiest to detect and to exploit,
a large number of vector processors have been built and
commercialized.

Vector processors usually resort to the pipeline ar-
chitecture (e.g., vector register machines as the Cray
Series) or to the SIMD architecture where a single se-
quencing unit controls several identical processing ele-
ments (e.g. the Connection Machine).

On many commercial supercomputers (e.g., Cray se-
ries, Alliant series, ..), several vector register processors
share a global highly interleaved memory in a MIMD
mode. Even when all the processors are working on
a single vector loop, a significant part of the potential
memory througput may be wasted due to asynchrony
of the processors. In order to limit this loss of memory
throughput, one should synchronize the processors in a
SIMD fashion.

In this paper, we consider a SIMD synchronization
mode that could be implemented on a shared memory
multiprocessor built with multiple vector register pro-
cessors accessing vectors in memory.

When working in this mode, both SIMD and vector
register machine performance on a specific vector in-
struction sequence will depend highly on the effective
throughput of memory, i.e., on an adequate distribu-
tion of the vector elements over the memory banks and
also on avoiding conflicts in the interconnection network
during the unscrambling of the vector.

In section 2, we recall classical difficulties for access-
ing vectors in parallel on SIMD computers and vector
register machines. In section 3, we point out that it
may be easier to obtain maximum memory throughput
for vector accesses on a shared memory multiproces-
sor built with vector register processors than on SIMD



computers built with scalar registers or vector register
Uniprocessors.

In section 4, the Interleaved Parallel Scheme,
IPS(d,q,n), is proposed. Using this new mapping in-
duces more equitable distribution over memory banks
for a wider set of vectors than when using the usual
mappings.

However, equitable distribution on memory banks is
not sufficient to guarantee parallel accessibility.

In section 5, we show that the parallel accessibility
of vectors in memory is ensured by this storage scheme
and SIMD synchronization of the processors. We show
how to organize the unscrambling of data from mem-
ory to the processors avoiding conflicts in the intercon-
nection network and obtaining effective high memory
throughput on vector accesses for a very large range of
access strides.

2 Accessing memory on SIMD
machines and vector register
Processors

Many manufacturers of vector processors have adopted
the following definition for a vector.
Definition: A vector is an ordered set of words whose
addresses form an arithmetic series.

For example, rows, columns and diagonals of a matrix
stored columnwise are vectors.

2.1 Mapping vectors onto a parallel
memory

In both SIMD machines and vector register processors,
several memory banks are used to build a large mem-
ory system with high potential thoughput. To obtain
maximum memory throughput for a vector instruction,
memory access conflicts must be avoided.

The usual mapping of data onto memory consists of
mapping address A in memory bank 4 mod N at local
address A / N: this mapping is sometimes referred to as
low order interleaving. When using this mapping, the
distribution of the elements of a vector V stored with a
stride R has the following property:

V(i) and V(j) are stored in the same memory
bank iff
i = j mod N/JGCD(N, R)

Then N/GCD(N, R) consecutive elements of the vector
are stored in distinct memory banks and then may be
accessed in parallel.

To ensure conflict free parallel accesses to a maxi-
mum set of vectors, one may use a prime number of
memory banks. This was used in the Burroughs Sci-
entific Processor [KUC82]. Then address computation

requires arithmetic modulo a prime number, however
for simplicity in construction one generally prefers to
use a power of two memory banks. Then by simply re-
ordering the address lines, bank interleaved addressing
is accomplished.

From now on, we shall assume that the number of
memory banks is a power of two: N = 2",

As the ability to access a slice of a vector in parallel
depends on the distribution of data in memory banks,
we define here the equitable distribution of a set of data
among the memory banks:

Definition: The distribution of a set S of X * N ele-
ments on the N memory banks is equitable iff X ele-
ments of S are stored in each memory bank.

2.2 Vector register machines: time-

multiplexed memory

In vector register machines, an interleaved memory is
used because of the difference between processor cycle
time and memory cycle time.

Let us consider a memory consisting in N memory
banks. A memory bank is busy due to a request for ¢
cycles. For simplicity, we consider a vector register ma-
chine with only one memory access port (as e.g. Cray 1
or Cray 2). In order to guarantee that no conflicts may
arise between successive vector accesses, a delay of ¢ cy-
cles must occur between two successive requests to the
same bank.

2.3 SIMD machines: space-multiplexed
memory

Let us consider a SIMD processor with N memory banks
and P processing elements (processors).

The structure is illustrated in Figure 1. Memory
N memory banks
i 1 1

[ 1 l

Interconnection network

QQ Q

P processing slements

4 Control
J Unht

Figure 1: Simplified structure of a SIMD computer

banks are numbered from 0 to N — 1 and processors
are numbered from 0 to P — 1.



Memory is accessed by the processors through the
interconnection network.

For simplicity’s sake, we also assume that P = N =
2" processors. If the vector stride is R = 2%r with r
odd and k < n, then 2* cycles are needed for accessing
a slice of N consecutive elements of a vector.

In [TAMSS5], it is pointed out that the distribution of
the strides of accessed vectors in real applications is not
random, but that about 80 % of the vectors are accessed
with stride one, while the remaining 20% are accessed
with approximatively random stride.

Let us consider the following distribution of vector
accesses:

e 80 % of the vectors are accessed with stride one

o 10 % of the vectors are accessed with an odd stride
distinct from one

e for k > 1, 10/2% % of the accessed vectors have
strides of the form 2*r

Then accessing 100 vectors of N elements will require
at the average 90+ (n+1)* 10 cycles: e.g., for N = 512,
ie, n =29 (resp. N = 64, i.e., n = 6) the effective
memory throughput is only of 53% (resp. 62.5 %) of
the potential throughput.

As a key point, note that one of the major obsta-
cles to the systematic use of the type COMPLEX in
FORTRAN applications is the two-strided access it in-
duces for accessing the vector of real (resp. imaginary)
parts, resulting in half of the memory bandwidth being
wasted.

In order to remove this penalty for accesses to vectors
with an even stride, memory bandwidth is sometimes
overdimensioned i.e., N = 2P or N = 4P.

2.4 Using skewing schemes

In order to increase effective throughput, one can try to
use skewing schemes [BUD71]. The following skewing
scheme was proposed by Harper and Jump [HARS7] :

let m(A) be the number of the memory bank
where a word at address A is stored. m(A) is
given by:

m(A) = (A + (A/N)) mod N

Figure 2 illustrates this skewing scheme.

This skewing scheme was proposed for improving the
throughput of the interleaved memory of a vector reg-
ister machine.

Using this skewing scheme on a vector register ma-
chine associated with buffers at input and output of
each memory bank may dramatically improve the effec-
tive throughput of an interleaved memory on a vector
register machine (see [HARST]).

[} 1 2 3 4 5 6 7
0 f 1% 2 i 3 i 4 %5 i 6 i 17
15 ¢ 8 : 9 i10 11 §12 § 13 § 14
22 §23 {16 {17 $18 {19 § 20 {21
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36 {37 §38 {39 {32 $33 §34 {35
43 £ 44 45 146 47 40 {41 42
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57 :58 :59 :60 {61 {62 : 63 ;56

Figure 2: Skewing scheme of Harper and Jump (N = 8)

For SIMD computers, this skewing scheme allows par-
allel access to some vectors stored with even stride, but
it does not allow parallel access to slices of N consec-
utive elements for most of the one-strided vectors, e.g.
the vector starting at address 1 (see Figure 2).

3 Accessing vectors on shared
memory supercomputers: a

new challenge
3.1 Synchronizing processors in a SIMD
fashion

On many commercial supercomputers (e.g., Cray Re-
search Systems, ...), several vector register processors
share a global memory in a MIMD mode.

The memory organization in these machines may be
illustrated by figure 3: this memory is both space and
time multiplexed. Several physical memory banks are
connected to the same port of the interconnection net-
work; we will refer to this set of memory banks as a
logical memory bank.

In such a memory organization, the clasical mapping
of data is:

Word at address A is mapped to local address
A/2"+4 in physical bank (A/2") mod 2¢ in log-
ical bank A mod 2".

Achieving high performance on vector applications on
these machines depends highly on the effective through-
put of the memory for vector accesses.

Even when all the processors are working on a single
vector loop, a significant part of the potential memory
throughput may be wasted due to asynchronism of the
processors: access to vector VO by processor PO may
interfere with access to vector V1 by processor P1 when
strides and/or base addresses of the vectors are differ-
ent.

In order to limit this loss of memory throughput, one
may imagine synchronizing the sequencing of the dis-
tinct processors in a SIMD fashion, or at least to im-
plement a specific synchronization mode for which the
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Figure 3: Memory organization on a vector register pro-
cessor based multiprocessor

logical bank

accesses to memory of the distincts processors are syn-
chronized in a SIMD fashion. There is no systematic
increase of the memory throughput for all the vector
sections !, but simulations show that on average there
would be an increase of memory throughput.

Considering the same distribution of the vector
strides as in section 2.3, for 64 (resp. 8) processors,
64 (resp. 8) logical memory banks and 8 physical banks
per logical banks busy for 8 cycles by a memory re-
quest, only 38 % (resp. 41 %) of the theoretical memory
throughput would be realized by a a quasi-infinite se-
quence of vector accesses without any synchronization of
the processors versus 2/3 (resp. 74 %) of the theoretical
memory throughput when using SIMD synchronization
on the vector requests to memory.

It must be noted that these simulations are rather
optimistic for 64 processors: in our simulation, a 64*64
crossbar network was assumed and we supposed that
conflicts were resolved on the fly (i.e., a rejected request
is submitted again at the next cycle). Implementation
of such a large fast crossbar network and its associated
control logic cannot be envisaged at the moment.

le.g. consider the usual mapping of data in memory and a
vector sequence accessing two two-strided vectors one with an
even base address, the second with an odd base address

Distribution of the elements

When synchronizing the processors in a SIMD fashion,
the distribution of the operations among the processors
is naturally done as follows: element = of a vector is
processed by processor x mod 2”.

In the next sections, we show that the effective mem-
ory throughput on vector accesses may be improved by
using a skewed storage scheme which will allow a max-
imum memory throughput on a wider family of vectors
than allowed by the usual mapping.

3.2 Some notations

From now, we consider a multiprocessor where such a
SIMD synchronization mode is implemented with the
following parameters:

1. Each processor is a vector register machine: it may
receive one word of data from memory per cycle.

2. The size of the vector register 1s M = 2™ words.

3. The number of processors is N = 2".

4. The number of logical memory banks is also N =
2"

5. The processors are connected to the memory banks
through a N entry, N exit interconnection network.

6. A logical bank is built with D = 29 physical mem-
ory banks. We shall consider that a physical bank
can deliver a word of data per D cycles.

Definition: A vector V is g-permissible if its storage
stride is of the form 2¥r with k < ¢ and r odd.

3.3 The new challenge

In this architecture, the granularity of a vector instruc-
tion on the machine becomes 2" x 2™ elements. To ob-
tain the maximum throughput on vector accesses to the
memory, the challenge has been changed:

slices of M*N consecutive elements of a vec-
tor have lo be accessed from the memory and
unscrambled in a minimum time to the vector
registers of the dislinct processors.

N

Let us point out that the elements of the vectors which
are accessed in parallel do not have to belong to the
same slice of 2" consecutive elements.

In the next section, we present the Interleaved Par-
allel Scheme IPS(d,q,n), ¢ < n. When using this
scheme, any slice of 29%9+" consecutive elements of any
q-permissible vector is equitably distributed among the
24+n physical memory banks. Moreover in section 5,
we show how to organize the access to a slice of 2" 2™
consecutive elements of a q-permissible vector in order
to busy the distinct resources (memory banks, intercon-
nection network, ..) during only 2™ cycles.



4 The Interleaved

Scheme IPS(d,q,n)
4.1 The Logical Parallel Scheme

Parallel

Let 0 < g < n, let us consider the decomposition of
the binary representation of an address A in four bit
strings Az, Az, A; and Ap respectively of s — (n + q)
bits, ¢ bits, n — ¢ bits and ¢ bits (see Figured): A =
A328~ (D 4 A9 4 41277 4 A,. We shall note also
A = (As, Aq, Ay, Ag).

[
6-(n+q) bita l q bits

| 1 )
| i |
i A3 i a2 ia | a0 ]

| A2l |A2,0,

| q-k bits | wul

| A | A0.0'

| q—kuul uun|

Figure 4: Decomposition of an address A into different
bit strings

We define the Logical Parallel Scheme LPS(q,n) as
follows:

Address A is mapped at local address (As, A2) in log-
ical bank (Al , A & Ao)

Other skewing schemes using exclusive-OR were con-
sidered in other contexts in [RAU89, NOR87, FRAS85).
From now on, we assume that the LPS(q,n) skewing
scheme is used for mapping data on to the memory. In
order to achieve maximum throughput on a vector ac-
cess, an equitable distribution over the logical memory
banks is needed.

Theorem 1: Let V be a g-permissible vector, then
for any arbitrary slice of 2”%¢ consecutive elements of
vector V, the distribution of the elements on the 27
logical memory banks is equitable, i.e., 29 per logical
memory bank.

Proof:
Let V be a vector stored with stride 2¥r and base ad-
dress F.
Let T be the slice of the first 27+9-% consecutive ele-
ments of the vector V,
le¢  f be the application defined by
£ {01,271} = {0,1,..,2°— 1)
i — L={0,1,..,2° -1}

f(7) is the address of element V(?)

Let us consider the previous binary decomposition of
an address A: A (resp. Ap) may be subdivided in two

substrings Az ; and A, ¢ (resp. Ag, and Ago) of g — k
bits and k bits respectively.
Let us consider the applications Py, P, and P defined

by :
Pl L - {0,1,..,2n+q—-1}
A — (Az1,Az20, A1, Ao,1)
Py: L — {o0,.,2"-1}
A — Agpo
Py: L — {0,1,.,2"%¢ -1}
A — (A21,A1,A0,1 D A2,1,A00® A20)

A second form of Pyof is : Piof(1) =rxi+ (F [ 2%);
A second form of Pyof is : Poof(i) = F mod 2%,

Then Piof is a bijection and Psof is a constant ap-
plication, this induces that Psof is a bijection.

As (Al , A0,1 (3% A2,1, Ao]o [2%] Ag'o) is the index of the
logical memory bank where the word at address A is
stored, 297% elements of the slice T are stored in each
memory bank. Q.E.D.

4.2 Physically Parallel Scheme

A logical memory bank is built with D = 24 physical
memory banks; an equitable distribution of the elements
in a vector slice among the logical memory banks is not
sufficient to guarantee a maximum throughput for the
memory on vector accesses. We must also guarantee
an equitable distribution of the data among the physi-
cal memory banks. The usual low order interleaving at
the logical memory bank level does not work as shown
by Figure5: the physical memory banks may be parti-
tionned into “odd” banks and “even” banks.

0 — 2 3
0 5 1 4 2% 7 31 6
10§ 15 11§ 14 8313 912
16§ 21 17 § 20 18 § 23 17 § 22
26 § 31 27 § 30 24§29 25 {28

Figure 5: Low order interleaving of physical memory
banks using LPS(1,2)

That is why, we also need to skew the storage inside
each logical memory bank using the Physically Parallel
Scheme PPS(d,q,n) described below:

The word at address A is mapped to physical bank
number
Pd.gn = (As mod 2™7(49) & A, mod 29)

We called the combination of the two schemes
on physical and logical banks the Interleaved Parallel
Scheme IPS(d,q,n)

IPS(1,2,2) is illustrated in Figures.

Theorem 2: Let V be a g-permissible vector, then for
any arbitrary slice T of 2"t9+4 consecutive elements of
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Figure 6: The IPS(1,2,2) skewing scheme

vector V, the distribution of the elements on the 27+4
physical memory banks is equitable, i.e., 29%4 per phys-
ical memory bank.

Proof: We give the proof for the case d < ¢q. The proof
for case ¢ < d is quite similar.
Let V be a vector stored with stride 2%r and base
address F'.
Let T be the slice of the first 2"+9~% consecutive ele-
ments of the vector V,
let f be a mapping from Sy = {0,1,..,2"*9 — 1} in the
space of addresses L = {0, 1,..,2°—1}, where f(i) is the
address of element 1 in slice T,
and f is defined by f(i) = 2*¥rxi+ F.
Let us consider mappings Pz and P4 defined by
Ps: L — {0,.29-1} :
A — Az mod 28
Ps: L — {0,.,29%7 _1
A - (Azy Ay, AO)
For 0 < i < 2™%9, the restriction of Psof to the set
{i + 2"+ ¥z} ;<94 is a constant mapping :

Piof (i+ 2719 Fz) = (2792414 f(i)) mod 27%¢ =
£(i) mod 274,

Then, for 0 < i < 2°*9  the elements T(i +
2797k p) o< o <24 are stored in the same logical memory
bank

For 0 < i < 2"°%7 the restriction of Psof to
the set {i + 2"+t9 ¥z} .24 is a bijection: Psof(i +
27+a=kg) = [(f(i) + rz2"*9)/27*9] mod 29 = (rz +
Y;) mod 2¢

As element z of the slice T is stored in physical mem-
ory bank number (Pyof(z)) & ((Psof(z)/2"), then for
0 < i< 27t 1, the elements T(i + 2"*""‘2:)05«24
are stored in the different physical memory banks of a
single logical memory bank.

Thus the elements of the slice T of vector V which
are stored in logical memory bank I are equitably dis-
tributed among the physical memory banks. As we al-
ready know (theorem 1) that the slice T is equitably dis-
tributed among the logical memory banks, the slice T is
equitably distributed among the 2"+¢ physical memory
banks. Q.E.D.

5 Parallel accessibility of data

In the previous section, we have shown that the Inter-
leaved Parallel Scheme ensures an equitable distribution
of data among the physical and logical memory banks
for all the q-permissible vectors.

Paradoxally, when there is no SIMD synchronization
of the processors, simulations show that, when using
IPS(d,q,n) the effective memory throughput on a se-
quence on vector accesses is approximatively the same
as the throughput obtained when using the usual map-
ping: all the benefits of a better data distribution are
lost due to conflicts in the interconnection network,
physical banks, ... This explains why skewed siorage
schemes are not used on current veclor register proces-
sor based multiprocessor.

In order to feed the processors at a rate of one data
element per cycle and per processor, we need to un-
scramble the elements from the memory to the proces-
sors through the interconnection network at a maximum
rate, i.e., 2" elements per cycle.

When looking at Figure 6, it is quite clear that slices
of 2" consecutive elements cannot be unscrambled by
a permutation network in a single pass: there are con-
flicts in destinations. But as previously pointed out,
the challenge is not to unscramble 2" consecutive vec-
tor elements in a single pass through a 2" entry, 2"
exit interconnection network, but to unscramble 2"+™
consecutive elements in 2™ passes through the intercon-
nection network.

In this section, we shall show that SIMD synchro-
nization of processors and the use the Interleaved Par-
allel Scheme IPS(d,q,n) in conjunction with our ear-
lier results on controlling interconnection networks con-
trolling interconnection networks for vector accesses
[LEN85, SEZ87] allow us to unscramble any slice of
27*™ consecutive elements of a q-permissible vector in a
minimum number of passes through a 2" entry, 2" exit
interconnection network.

5.1 Previous results on vector unscram-
bling through interconnection net-
works

Controlling an interconnection network for performing
a permutation may require a quite complex hardware
mechanisms. The use of a crossbar network (as in
the BSP [KUCB82]) seems efficient as a first approach.
These networks can perform all the permutations be-
tween their P entries and their N exits. But a crossbar
network requires N * P switches; fast crossbar networks
for large N and P are not be built because they can-
not be easily partitioned: a crossbar network cannot be
envisaged in vector register processor based multipro-
cessor with more than 15 or 20 processors.



In order to overcome this difficulty, multistage inter-
connection networks (like the Omega network [LAW75]
or the Benes network [BEN68]) have been proposed:
these interconnection networks can be partitionned and
pipelined. The Benes network B(™) can perform any
arbitrary permutation on its 2" entries. It requires
(2n — 1) stages consisting in 2"~! 2 x 2 switches and
can be pipelined. But the algorithms to control this
network for arbitrary permutations are time and space
consuming [LEE85]: these algorithms cannot be used
at execution time in vector applications because the
permutation to be executed may change at each cycle.
Pre-computing control of the interconnection network
at code generation time may seem attractive; but the
needed permutations must be known at compile time,
this is generally incompatible with the use of separate
compilation and library routines.

To overcome this difficulty, Lenfant [LENS85] defined
FUM’s (frequently used permutations). FUM’s are a set
of permutations on E(™) = {0, 1, ..,2" -1} depending on
a few parameters that are sufficient to execute most of
the useful data manipulationson vectors when the usual
mapping of data is used. Lenfant also presented efficient
algorithms to compute the routing of Benes network for
this family.

5.1.1 Frequently used permutations

In this section, we consider that the usual mapping of
data on memory banks is used.
The family {/\S",)‘}

For executing the assignment B := A, when A and B
are two vectors both stored with an odd increment, the
interconnection network has to perform a permutation
of the family {/\S",)(} on slices of 2" elements of A. For
j odd, A7) is defined by AT () = Jz + K mod 2"
The Bit Permute Complement permutations
(BPC): Permutations of the family {/\S",)(} are not suf-
ficient for accessing vectors stored with an even incre-
ment.

Let us consider a vector A stored with a stride 2%r
where r odd and ¥ < n and a vector B stored with an
odd increment.

Assigning a slice of 2" =% consecutive elements of a
vector A in vector B may be decomposed in three steps:

1. Access to the 2" first elements of the vector A’

derived from vector A as follows: A’(0) and A(0)
have the same address, A’ is stored with increment
r.

2. Alignment of the elements of vector A on the on-k

first positions

3. Realignment of the result vector in order to store

the 2" % first elements in vector B.

The three steps induce permutations through the inter-
connection network: steps 1 and 3 induce permutations
of the family { /\S",)(} and step 2 may be realized by
”?n) where 0(,) is the perfect shuffle on the segment
EM = {0,1,..,2" — 1}.

The perfect shuffle, its powers, the bit-reversal and
some other useful permutations belong to the class
of Bit Permute Complement permutations (BPCs)
[NAS81):

Definition: A permutation M on E() is a BP (bit
permute permutation) if there exists a permutation T
on {1,2,..,n} such that, given S = T~ and zpzn.1..7;
the binary representation of z, £s(n)Zs(n-1)--Zs(1)- A
permutation ¥ is BPC on E() if there exists a BP M,
an integer z in E(™) such that ¥ = ré")oM, ng") is the
exclusive or by z.

The permutations of the family {Af,",)( ori™o M o/\E,';,)}
allow us to execute the assignment B:=A for all vectors
in a minimum number of passes through the intercon-
nection network.

Permutations of this family are referred to as EBPC’s
(Extended Bit Permute Complement permutations )
[SEZ86, SEZ8T].

In [LEN85], Lenfant gave algorithms with time com-
plexity in O(n) for controlling the 2" entry, 2" exit
Benes network for the family { AS"I){} and the BPC’s.

Seznec [SEZ86, SEZ87] proposed the Sigma network
£(") (Figure7) which is essentially the Benes preceeded
and followed by a link realizing the bit-reverse permu-
tation i.e, the BP induced by a symmetry of bits. Al-
gorithms with time complexity O(n) for controlling the
2" entries, 2" exits Sigma network £(*) for the EBPC’s
were also presented.

When implementing these algorithms in hardware,
control of the Sigma network may be computed at exe-
cution time for the EBPC’s (see [SEZ86]). 2

5.2 Unscrambling g-permissible vectors

In this section, we consider that 1PS(d,q,n) is used for
memory.

The following result shows that synchronizing the
processors in a SIMD fashion will allow us to unscram-
ble all q-permissible vectors in a minimum number of
passes through an interconnection network.

Theorem 3 : Let V be a g-permissible vector, then
any arbitrary slice of 2"t? consecutive elements of the
vector V may be routed through 2" entry, and 2" exit

“In order to be able to route all the vectors from memory to

the processors, permutations of family {‘r_.(,")o a("n)

ficient i.e.,. 2" *#n« 2"~ 1« 2™ permutationse.g., for N=64, 786432
permutations, for N =512, more than 600 = 10® permutations!

o/\g,';,)} are suf-
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Figure 7: Recursive definition of the Sigma networkX(3)

interconnection network in 2¢ passes (i.e.,., the mini-
mum possible number) using only EBPC’s.

Proof: Let V be a vector stored with stride 2%r and base
address F.
Let T be the slice of the first 27+9=* consecutive ele-
ments of the vector V,
let f be the mapping from S; = {0,1,..,2"*9 — 1} in
the space of addresses L = {0,1,..,2° — 1} defined by
f(i) = 2*r % i+ F. f(i) is the address of element i in
slice T.
Let us consider applications Ps and P; defined by :
Ps L - {0,..,2"—1}
A — (A20,41,40,) = (A/2F) mod 2"
Pr: L — {0,.,207%-1)
A — Ay =(A/2"*%) mod 297
For 0 < i< 2™, for 0 < z < 297%, Peof (i + z27) =

(n) :
’\,.,(p/zlc)(z)

For 0 < i < 2% for 0 < z < 297k, Prof(i +
22™) = [[(2%ri+ F) + 2%¥+"rz]/2%*"] mod 29-*

i.e., Prof(i +22") = (rz + C;) mod 297*

Then for 0 < i < 27, the restriction of P;of to the el-
ements accessed by Processing Element i (i.e., elements
i+ 22", 0 <z < 297%) is a bijection )

Then, for 0 < i < 2", for 0 < t < 297% there exists
0 < X(i,t) < 297% such that Prof (i + 2" X (i,t)) = ¢

Then, for 0 < t < 297F, the element V(X(3,t)) is
stored in the logical memory bank (2%t 4 (F mod 2%))®
CRCHIING)

Then the set of elements (V(X(i,t)))o<i<2» may be
routed in
a single pass through the interconnection network us-
ing a EBPC e, : (1'2(:‘)$(F mod 2,)00':")0):'()!,/2*))-1.
Q.E.D.

This result shows how to organize subslices of 2" non-
consecutive elements of the vectors in order to access
these subslices in parallel and to route the elements to
their destination processors.
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The set of permutations induced on the interconnec-
tion network by IPS(d,q,n) is the set induced by the
usual low order interleaving scheme.

5.3 Using the IPS(d,q,n)
scheme

skewing

In this section, we suggest how to access a slice of 2™ %2"
elements of a vector V stored with stride 2%r, r odd,
k < ¢ and starting at base address F' when using the
proposed skewing scheme.

We assume that m > d, i.e., that a vector load hits
several times each physical bank (when the data distri-
bution is equitable for the vector).

We assume that the IPS(d,q,n) skewing scheme is
used with parameter ¢ = min(n, m — d).

For the sake of simplicity, we assume here that ¢ =
m—d.

Accessing aslice T of 2™*" consecutive elements of vec-
tor V may be executed in three steps as follows:
1. Address computation:

For each processor, addresses for all the accessed
elements in the slice are computed:
in order to allow parallel access to the memory by
all the processing elements, sub-slices of 2" ele-
ments (one for each processor) are organized.

In each processor 1, the addresses of the vector ele-
ments are stored in a special address vector register
Va as follows:

the address B of element T'(i + 2" z) is stored in Va
at local address :
ar,i(z) = (A2 ® = mod 2%, pg 4.n(A))
The results from previous sections ensure that ar;
is a one-to-one mapping from {0,1,..,2™ — 1} onto
itself.

2. Access to memory:
The addresses are sent to memory in usual order
(i.e., increasing indices in the vector registers):
Addresses of same rank y = y1 * 2F+9 4 2 %29 4 40
in the vector registers Va of the distinct proces-
sors are sent at the same cycle to memory; there
is no conflict with the logical memory banks (the-
orem 1) and the permutation used for sending this
set of addresses is: T;E:lgxe(i‘ mod ._,,,)oafn)oA:'()F/z,)
(theorem 3).

Moreover there is no conflict with the physical
banks: physical bank ¢ in logical bank i receives
one request in the subslice at rank y iff y =
z mod 2°.

3. Data are read from memory and routed back to
the processors. In each processor, the data are re-
ordered in the destination vector register by by a,;,l,-.



These three steps may be pipelined, but step 2 cannot
overlap the end of the execution of step 1.

Nevertheless, accessing two vectors may be chained;
no inter-access delay is needed between two consecutive
vector accesses: a throughput of one element per cycle
per processor may be obtained in a sequence of accesses
to g-permissible vectors.

If the number of processors is quite small (less or
equal to 16), then using a crossbar may be envisaged.
Otherwise another interconnection network must be
used, for example the Sigma network.

Note that if a Sigma network X" is used as the in-
terconnection network, the performance demanded of
the control unit of the interconnection is to compute
the command for the permutation aé‘")o)\i"'()mzk) during

step 1; the command for rz(:'y)m(F mod 2.‘)005‘)0)5"()},/2,)
may then be deduced on the fly by very simple hardware
nicchanism (see [SEZ87]).

An example

Let us consider, a vector register processor based mul-
tiprocessor with V = 64 processors, 64 logical memory
banks (i.e., n = 6) consisting of 8 physical banks (i.e.,
d = 3), a vector register size of 64 elements (i.e., m = 6).

The 1PS(3,3,6) skewing scheme may be used; then
access to slices of 64 x 64 = 4096 consecutive elements
of any vectors stored with strides of the form », 2r, 4r
or 8» with r odd will be executed at full speed.

The number of cycles needed to access a slice of 4096
consecutive elements of a vector stored with a stride
28y r odd is:

o k<3: 64 cycles
e 3<k<12: 2873 4 64 cycles
e k> 12: 512%64 cycles

If we consider the same distribution of vector accesses as
in section 2.1, then the average number of cycles needed
for accessing 100 vector slices of 4096 elements is :

64 * (98.75+ 9 * Tack<1210 x 2673/2F 4+ 10 % 512/21%)=
64 * 111.25 cycles, i.e., about 90 % of the maximum
achievable throughput compared with the 53% achieved
when using low order interleaving.

For 8 processors, 8 logical banks and 8 physical banks
per logical bank, the average memory throughput on
vector accesses would be of 93 % of the maximum
throughput.

6 Conclusion

High performance vector processors generally are gen-
erally organized as vector register processors or SIMD
machines. For these architectures, a highly interleaved
structure of memory is used; the performance may be
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limited by conflicts in memory accesses and by routing
in the interconnection network.

In this paper, we have considered a shared memory
multiprocessor based on vector registers processors. In
order to feed the processing elements with data, the
memory must be interleaved in a two-way fashion: space
multiplexing (2" data must be accessed in parallel) and
time multiplexing (memory cycle time is longer than
processor cycle time ). When the distinct processors
are working on the same vector sequence, synchroniz-
ing processors’ accesses to vectors in memory limits the
contention on the interconnection network and may be
an alternative to the use of overdimensioned memory
bandwidth in current commercial supercomputers.

But using the usual low order interleaving scheme
on memory and a power of two as number of memory
banks would lead to unsatisfactory memory throughput
on vectors stored with an even stride.

Using SIMD synchronization of vector register pro-
cessors changes the challenge of accessing 2" consecu-
tive vector elements in parallel in a SIMD computer to
the challenge of accessing a slice of 2" x 2™ consecutive
vector elements in 2™ cycles.

The IPS(d,q,n) skewing scheme allows access in a
minimum time to a wide range of vectors (all vectors
stored with stride of form 2*r with 0 < k < q):

o Slices of 2**™ consecutive vector elements are eq-
uitably distributed over the memory banks.

e Data may be routed in a minimum number of
passes through an interconnection network: the
permutations induced on the interconnection net-
work are EBPC’s. Realistic control algorithms for
executing the EBPC’s on the Sigma network were
given in [SEZ87).

We have also noted is that simulations have shown
that using the Interleaved Parallel Scheme does not de-
grade the memory throughput when the distinct pro-
cessors execute independent vector accesses streams in
MIMD mode on the memory.

When using SIMD synchronization of vector regis-
ter processors and the IPS(d,q,n) skewing scheme on
memory, the granularity of a vector access to memory
is a slice of 219%™ elements, i.e., access time to a slice
of = consecutive elements of a vector, z < 2¢+9+7 ig
approximatively the same as for the complete slice of
2¢+9+n elements; but when usual low order interleaving
is used, the granularity of a vector access to memory is
a slice of 29" elements and delays between consecutive
vector accesses must be inserted. Moreover there exist
vector applications with a very high granularity: the
commercial success of the Connection Machine (64 K
processors) proves it.
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