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Abstract: Considering graphs as sets of vertices and arcs, we define their
rewritings as simple set-theoretic rewritings: applying a rule consists of
removing the left-hand side and adding the right-hand side. This point of
view is explored through some instances. We show that these rewritings
can simulate conventional graph rewritings, at least those which do not
involve a quotient, and term rewritings, at least those in which no left nor
right-hand side is reduced to a variable. The simplicity of the approach is
illustrated by a criterion of local confluence analogous to the well-known
Knuth & Bendix criterion.

Résumé : De considérer un graphe comme un ensemble de sommets et d’arcs
permet de définir leurs récritures comme de simples récritures d’ensembles : on
dte le membre gauche et on ajoute le membre droit. On étudie ce point de vue en
donnant quelques exemples et en simulant les récritures de graphes classiques,
du moins celles qui ne font pas intervenir de quotient, et les récritures de termes,
du moins celles ot aucun membre gauche ni droit n’est réduit a une variable.
On illustre la simplicité de cette approche en établissant un critére de confluence
locale analogue au critére de Knuth & Bendix.
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SET-THEORETIC

GRAPH REWRITING

Jean-Claude Raoult Frédéric Voisin
IRISA, Campus de Beaulieu LRI, Béitiment 490
F-35042 RENNES CEDEX F-91405 ORSAY CEDEX

I. INTRODUCTION

RAPH rewriting is by now an old story: Schneider’s first definitions, for instance,

date back to 1970. See also the survey by Nagl [1979]. The theory was at first rather
involved, and ever since people have tried to simplify the method. Compare for instance
the definition cited above with a later one given by the same author (cf. Ehrig, Pfender
& Schneider [1973]) under the name of “algebraic graph grammars”. This last method is
widely known, thanks to the numerous applications published by the Berlin school, even
if it is really applicable only in a restricted case, that of “fast productions”. This remark
has been made by Raoult [1984] who generalized the construction, and simplified its use
in the proofs. This last version has been simplified yet and bettered by Kennaway [1987]
and Lowe & Ehrig [1990]. During the same time, the theory of term rewriting has been
developing rapidly. Rewritings in free algebras have been known fairly early and criteria
for confluence and termination have got more and more precise (cf. for instance the survey
by Dershowitz [1985] or Rusinowitch [1989]). In quotient algebras, the same problems have
been tackled with some success (cf. Kirchner [1985]). By now, terms can be rewritten which
contain associative operators, or associative and commutative, or associative, commutative
and idempotent; sets of terms, for instance, can be rewritten.

The goal of the present work is to connect graph rewritings to simple set rewritings,
following the intuitive notion of a graph being a set of edges, or rather hyper-edges. This
idea has already been exploited by Bauderon et Courcelle [1987]. They describe (hyper)
graphs with natural numbers for vertices, and constructors on sequences of numbers (i.e.
hyper-edges): mainly the disjoint union and the quotient, with explicit renumberings of
vertices. A given hyper-graph is represented by a term on these operators, or rather several
equivalent such terms. The equivalence is described by a recursive set of axiom schemata,
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which turns the set of hyper-graphs into an effectively presented algebra. We develop here a
slightly different point of view, following Raoult [1985]: vertices will be variables, of which
we have a countable reserve — as in the case of first order terms. A hyper-edge is now the
theoretical analogue of a statement in a three adress code, in which the function f(z,y) is
associated with a variable z containing the result of the computation of f : z = f(z,y). This
will be denoted by the hyper-edge fzzy. In this settmg, a hyper-graph is simply a set of
hyper-edges, while a program written in this code is a sequence of hyper-edges. If each
variable is assigned only once, both concepts coincide.

t:1 t=1
1 y=i(v,t,2)
yit t:1 z:%x _urf y:1 — 2:%x — u:f v=nz)
i ! l I w=pz)
vin — e~ w:p vin — z <+ w:p u= f(w)
z=+(z,u)

Figure 1. Three representations of the same hyper-graph. On the left is
a hyper-graph, in the middle a graph, on the right a sequence of three
adresss statements. What do they describe?

Further, we shall avoid identifications: our thesis is that a rewriting is a “free” operation, so
to speak, and identifying two vertices is not a rewriting but a quotient. This is closer to term
rewritings and also to code optimisations, where identifications are seldom performed, for
reasons of undecidability. An important consequence is a property of rewritings which we
feel characteristic: they are invertible, like term-rewritings: just swap both sides of each rule.

In section II, we describe free rewritings of sets of hyper-edges. Actually the same
method allows the rewriting of multiple hyper-edges, with no more fuss, possibly less. In
section ITI, we compare these rewritings with the more or less standard approaches for graph
rewriting; and in section IV we discuss the simulation of term rewritings by hypergraph
rewritings. Section V is a conclusion.

II. FREE REWRITINGS

Let X be a countable set of variables z, y, 2, etc, and let F be a finite set of “function symbols”,
which will label the hyper-edges.

Definition 1. A hyper-edge is an element of the set FX*, and a hyper-graph is a set of hyper-edges
included in FX*. The set of variables occurring in H is denoted by X(H).

Function symbols are usually considered together with an integer arity a : F — N and the
hyper-graphs satisfy the condition thatall words fz; ...z, havelength a(f)+1. It is no more
and no less difficult to put syntactic type conditions, with a signature. We shall do without
it.

The union H U H/, intersection H n H' and difference H — H' of two hyper-graphs Hand
H’ are defined as for any subsets,or multisets, of FX*, but the union will often be denoted
by H + H'. If we write singletons without curly brackets, hyper-graphs can be written like
series with boolean coefficients:

H = 1t + iyvtz + nvz + pwz + fuw + *22u
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(cf.figure 1). If the coefficients are natural numbers, the hyper-graphs may have multiple
hyper-edges (cf. example 4 below): they become multisets of hyperarcs.

A hyper-graph morphism is a mapping o:FX* — FX* extending a mapping o:X—X. Itis
a particular case of a substitution where the image of a variable is a variable: o(z) € X. As for
substitutions, the domain of o, dom(o), is the set of variables that differ from their images. If
the mapping is one-to-one (then there exists a left inverse 0 ~1), it is called a vertex renaming.
The corresponding classes of isomorphism correspond to Bauderon & Courcelle’s abstract
graphs as opposed to concrete graphs with given names for vertices. The only substitutions
considered in this setting will be from variables to variables.

Beware that graph isomorphism is not preserved by adding an arbitrary context, as in
the following simple example pointed to us by Detlef Plump.

Example 1: the graphs az and ay are clearly isomorphic. Adding the context bzy yields
bzy + az and bzy + ay which are not isomorphic! Only graph equality is preserved.

In the following definitions, the symbol + is used in order to handle both set and multiset
union. Rewriting systems are simply sets of couples of hypergraphs: relations over P(FX*),
the set of hypergraphs.

Definition 2. One step of rewriting generated by a relation R over hypergraphs is the relation
H — H' which is true if

() H=C +Gisa partition of H and H' = C + D; if

(#9) X(G) n X(C) 2 X(D) n X(C) and if

(ii9) (G, D) € R up to vertex renaming.

Since the variables occurring in the rule are renamed before the rule is embedded into a
context, two rules differing only by the names of the variables generate exactly the same
relation.

Remark 1: If A — B generates G — H then Aa — Ba generates G — H for all variable
renaming a.

The relation (i) may also be written as [X(D) — X(G)] n X(C) = @ stressing the fact that the
“new” variables appearing in D must really be new, even in H'. The result of the generated
relation is in fact defined up to a renaming of these variables, as expressed by the following
remark.

Remark 2: Let A — B be a rule generating G — H and a be a variable renaming. Then
A — B generates Ga — K and H is isomorphic to K for a renaming of variables outside
X(Ha)

Note that we need not bother about “dangling arcs”. If a vertex occurs in a left-hand member,
and not in the right-hand member, then either it occurs also in the context graph, in which
case it remains in this same context graph after rewriting, or it does not occur elsewhere, and
disappears in the result.

Example 2: The rule bzy + byz — bzz + byz applied to bzy + byz + bzu + buy + buz yields
bzz + byz + bzu + buy + buz. This is a case where the variable y does not disappear. The rule
describes multiple jumps elimination in optimizing compilers, where b stands for “branch”
and z and y are the labels of the source and target instructions.

Nevertheless, variables in G - D occur less frequently in the result. This poses problems
in the case where hypergraphs represent terms as in the following example, in which variable
y disappears in the right-hand side of the rule:
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pzy + syz — Izz, applied to pzy + syz + auzy + 0z yields Izz + auzy + 0z. Now if pzy, syz
and Izz mean respectively that z is the predecessor of y, that y is the predecessor of z, and
that z is equal to z, the first member means that u« = 0 + 1 while the result means v = 0+ y ().

This would not happen, should the rule satisfy the more symmetric condition X(G)=X(D)
(Actually this condition could be required only on the occurrence: X(G) N X(C) = X(D) n
X(C)). A rulesatisfying this condition will be called reversible. The following result is obvious.

Fact: if H — K by a reversible rule G — D, then K — H by the reversible rule D — G.
There is an easy extension of the definition allowing a restricted form of quotient.

Definition 3. One step of rewriting generated by a relation R over hypergraphs is the relation
H — H' which is true if

(i) H = C + Go is a partition, and H' = C + Do, if

(i1) X(Go) N X(C) 2 X(Do) N X(C) and if

(iii) (Go,Do) is deduced from (G,D)€R by changing the name of the variables in G, possibly
identifying some of them: dom(o) C X(G).

In fact, this definition is not broader than the previous one: it is always possible to close
any given relation R over hypergraphs so that the closure contains all pairs deduced from
a given pair (G,D) by all possible quotients (Go,Do) for dom(e) CX(G), and up to variable
renaming. If R is finite, the closure is also finite, and applying Definition 2 to this closure of
R is equivalent to applying Definition 3 to R itself. In this case, R appears as a rule schema,
and (Go,Do) is an instance of a rule. Henceforth, we shall suppose the first definition, which
allows finer rewritings. If needed, we shall assume that we have in our system all instances
of the rule schemata.

Note that we have just defined a rewriting on terms over FU{+} where + is associa-
tive, commutative and idempotent (only associative and commutative if we allow integer
coefficients: multisets), but restricted to a subset of simple terms: terms of depth one.

Example 3: The following system in which izuyz represent the conditional (if » then z
equals y, else z equals 2)

izuyz + Auab — izavz + ivdbyz

izuyz + Vuab — izayv + ivbyz

izUYy2z + ~ua — irazy
describes the replacement, common in compilation, of a boolean expression by a sequence
of elementary tests.

Example 4: The following system with integer coefficients:

azy — azz+azy

azy — azy + azy = 2azy
generates all series-parallel graphs when started with a graph with a uniquearc. This system
is context-free. For hyper-edge rewritings, see Habel & Kreowski [1987].

Example 5: The following last example generates IN x IN starting from a square azy +
axz + Eyu + Nzu. Arcs labelled N, S, E, W are the non-terminals on the northern, southern,
eastern and western sides of each square:

Nzy+ Ezy - Nzy+ Ezy+ Wys+ Syv+ Evw+ Nsw
Nzy+Wyz — azy +ayz+ Wzu+ Nuz
Ezy+ Syz — azy + ayz + Szu+ Fuz
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These rules are visualized below.

N
z U — A
TH’ > TW’ a
N a
r — Yy )
S a
y — 2 > y — 2
& o e
S

r — U

Single hyper-edge replacement systems generate graphs having a bounded degree of con-
nectivity and therefore cannot generate this grid. (cf. for instance Habel & Kreowski [1987]
or Sopena [1987]). This system is therefore strictly stronger.

III. RELATION WITH THE “ALGEBRAIC GRAPH REWRITINGS”

There are several ways in which graphs may be translated into hypergraphs. One of them
has been used informally in example 2, and is suitable for graphs with labelled arcs and
vertices: anarc z — y having label f is easily translated into the word fzy, and the fact that
vertex z is labelled with a is rendered by az. This view stresses the fact that graphs are just
particular cases of hypergraphs.

Since our formalism does not allow identification of distinct vertices, it is not possible
to simulate the general form of graph rewriting described by the Berlin school, using two
push-outs (cf. Ehrig & al. [1974]) — nor a fortiori the general form using a single push-out
technique described by Raoult [1985] and improved by Kennaway [1987], and Léwe & Ehrig
{1990].

Definition 4. Let G be a graph with set V of vertices labelled in S and set A of arcs labelled in F.
The canonical hypergraph h(G) associated with G is the set
h(G) = {az;z € VAzhaslabel a € S} U {fzy;3(z — y) € Alabelledby f € F}

This corresponds to associating variables with vertices. Usually, the vertices are identified
with addresses in memory and the correspondence between addresses and variables is
standard.

Proposition 5. Suppose that in the fast production G — K — D both morphisms are one-to-one
and K consists only of vertices. Then a graph L rewrites to R according to the fast production
only if (L) — h(R) for the rule K(G) — h(D).
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Proof: Call ¢ and j the injective morphisms of K into G and D. Since ¢ and j are one-to-one,
we shall identify K with a subset of vertices of G and of D. Thus in the correspondence h, K
is identified with X(h(G))NX(h(D)). Let g : G — L be an occurrence of the left-hand side of
the rule, and C be the push-out complement:

C=L-¢(G)+ g(K)
Then the push-out R is defined by R = (C + D)/K where the quotient indicates that we must

identify each vertex z € D with the vertex g(z) of C.

I

{ 2
G — —

D
5| |
L — — R

Define a substitution o by
o(z) = g(z) ifz € h(G)
ox)==z otherwise

Then A(R) = h(L) — (G) + h(D). Instead of identifying the vertices of K in R with those of
9(K) we take off those of ¢(K) and put them back with D. The equality means that the result
of the graph rewriting step corresponds to the result of the rewriting step of the associated
hypergraphs, QED.
Note however that in the case of graphs, a condition for applying the graph rewriting is
(cf. Ehrig [1987]):
DANGLING U IDENTIFICATION C K

where

DANGLING = {z € G;(3a € G — K) source(a) = z V target(a) = z}
IDENTIFICATION = {z €G; Qye Gz F#y A g(x) = g(y)}

In our case these conditions are by no means necessary, as shown by the following example.

Example 6: Let R be the unique rule azy + bzz — cz2. Apply it to the (hyper)graph
G=auy + ary + bzz. We get H=auy + czz. Here y is dangling. Apply it to the (hyper)graph
G=auy + azy + bry. We get H=auy + czy. Here y is at the same time dangling and identified.

IV. SIMULATION OF TERM REWRITINGS

In this section graphs are considered to be shared representations of terms, and graph
rewriting an optimization of term rewriting, as for example in Raoult [1985], Barendregt
& al. [1987] or Habel & al. [1987]. The following is therefore relevant.

Definition 6. We shall consider only acyclic graphs with the additional requirement that each
vertex must have “single assignement”: for each vertex v there is at most one hyperarc fvw.

Such an arc will be considered as directed, with v being the source. We shall also distinguish
a vertex, the root of the graph, and only those vertices that are reachable from the source of
the graph really matter. Other vertices are subject to garbage collection.
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Let H be an acyclic hypergraph with single assignment and z be a variable in X(H).
Define a function exp : (H, z) — exp(H, z) € T(F, X), the term algebra over (EX) by:

exp(H, z) = f(exp(H, z1)...exp(H, z,)) if there exists fzz; ...z, in H, and
exp(H, z) = z otherwise.

Hence, exp unfolds a graph into a term, starting from a given root vertex. Notice that the
arity of a function symbol f is one less than the arity of this same symbol considered as a
label for a hyperarc. We will suppose that such a root vertex is fixed and we shall usually
omit to mention it explicitly. We shall find two right inverses for exp as in Raoult [1984],
according to whether we want a minimal or a maximal sharing of identical subterms.

Notations: In the rest of this paper, following the Handbook{1990] we consider a term ¢
as a function the domain dom(t) of which is the subset of all its occurrences (positions): for
each z € dom(t), we denote by t/u the subterm of ¢ at the occurrence u and by c(u) € F U X the
root of this subterm. Moreover, ¢[t] denotes the term ¢ with ¢ grafted at one of its occurrence:
(3u € dom(c)) c[t]/u = t. Finally X(¢) denotes the set of the variables of .

Least contracted representation: Let ¢ be a term in T(EX). With each occurrence u €
dom(t) we associate a variable:

uw— t(u) if t(u) € X,
uw— z, otherwise.

If ¢ is reduced to a variable, no graph is associated with t. Else define the following hyper-
graph:
G = {fzuzu1...2un; tJu= fty---t,}

The root of the graph is z., the (new) variable associated with the empty occurrence. In this
construction, the sharing involves variables and variables only, as shown by the following
example:

Example 7: The least contracted graph corresponding to the term t = g(f(z,0), f(z,0)) is

T.: g

z1: f [——» z: f
:0

12 z z:0

Or, linearly and after a suitable renaming: G(t) = guvw + fvzy + fwzz + 0y +0z
Fact: For all term t we have: exp(G(t),z.) = t.

Proof: By induction on the structure of ¢, QED.

Note that we cannot represent any term by a hypergraph, that is a set of hyperarcs:
since vertices are not dealt with independently of arcs, we have no means to represent terms
having no arc: variables. Therefore, we exclude terms reduced to a variable!

Proposition 7. Let t = c[t'] be a term with a sub-term t', then G(t) = H + H' where + denotes
the set union and

(2) H = G(e[z,])) where t/u =1, and

(i9) H' is deduced from G(t') by the renaming z,, — =z, hence X(H) N X(H') = {z,.}.
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Proof: Let u be the occurrence in dom(t) where t' is grafted. Replacing ¢’ by z,, in t we get a
term c[z,] having the associated graph H. We have dom(t) = dom(c[z,]) + udom(#'). Then
forany v € dom(t') ¢ uv € dom(¢), and t'(v) = t(uv). This implies that any hyperarc in G(¢')
appears in G(t), under the vertex renaming o(v)= uv. Moreover t and ¢ coincide on dom(c)
hence the equality, QED.

There is a similar decomposition for substituted linear terms:

Proposition 8. Let s[zy,...,z,] a term linear in {z1,...,2,] and o a substitution such that
zio ¢ Xfori=1,...,n. Then G(so) = Hp+ H; + ...+ H, where

(1) Ho = G(slzy,,...,zy Jwhere sfui =z fori=1,...,n.

(27) H; is deduced from G(z;0) by the variable renaming z, — ., for all occurrence v of
z;0 which is not a variable.

Proof: Since s is linear, for each z;, 1 < i < n, there exists a unique occurrence u; in dom(s)
such that s/u; = z; and we have a partition of dom(so):

dom(so) = dom(s) + Y _ u; -dom(zi0) = dom(s) + »  D;

1<i<n

where D; = dom(so) N u;w*. Define a mapping «; from dom(z;o) to D; by a;(v) = u;v. Then
(so)/ai(u) = z;0(u) for all v € w*. Therefore each arc in G(z;0) appears in G(so) under
the vertex renaming z, — zq4,(y. Since so and s coincide on dom(s) — {z,}, we have the
proposition, QED.

Note that the condition on ¢ is used here: take s = f(z,y) for which Hy = fz.zy and
o =[y/z]. Then so = f(z, z) with corresponding graph fz.zz which is deduced from Hy by
a mapping of variable (not a renaming). It is not decomposed into a part corresponding to s
and another part corresponding to o.

The most contracted representation: We shall now define a representation sharing as
many subterms as possible. With a term t we associate a hypergraph C(t) defined as before
except that we now associate a variable with each subterm ¢’ of t: if ¢’ is a variable then use
t’ else use a new variable, say z,. The root of the graph is z,, the variable associated with ¢
itself. Then set:

C@) = {ijtl---t.zh cc Tt st = slftl o 'tn]}

Example 8: For thetermt = g(f(z,0), f(z,0)) of the previous example, C(2) is the following
hyper-graph:

Zzi: g

G

Tr0: f
:z:l-—»xo:O

Or, after renaming: C(t) = guvv+ fvzw +0w.
Fact: For all terms ¢, we have: exp(C(t),z,) = t.

Proof: by induction on the size of t, QED.
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Representation of term rewriting rules: We already mentioned that we cannot represent
terms collapsed to variables. Therefore there will be no straightforward translation of “col-
lapsing” rules like spz — z (we shall return to this problem at the end of this section).
However, where the left-hand side of a rule is not a variable, such a translation of terms
rewriting rules by graphs rewriting rules is possible and, in general, there can be several
such rules which differ by the graphs used in both sides of the rule, and by the way vertices
are named. A standard representation of rules must be adopted, for graphs rewriting to
implement terms rewriting faithfully: the least contracted representation is a more natural
choice for this purpose. We now define the hypergraph rewriting rule to be associated with
a given term rewriting rule s — ¢.

Definition 9. Let g — d be a term rewriting rule in which neither g nor d are variables and s is
linear. Then G(g) — G(d) is the associated hypergraph rewriting rule, where G(g) and G(d) are as
defined above, except that the only variables in X(G(g)) N X(G(d)) are the variables of X(g) N X(d)
and the variable associated with their roots:

X(G(g)) N X(G(d) = X(g) n X(d) U {z. }.

The interface between G(g) and G(d) is restricted to contain only their common root, named
z., and the term variables: X(g) N X(d). All other vertices of G(d) must be new, to prevent
the target graph from being rewritten outside of the instance of the left-hand side. Note also
that term variables are preserved in our graph representation: a variable in X(g) N X(d) is
not the source of any arc in G(g) or G(d). Therefore rewriting of an (acyclic) graph with the
single assignment property by a rule G(g) — G(d) always yields an (acyclic) graph with the
single assigment property. Finally note that if g is linear, there is no sharing in G(g) even at
the variables: the graph G(g) is a tree.

Theorem 10. Let g — d a term rewriting rule in which g and d are linear, and neither is a
variable. If r — r' for this rule, there exists a hypergraph H such that G(r) — H under the
deduced hypergraph rewriting rule and G(r') is the sub-hypergraph of H reachable from the root
of H, up to variable renaming.

Proof: If r — ', there exists a context ¢, possibly empty, and a substitution o such that
r = c[go] and ' = c[do]. The propositions proved above show the following decomposition
of G(r) with the suitable proviso concerning variable renaming:

G(r) = G(0) +Glga) =GO +G(@+ Y Glzo)

z€edom(o)

This graph rewrites into:

G +Gd+ Y Glzo)=H
z€dom{o)

Now either ¢ is not empty in which case both G(r) and H are rooted by the root of G(c), or
c is empty and both graphs are rooted by their common renaming of vertex z. of G(g) and
G(d). In either case the vertices of H which are reachable from its root are the vertices of G(c),
G(d) and those of ¥, ¢gonys) G(20) that are reachable from X(d), i.e. those of G(r'), up to a
renaming. The unfolding of H from its root therefore yields r', QED.



10

In the above theorem, g and d are supposed to be linear terms. If d is not linear the
rewriting of G(r) yields a hypergraph H with more sharing than G(»'). If g is not linear, then
r can rewrite into r’ without having an occurrence of G(g) in G(r): our definition of graph
rewriting does not allow to quotient the target graph for finding an instance of G(g). In any
case, if G is a graph that rewrites into H by a rule deduced from a term rewrite rule then
exp(G) itself rewrites into the unfolding of H, perhaps in several steps. This is stated in the
following theorem:

Theorem 11. Let ¢ — d be a term rewriting rule where neither g nor d is reduced to a
variable. If H — K for an acyclic graph H of root s under the deduced graph rewriting rule then
exp(H, s) —* exp(K, s) under ¢ — d.

Proof: We may assume that H contains only vertices reachable from s, discarding the other
vertices if necessary, and that it is not empty, since otherwise it cannot be rewritten. Since
H rewrites into K by G(g) — G(d), we have the following decomposition, up to a vertex
renaming:

H=C+G(g)

K=C+G(d

for some context graph C. If C is empty then H = G(g) and K = G(d): the result is straight-
forward. Else, C is not empty and rooted by s. Let X(¢9) = {z1,...,2,} for n > 0 be the
variables of g, and denote by y, 1, ..., y» the renamings in H of vertices z., 1, ...z, of G(g)
and by Gy,...,G, the sub-hypergraphs of H reachable from #,...,y,. We have a further
decomposition of C, in which C’ collects all the arcs that are not included in G(g) U G;:
Note that the G; are not necessarily disjoint and that arcs in C’ can have several references
to y,7,--.,¥n. Note also that none of the G; references u since otherwise H would not be
acyclic. Since H is acyclic, so are its subgraphs G(g), C’ and the G;, which can therefore be
unfolded. Let t;, 1 < ¢ < n, be the unfolding of G; starting from y;, and ¢ the unfolding of
C’ when considering y as a (term) variable: This amounts to discard G(g) for the unfolding
of C:
c=exp(C’ + E G;,s)
1<i<n
= exp(C’, s)[exp(Gy, 21)/21, . ..,exp(G,,, z4)/Za)
= exp(C,9 8)[t1/$1, vy tn/xn]

where v(t1/z4,...,tn/za] stands for the simultaneous substitutions of terms ¢; to all the
occurrences of z; in v. For H and K, we have the following unfoldings:

exp(H, s) = exp(C' + Z G; +G(g), )

1<ign
=expC'+ Y Gi,9lexpG)+ Y Gi,9)/4]
1<i<n 1<i<n
= clexp(G(g)+ ) Gi,3l/4]
1<ikn

= clglti/1,- - ta/Za), ¥]
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and similarly:

exp(K,s) = expC'+ Y Gi+G(d),)
1<i<n
= expC' + Y Gi,exp(G(d)+ Y Gi,»)/y]
1<i<n 1<i<n
= clexp(G(d) + Z Gi, 9)/v]
1<i<n
= C[d[t]/zl, ooy tn/xn]a y]
Since all the occurrences of gt,/z1,...,t,/z,] in exp(H, s) are independent of one another,

this proves that exp(H) rewrites in exp(K) by parallel applications of the rule g — dto the
distinguished instances of g in exp (H), QED.

A comparison of term rewriting and graph rewriting: Term rewriting can in general be
implemented with our set-theoretic graph rewriting, as it is the case for other graph rewrit-
ings. This allows to simulate several steps of term rewriting using a single step of graph
rewriting. In this approach, the only vertices that matter are those reachable from the given
root of the graph. Rewriting with rules having different variables in their left and right-hand
sides yields graphs with extra vertices, that should be disposed of by a garbage-collector,
that is, an external mechanism. This is not a problem, since garbage collectors have existed
for a long time and are also needed by term rewriting engines. This phenomenon is due to
the non-reversibility of the rules (cf. Lafont [1990]). No such problem occurs with when we
consider graphs on their own, not as representative for terms. In this case, there is no reason
to discard any vertex, nor to have same sets of variables in both sides of a rule.

One problem could be the impossibility to handle “collapsing rules” of a general form
t[z] — z, where z is a variable: Our definition does not allow a term to be collapsed to a
variable. This reflects our view that rewriting is not the same thing as computing quotients:
collapsing rules achieve a form of quotient since they have a global effect on the target graph
whenever ¢ is shared. Rewriting requires to know all predecessors of t: this takes a traversal
of the whole graph before replacing the left-hand side. In our approach, these rules could be
simulated by their embedding in all elementary contexts: add to the rewriting system all the
rules schema G(fw;t[z]w2) — G(fwizws) + G(1(2)) for all function symbol f and words w;,
wz in X* having lengths compatible with the arity of f! A more practical way is to consider
t[z] — z as being t[z] — Iz, where I is a new symbol, and adding the rule schema for I
solely: fuyywz + Iyz — fwizwy + Iyz! Thisamounts to use indirections, a standard way to
implement erasing rules on conventional systems. Erasing is postponed until it is actually
needed.

V. CONFLUENCE

In the case of terms, there is a criterion for confluence (cf. Knuth & Bendix[1970]). There is
a similar criterion in the case of graphs, which is actually easier to prove. We shall need the
following lemma of transitivity.

Lemma 12. If G — D generates Gy — D, and Gy — D, generates G; — Dy, then G — D
generates Gz — Dy.
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Proof: Provided a suitable renaming of variables of G; — D; and G — D, both hypotheses
amount to:

C1 = C] +G,
D;=Ci+D,
X(G) N X(Cy) 2 X(D) n X(Cy),
and
G =C+Gy,
D; =G+ Dy,

X(G1) N X(Cy) 2 X(D1) N X(Cy).
Since X(G1) = X(G) + X(C,) this last inequality implies

X(G) N [X(C7) — X(Cy)] 2 X(D) N [X(Cy) — X(Cy)]
Then by associativity of the set-union, we have:

G2=C2+C1+G
D2=C2+C1+D

and we only have to check the inequality on variables:

X(G) N [X(Cy) + X(C2) — X(Ci)] = X(G) N X(Cy) + X(G) N [X(C2) — X(Cy))
2 X(D) n X(Cy) + X(D) N [X(C72) — X(Cy)]
= X(D) n [X(Cy) + (X(C2) — X(C1))]

QED.
Recall the following standard definition.

Definition 13. A relation — is locally confluent if for all pairs C — A — B there exists some
graph D such that C —»* D «* B.

In this definition, should B and C rewrite to the same graph D, or to two isomorphic graphs?
The following example explores both possibilities.

Example 9: consider the following two rules: az — az+ay — ay. Are the two right-hand
sides equal? No, only isomorphic. Take a simple context and apply the two rules:

bzz + ax — bzz+az + ay — bzz +ay

The two results are no longer isomorphic: graph isomorphism s not preserved by embedding
inanarbitrary context; only graph equality is preserved (this is the first example of section II).
However, graph equality is too strict for the new variables. For instance given the rule
ar — az + ay, the graph az rewrites to az + ay, but also to az + az. These are not equal, only
isomorphic, but the renaming involves only the “new” variable y of the right-hand side of
the rule. If a context is added to the rule, its variables will not be involved in the renaming,
because of condition (it) of Definition 2. This remark justifies the following extension of local

confluence.

oy
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Definition 14. A graph relation — is locally confluent if all pairs C — A — B meet in the
following sense: there exist two graphs Dy and D, such that B —* Dy and C —* D, and D, and
D; are equal up to a variable renaming having domain disjoint from X(A).

In the last example, the renaming is given by y — z and z is not renamed.

Theorem 15. For a rewriting relation to be locally confluent it is necessary and sufficient that
for all pairs Gy —1 Dy and Gy —; D5 and all graphs G which are unions of Gy and G the pairs
H; *1— G T Ha meet.

Proof: the necessary condition is trivial, since it is a particular case of the confluence property.
To check the sufficient condition, note that if C — A — B there exist two contexts H; and H;
such that A = H; + G; is a disjoint unionand B = H; + D, ononehand;and A = H, +G; isa
disjoint union and C = Hz + D; on the other hand. Therefore, setting H = Hy N H; we have

A=H+G1+(G2—G1)=H+G2+(G1 -Gz)(=H+G1UG2)
B=H+D1+(G2—G1)
C=H+Dy+(G; -Gy)

The hypothesis ensures the existence of two graphs K; and Kz which are isomorphic via a
renaming having a domain disjoint from X(G; U Gz) and such that

D; +Gy - G — K
D, 4Gy — Gy — K,

These two relations generate (adding the context H)

H+Dy+G; - G — H+K|
H+Dy+G -G —H+K,

where K} and K; are respectively isomorphic to K; and K; via two renamings having domains
disjoint from X(H + G; U Gy). The above lemma ensures that these two relations are indeed
generated by the system of rules: they are derivations. Extending this isomorphism by the
identity over X(H) implies that the graphs H + K] and K] are isomorphic, QED.

VI. CONCLUSION

The set-theoretic method of rewriting graphs has advantages and drawbacks. The main
advantage is its simplicity: no categorical background, intuitive content. Left-hand sides
are subtracted, right-hand sides are added. Overlapping simply amounts to non-empty
intersection. The term-theoretic definition is not so simple. And in the Berlin approach,
the role of intersection is held by pull-backs (this is necessary in the case of non-injective
occurrences of left-hand sides).

The main drawback is the impossibility of handling quotients. This is not really a
handicap for graph quotients identifying two vertices belonging to the left-hand side. In
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the Berlin approach, one condition for applying a (fast) rewriting rule is a restriction on the
identification of two vertices. It is more annoying for simple quotients like Iz — z. But the
implementation of such a rule is not so simple as its appearance: one has to look for all the
“fathers” of the node labelled I and change their pointer to it. This implies visiting the whole
graph, or keeping along with each node the list of all its fathers, as in Dactl (see Kennaway
[1988]). Nevertheless, this is a drawback of the method. How to mend it still is an open
problem.

Actually, our thesis is that graph manipulations are really of two sorts: rewritings, in
which each step is simple, essentially an O(1) operation, and quotients, which are more
complex operations, since the identification of two vertices sometimes entails visit of the
whole graph. Our set-theoretic rewritings are restricted to be of the first type. They are free
in some sense. Also, many such rewritings satisfy the extra condition of reversibility, which
can easily be checked. This can be helpful, when dealing for instance with a data base in
which one wants (sometimes) to be able to return to a previous state.
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