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A Deductive System for Existential Least Fixpoint Logic

Kevin Compton

Abstract. Ezistential least fizpoint logic (ELFP) is a logic with a least fixpoint operator but
only existential quantification. It arises in many areas of computer science including logic
programming, database theory, program verification, complexity theory, and recursion theory
on abstract structures. A sequent calculus (Gentzen-style deductive system) for this logic is
presented and proved to be complete. Basic model theoretic facts about ELFP are derived
from the completeness theorem and the construction used in its proof. The relationship of
these model theoretic facts to logic programming and database queries is explored.

Un Systeme Déductif pour la Logique
de Plus Petit Point Fixe Existentiel

Résumé. La logique de plus petit point fize ezistentiel (ELFP) est une logique qui posséde un
opérateur de plus petit point fixe, avec seulement une quantification existentielle. Elle apparait
dans de nombreux domaines de 'informatique, programmation logique, théorie des bases de
données, vérification de programme, théorie de la complexité, et théorie de la récursion des
structures abstraites. Nous présentons un calcul des séquents (systéme déductif & la Gentzen)
pour cette logique et prouvons qu’il est complet. Les propriets de base du modele théorique
concernant la ELFP sont dérivée du théoréme de complétude et de la construction utilisée dans
sa démonstration. Nous explorons la relation entre ces propriets de theorié de modéles et la
programmation logique d’une part, les requétes de bases de données d’autre part.
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Abstract

Existential least fizpoint logic (ELFP) is a logic with a least fixpoint operator but only
existential quaatification. It arises in many areas of computer science including logic pro-
gramming, database theory, program verification, complexity theory, and recursion theory
on abstract structures. A sequent calculus (Gentzen-style deductive system) for this logic is
presented and proved to be complete. Basic model theoretic facts about ELFP are derived
from the completeness theorem and the construction used in its proof. The relationship of
these model theoretic facts to logic programming and database queries is explored.

1 Introduction

To express logic program queries on relational databases, Chandra and Harel [4] formulated a
logic with a least fixpoint operator but only existential quantification. Blass and Gurevich [3]
rediscovered the same logic, which they called existential fixpoint logic, in an effort to overcome
some of the limitations of first-order logic as an assertion language for program verification.
Modifying their terminology slightly, we refer to this logc as ezistential least fizpoint logic or
ELFP. Blass and Gurevich showed that weakest preconditions and strongest postconditions for
an imperative programming language with recursive procedures are expressible in this logic.
They also proved that for classes of finite structures with an underlying successor relation and
constants for the first and last elements, polynomial time computability is characterized by
satisfaction of FLFP sentences. This strengthens a well known characterization of polynomial
time computability due to Immerman [9] and Vardi {20]. ELFP is also equivalent to the
systems of existential inductive definitions first studied by Aczel [1]. His motivation was to
define analogues of recursively enumerable sets on abstract structures.

A logic that arises in such widely divergent areas as logic programming, database theory,
program verification, complexity theory, and recursion theory on abstract structures is surely
fundamental to computation. We will present a sequent calculus (Gentzen-style deductive
system) for this logic and prove that it is complete. We also prove some basic model theoretic
facts about ELFP. Most of these follow from the completeness theorem and the construction



used in its proof. Finally, we will show how some of these model theoretic facts relate to logic
programming and database queries.

By way of introduction, let us consider the following logic program query about membership
of a an element c in the set generated from an element @ by closing under a binary function f.

P(x) :- x=a.
P(x) :- x=£f(y,z),P(y),P(z).
-7 P(c).

This program has two parts: an inductive definition of a relation P, and a query referring
to this relation. The inductive definition says that P is the smallest unary relation containing
a and such that f(y, 2) belongs to P whenever y and z belong to P. We may write this as

P(z)=(z=a)V 3y, z(z = f(y,2) A P(y) A P(2)).

Formally, the definition of P is a disjunction of formulas corresponding to the clauses in the
program where P appears in the head. Each formula is formed by taking conjunctions of the
literals in the body of the clause and existentially quantifying all variables not occurring the
head. We form the ELFP sentence corresponding to the program by inserting the inductive
definition before the query. We have

[P(z) =d(P,2)] P(c)

where J( P, z) is the formula (z = a) vV 3y,z (2 = f(y,2) A P(y) A P(z)). (Blass and Gurevich
use LET P(z) « 9(P,z) THEN 4 rather than [P(z) = J(P, z)} ¥(P).)

Since P occurs only positively in 9(P, z), on each structure 2 with universe A the function
F5:24 — 24 given by Fs(R) = {a : ¥ = J[R, a]} is monotone. Hence, Fy has a least fixpoint,
which is the interpretation of P in the query P(c). (See [13] for background on least fixpoint
theorems.)

Thus, we build formulas of ELFP using conjunction, disjunction, existential quantification,
and inductive defin:ition. ELFP is a restricted second-order logic since relation variables (such
as P in the example above) may occur in formulas. We will allow negation to be applied to
formulas with no relation variables, so ELFP is equivalent to the logic Chandra and Harel call
YE. If we did not allow negations at all, we would have the logic that Chandra and Harel call
YE+.

As we shall see, ELFP is not compact, so no finitary deductive system for it can be complete.
Some sort of infinitary rule is needed, and it is not difficult to see what kind of rule this should be
when we observe that ELFP is really a “sublogic” of L,,,. This observation was made earlier
by Park [17] about a more expressive logic than ELFP. Park called this logic the formally
continuous p-calculus. In another paper [6] we will consider the formal properties of this logic,
which we call stratified least fizpoint logic because it is closely related to stratified logic programs.

L, . is possibly the most studied extension of first-order logic. It allows countably infinite
conjunctions and disjunctions. At first glance, this appears to be quite different from ELFP,
which extends the existential fragment of first-order logic by allowing inductive definitions.
However, as Park and others have observed, the closure ordinal for an inductive definition
occurring in an ELFP formula is at most w. From this it follows that every ELFP sentence
is equivalent to a countable disjunction of simpler ELFP sentences. Moreover, since negation
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may be applied only to formulas without quantifiers or inductive definitions, we do not need
the countable conjurctions of L, to express ELFP formulas. Consequently, our deductive
system will require cnly one infinitary rule which is used to introduce inductive definitions on
the left sides of sequents. This will have implications for us when return to the relationship
between ELFP and logic programming at the end of the paper.

2 Description of the Logic

In this section we give a formal description of ELFP. We begin with the syntax. Fix a vocabulary
V of constant, function, and relation symbols.

Definition. The symbols in ELFP formulas include the usual symbols from first-order logic,
excluding universal quantifiers, and also relation variables. Element variables will be specified
by lower case letters such as z, y, z, 21, 23, while relation variables will be specified by upper
case letters such as P and J. Each relation variable P has a specified arity and there are
countably many relation variables of each finite arity. The set F of FLFP formulas ¢ over V
is the least set satisfying the following conditions.

(i) If ¢ is an atomic formula over V, then ¢ is in F. The logic always includes equality, so
t; = ty is an atomic formula for every pair of terms t;, t2. If P is a relation symbol (in V)
or a relation variable of arity k, and £ = (zy,...,%x) is a sequence of element variables,
then P(Z) is in F.

(ii) If ¢ is a form.la in F containing no relation variables or quantifiers, then (-¢)is in F.
(iii) If 4 and 9 are in F, so are (¢ V 9) and (¥ A 9).
(iv) If ¢ is in F and z is an element variable, then (3z %) is in F.

(v) If 4 and 9 are in F, P is a relation variable of arity k, and ¥ = (z,1,...,zx) is a sequence
of distinct element variables, then ([P(Z) = ¥]+) is in F. The initial part of the formula,
viz., [P(Z) = 9], is called an inductive definition.

We follow the usual conventions for deleting parentheses in formulas.
Before we can give the semantics for ELFP, we need to define the notion of a free variable
and of free occurrence of a variable in an ELFP formula.

Definition. For each ELFP formula ¢ define free(¢), the set of free variables in ¢, and the
free occurrences of variables in ¢. When ¢ is atomic, free(e) is the set of element and relation
variables in ¢; all occurrences of variables in ¢ are free. Free variables in formulas constructed
using logical connectives and quantifiers are handled in the usual way. Also,

free([P(2) = ] %) = ((free(9) = (a1, ..,2;}) U free(y)) — {P}.

The free occurrences of variables in ([P(Z) = 9¥]y) are the free occurrences of variables of
free(9) — {P,z1,...,2;} in 9 and the free occurrences of variables from free(y) — {P} in . A
sentence is a formula with no free variables.



When we write ¢(z/t) we mean that term t has been substituted for all free occurrences of
the element variable z in ¢. All uses of this notation are subject to the proviso that occurrences
of variables in t are free wherever ¢ is substituted. In the case where t is just a single variable
y we write ¢(y) rather than ¢{z/y). The notation - is defined only when ¢ is quantifier
free and contains no relation variables. The notation ¢(P/p) means that all subformulas of ¢
containing free occurrences of the relation variable P are replaced by formula p. To be precise,
we should specify a sequence of k£ distinct element variables in p, where k is the arity of P;
the correspondence between element variables of P and element variables of p will always be
clear from context. All uses of this notation are subject to the proviso that free occurrences of
variables in p remain free wherever p is substituted.

We now give the semantics of ELFP formulas. As usual, we define by induction on ¢ the
relation A | p[a] (U satisfies ¢ at ), where o is an assignment in 2. More precisely, suppose
¢ has free relation variables Py,..., P, with respective arities j;,..., s, and free element
variables z;,...,2;. Fix a structure 2. An assignment o for ¢ can be represented as a sequence
(R1,...,Rk,01,....a1), where each R; is a j;-ary relation on 2 and each a; is an element of 2.
With ¢ we will asscciate a function K, mapping sequences (Ry,..., Ri) to l-ary relations on :

Fo(Ry,...,Ry) = {(a1,...,a) | A E ¢[R1,..., Riyay,..., 0]}

Simultaneously with our inductive definition of satisfaction, we also show that F, is contin-

uous; i.e., that

U Fo(Rias- -y Bia) = Fo(|J Riar-- -5 |J Ria)

a< a<A agkA
for all chains (Rio | @ < A) of ji-ary relations. Notice that if Fy, is continuous, it is monotone as
well; i.e., Fyo(R1,...,Rk) C F,(RY,..., R,) whenever Ry C R},..., Ry C R}. By a continuous
(or monotone) formula, we mean a formula ¢ such that F, is continuous (or monotone).

If ¢ is atomic, A | p[e] is defined in the usual way and F,, is clearly continuous. Also, if ¢
is a disjunction, conjunction, negation, or (existentially) quantified formula, & | ¢[a] is again
defined in the usuzl way, and it is not difficult to see that ¢ is continuous. (Notice, however,
that it is crucial tha: negations may not be applied to formulas with free relation variables.)

Let us define & = ¢[a] when ¢ is of the form [P(Z) = 9]¢ assuming that J and ¢ are
continuous and their truth values have been defined for the assignment a. Let the assignments
to variables other than P and # = (z;,...,zx) be given by the assignment a. We thereby
obtain from Fy a continuous mapping G from k-ary relations to k-ary relations. G is monotone
and hence has a least fixed-point by the Least Fixpoint Theorem (or at least by one of the
theorems that go by this name; see Lassez, Nguyen, and Sonenberg [13]).

The well known construction of the least fixed-point of a monotone function is as follows.
Let G°(R) = R, GP*'(R) = G(GP(R)) and if 8 is a limit ordinal, G°(R) = U,z G"(R). By
induction GP(P) C G(®) whenever B < 4. There is a smallest ordinal x (called the closure
ordinal of the inductive definition [P(£) = 9]) such that G#(0) = G*(@) whenever 8 > x. G*(0)
is the least fixed-point of G. Since G is continuous, it follows that kK < w (see [13]). Thus,
A | pfa] holds in case A | ¥[a’], where o' is identical to a except that it assigns G*(0) to P.

It will be useful to define, for each nonnegative integer m, the formula

[P(&) = 9], v.
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A E [P(Z) = 9], ¥[a] holds just in case A |= ¥[a”], where a” is identical to a except that
it assigns G™(0) to P. We regard this formula as an abbreviation. Construct a sequence of
formulas po, p1, 02, - . ., where pg is the formula 3z (~z=2) and pm4 is the formula 9(P/pm).
Then [P(Z) = 9], ¥ is an abbreviation for ¥(P/pn,). Call this formula ¢,,.

Since continuity is preserved by composition, each of the functions F,,  is continuous. More-
over, the sequence F, , F,,, F,,,...is a chain (in the partial order of function dominance) with
supremum F,. Since the supremum of a chain of continuous functions is continuous, F, is
continuous. (See Theorem 4.18 of Loeckx and Sieber [14].) It follows that [P(£) = 9]¢ is
equivalent to the infinite disjunction

V [P(Z) = 9], ¥
mew

We summarize our observations in the following theorem.
Theorem 2.1 The following hold for ELFP.

(i) All formulas are continuous (and hence monotone).
(it) The closure ordinal of any inductive definition is at most w.

(iii) [P(%) = 9]¢ is equivalent to \,,¢ [P(F) = Y], ¥. Thus every sentence is equivalent to a
sentence of L, ..

As we noted in the introduction, this theorem was first proved by Park [17] for a more general
logic, the formally continuous p-calculus. De Roever described a similar logic around the same
time and made the observation that the sentences of his logic were “syntactically continuous”
(see [7]). Part (ii) of the theorem was observed by Aczel [1] for systems of existential inductive
definitions. Blass an1 Gurevich observed (ii).

In the following section there is a somewhat delicate induction on formula complexity.
Accordingly, we assign an ordinal to each ELFP formula.

Definition. With every ELFP formula ¢ we associate an ordinal A(y) as follows. If ¢ is
atomic, A(p) = 0. Also, A(09) = A3y ¥) = AVyP)AMP)+ 1 and MYV I) = AP AD) =
max(A(¥), A(9)) + 1. Finally, A([P(£) = 9] ¢) = sup,,eo, A([P(E) = F)m ¢ + 1).

Remark. Our definition of ELFP differs from the one given by Blass and Gurevich [3] in two
nonessential ways.

First, they allow negation to be applied only to atomic formulas, whereas we allow negation
to be applied to quantifier-free formulas with no relation variables. This does not change the
expressive power of the logic since any quantifier-free formulas with no relation variables can
be easily transformed into an equivalent formula in which only atomic formulas are negated.

Second, they allow simultaneous inductive definitions. That is, rather than a single relation
variable P and formula 9, they allow multiple relation variables and formulas in inductive
definitions. Thus, they allow formulas of the form

(Pi(£1) = Dy; -+ Pe(Ee) = 0i] .

Again, this does not change the expressive power of the logic. Blass and Gurevich observe that
a formula with simultaneous inductive definitions may always be transformed into an equivalent
formula with only inductive definitions (as defined here). This was first proved by Chandra and
Harel [4]; their proof was based on a similar result of Moschovakis [16].
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3 The Deductive System

In this section we present a sequent calculus for the logic ELFP. We call this calculus LE.

In LE we inductively define a binary relation + holding between finite sets of ELFP formulas.
In Gentzen’s sequent calculus LK for first-order logic, the relation - holds between sequences
of formulas. By working with sets we may ignore two of the so-called “weak” rules of inference,
viz., the rules of contraction and exchange. (See Takeuti [19].)

We observe the following conventions. Lower case Greek letters denote ELFP formulas.
Upper case Greek letters denote sets of ELFP formulas. I',A denotes ' U A. T, ¢ denotes
T'U {¢}. A sequentis an expression of the form I' b A. (The semantics for this expression
is given below.) In general, a formula ¢ occurring as part of a sequent denotes the set {¢}.
Finally, t; = t; indicates that either {;=t5 or to=t; may be used.

In Gentzen’s calculus LK the relation F is defined inductively by rules of inference of the
form

I F A, Ay Tk A,
or
'rA '-A
The first asserts that I' - A holds whenever I'; F A, holds; the second asserts that I' - A holds
whenever I'; F A; and T3 F A hold. In these rules, I' - A is called the lower sequent and
I'y H Ay and T’z - Aj are called upper sequents.

As usual, I' = ¢ will mean that every model of I satisfies ¢ and T | A will mean that every
model of T" satisfies some formula in A. (When A is empty, this is interpreted to mean that T
has no models). We would like to have a sound and complete sequent calculus for ELFP— one
in which T+ A if and only if T | A — with all rules of the forms above. This is not to be. It
would imply that ELFP is compact, i.e., whenever I' = A, there would be finite sets [ C T
and A’ C A such that T’ | A’. We will see in the next section that is not true.

We cannot hope to have a complete sequent calculus if lower sequents are inferred from
just finitely many upper sequents. Thus, in one of our rules, there will be a countably infinite
number of upper sequents. These infinitary rules are expressed in the following form:

ChpntAn (Mmew)
) R VAN

Definition. The az:oms of LE are the sequents of the form

pk o,

where ¢ is a formula of ELFP, and
OFt=t,

where t is a term.

Definition. The rules of inference for LE are as follows.

(x ) ﬁi (F ) _F_'_'_é_
IrA T'rFAL
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T,p(z/ti))F A I'FA p(z/ty)

(§F) : (F5) ;
I,y = tg,go(:z:/tg) FA [ty =t A,w(l‘/tg)
}..
(= F) A ¢ (F ) I'yvFA
r,-yFA I'FA,~y
vV F) T,o+A T,9FA (+ V) 'k A, ¢,9
TovirA TFA,$VI
(/\}') I,,9F A (F A) A,y TFHA,Y
L,pAdF A FHAYAD
T,o(z)F A T'FA,¥(z/t)
iry ———— rva F 3 —_—
B9 Taewra “HUS I 50
) = F ) =
J(P(E)=9dvk A I‘l—A,[P(:L‘)z‘l’]dJ

Rules (* ) and (- *) are, respectively, the left and right weakening rules. Rules (S F) and
(F S) are the left and right substitution rules. The other rules introduce the various operations
on formulas on the left and right sides of sequents. Notice that in the rule (F [ ]) there is just
one upper sequent: m is a fixed nonnegative integer.

We have not included the familiar cut rule

T,oFA TFAp
TFA

When we show that LE is complete we will not use this rule so we will not need to explicitly
prove a cut-elimination theorem. This is a matter of taste. We could have presented a somewhat
simpler proof of completeness assuming a cut rule, then proved a cut-elimination theorem using
techniques similar to those in Tait [18].

Definition. The set of theorems of LE is the least set of ELFP sequents containing the axioms
and closed under the rules of inference of LE.

Theorem 3.1 (Soundness Theorem) IfT'F A is a theorem of LE, then T E A.

Proof. Simply verify the axioms and rules above. This is trivial in all cases except ([]F) and
(F [])- These follow from Proposition 2.1. o

Definition. A proof in LE is a tree in which every branch is finite and each node is labeled by
a sequent. Moreover, each leaf is labeled by an axiom and each interior node is labeled by the
lower sequent of scme rule of inference while the labels of its children are precisely the upper
sequents of the rule of inference. Thus, nodes may have 0, 1, 2, or w children.

It is immediate that S is a theorem of LE if and only if S is the label on the root of some
LE proof.



4 Main Result

In this section we wil. prove that the deductive system LE is complete. As we saw earlier, ELFP
is equivalent to a fragment of L,,,. C. Karp [11] was the first to prove the completeness of a
deductive system for L, .. Our system is based on a sequent calculus for L, due to Lopez-
Escobar [15]. One notable feature of this calculus is a proof rule for equality introduction that
circumvents some of the usual problems with equality in cut-free sequent calculi. Lopez-Escobar
attributes this rule to Maehara and Takeuti.

Our completeness proof is somewhat simpler than Lopez-Escobar’s. The definitions and
lemmas that follow will be used in our proof. We note that the main difficulty in the proof is
in handling equality, not infinite disjunctions. Our approach, which is based on the method
of consistency properties, clearly works also to give a completenes proof for a cut-free sequent
calculus for first-order logic with equality. The resulting consistency property differes in certain
fundamental respects from the consistency properties generally used for logics with equality
(see, e.g., Fitting [8] and Keisler [12]).

Assume that V is countable. At the end of the section we sketch the modifications needed
to make our results carry over to uncountable vocabularies.

Definition. An ecuivalence relation ~ on the universe of a structure 2 is a congruence on 2
if the following two conditions hold.

(i) If R is a relation symbol in V of arity k and a; ~ by,...,ax ~ b, then (ay,...,ax) is in
R% if and only if (by,...,b)is in RY.

(ii) If f is a function symbol in V of arity k and a; ~ by,...,ax ~ by, then f3(ay,...,ax) ~
Rl (TORN TH X

For a given congruence relation ~, let [a] denote the congruence class containing the element
a.

Whenever ~ is a congruence on a structure %, we can form a new structure A/~ called
a quotient structure. The elements of 2/~ are the congruence classes [a]. In A/~ define
fm/“‘([a]],. cslak)) = [fg(al,. ..,ax)) for each function symbol f of arity k in V, and stipu-
late that % E R([a1),...,[ak)) if and only if % = R(ay,...,ax) for each relation symbol in
V. (For these purposes, constant symbols are considered 0-ary function symbols.) It follows
from the definition of congruence that relation and function symbols in V have well defined
interpretations in 2./ ~.

Definition. An Herbrand structure for a variable set X is a structure T(X) whose universe
consists of terms with variables in X, such that for each function symbol f, f¥X)(¢;,... ;) is
the term f(t,...,tx). Since V may also contain relation symbols, Herbrand structures are not
uniquely determined for a given X.

In the completeness proof for LE below, we construct a model by taking the quotient of
an Herbrand structure. This is a standard technique in foundations of logic programming (see
Apt [2], but difficulties arise when we attempt to use this technique to prove completeness
theorems for logics with equality. The following definition and technical lemma are to address
these difficulties.
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Definition. A set I of FLFP formulas is closed under substitution if whenever t; = t; and
¢(z/t1) belong to T, then so does ¢(z/ts).

Note that closure of I" under substitution implies that t =t € ' if and only if t' =t € T.

Lemma 4.1 LetT be a set of atomic formulas with variables in X and T(X) be the Herbrand
structure where the interpretation of each relation symbol R is {(t1,...,t) | R(t1,...,t) € T'}.
Suppose I is closed under substitution. Define a binary relation ~ on the universe of T(X) by

t(xy/ty, .. T te) ~ t(:l:l/tll,...,zk/t;c)

whenever t is a term. and ty = t|,...,ty =t} € I'. Then ~ is a congruence relation on T(X).
Moreover, for each relation symbol R, R(1y,...,t;) € I ifand only if (X )/~ E R([t;],...,[t:])-

Proof. We first show that ~ is an equivalence relation. Reflexivity and symmetry are obvious.
Let us prove transitivity. Suppose that t is a term and t; = t},...,t = t; € I so that

tzy/ty, .y xk/te) ~ /1], Tk E).

Suppose also that u is a term and u; = u},...,yy =y € ' so
u(zy/uy, .. xfw) ~ ulzy /L, 2 ug).

We prove transitivity by showing that if t(z,/t],...,2x/t}) and u(21/uy,...,2;/w) are the
same term, then
t(zl/tl) .. .,.’Dk/tk) ~ 'll(.’l,'l/u{l, . .,I[/U;).

To do this we must show that there is a term v and v; = v{,...,vn = v}, € T such that
(z1/t,. .., Tk /tk) io the same term as v(2y/v1,...,Tm/Vm), and u(z1/ul,...,z;/u}) is the
same term as v(z;/vy,...,2Zm/v),). We prove this by induction on the combined depth of ¢ and
u.

We may suppose that the variables z;, where 1 < ¢ < m, do not occur in the terms
Blyee s iy By ooy thy U, o, Ul 8], .., u;. We may also suppose that at least one of the variables
z; occurs in ¢, for otherwise ¢(zy/ty,...,zx/ti) and t(z1/t],...,zi/t}) are the same term, and
transitivity is immediate. For the same reason we may suppose that at least one of the variables
Z; occurs in u.

Consider the case where t has depth 0, i.e., t is a variable z;. Then t(zy/t1,...,2;/t;) is just
t; and t(zy/t},...,zi/t]) is just t{. We know that ¢ is the same term as u(xy/uy,..., 25 ui)
so, since t; = t. € I', we have that t; = u(z;/uy,...,zx/ux) € I. By substitution, t; =
u(zy/ul,...,zx/ui)) €T so

t(zr/tr, .. x/te) ~ w(zr/ul, ... xi/up)

and transitivity holds in this case.

The case where u has depth 0 is analogous.

Consider the case where neither ¢ nor « has depth 0. Then the outermost function symbol in
{ must also be the outermost function symbol in u; let this symbol be f. Hence, t is of the form
f(r1,...,mn) and uis of the form f(sy,...,s,). Since t(z;/t,...,z¢/t}) and u(z1 /w1, ..., 21/w)



are the same term, ry(z,/t],...,24/t};) and si(z1/w1,...,z1/w) are the same term for 1 <
i £ n. By the induction hypothesis, there are terms v; and equations v;; = v;,...,Vim(i) =
Vi) € T such that ri(z1/t,...,24/te) is the same term as vi(zir/vir, . . -, Tim(i)/ Vim(i) ), and
si(z1/uy,...,xi/u]) is the same term as vg(zgl/vfl,...,zim(;)/v".m(i)). We may assume that
the variables z;; are distinct for 1 < ¢ < n and 1 < j < m(:). Thus, t(z1/t1,..., Tk/tk)
is the same term as f(v1,...,9.)(211/%115 -+ Znm(n)/Vnm(n)), and w(21/u],...,z1/u}) is the
same term as f(vl‘...,v,,)(:c'u/vu,...,a::nm‘n)/vnm(n)). It follows that t(z1/ty,...,Tk/tk) ~
u(z1/u},...,21/u;). This concludes the proof of transitivity.

It follows easily from the substitution property of I' that ~ is a congruence. It is now
straightforward to verify that R(¢,...,1;) € T if and only if T(X)/~ E R([t1),...,[t:])- o

Definition. Let X be a countable set of element variables. It will be convenient to assume
that in the ELFP formulas we consider all free variables are in X and all bound variables are
not in X. A consistency property P is a nonempty set of pairs (I'; A) where I’ and A are sets
of ELFP formulas such that the following hold for all (I'; A) in P.

(i) T and A are disjoint.

(ii) If T contains formulas t; = t|,ty = t},...,t = t}, where k > 0, then A contains no
formulas of the form t(z1/t1,...,2¢/tk) = t(z1/t], ..., zk/t}).

(iif) If t = ¢’ and »(z/t) are in I, where 9 is an atomic formula, then (T, (z/t’); A) is in P.
(iv) If -9 isin T, then (I'; A, %) isin P. If ¢ isin A, then (I',9; A)is in P.

(v) f¢vdisin I, then either (I',9;A)or (I',9;A)isin P. If p v isin A, then (['; A, %, 9)
isin P.

(vi) If yAdisin T, then (I',9,9;A)isin P. f p Adisin A, then either (T'; A, ¢)or (T; A, 9)
is in P.

(vii) If 3y ¥(y) is in T, then (T,4¢(z); A) is in P for some z € X. If 3yy(y) is in A, then
(T; A, (1)) is in P for all terms ¢.

(viii) If [P(Z) = d]) 9 isin T, then (I',[P(F) = J]m ¥;A) is in P for some m. If (P(Z)=9)¢is
in A, then (T; A, [P(£) = Y)m ) is in P for all m.

Theorem 4.2 (ELFP Model Existence Theorem) If I'y and Aq are sets of ELFP sen-
tences and (To; Ao is an element of a consistency property P, then there is a structure ¥ and
assignment o such that A k= p[a)] for every ¢ in T and YA ¥ y[a] for every ¢ in A.

Proof. Let ¢o,¢1,¢2,... be a sequence of ELFP formulas, all of whose variables are in X,
and with every ELFP formula occurring infinitely often in the sequence. Let tp,¢,12,... be
a sequence of all terms whose variables are all in X. Let (%o, %), (¥1,%1),(¥2,¥2)... be a
sequence listing all pairs where 1, is an atomic formula and y, is a free variable in ¥,.

We construct sequences I'o C T’y C T2 C ---and Ag C Ay C A2 C --- where (I'n;AR) € P
and the following hold.
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(i) Suppose ¢, is of the form t = ¢’. If ¢n and Yr(ym/t) are in Ty, but ¥ (ynm/t’) ¢ T, for
some m, then take the least such m and let ¥ (ym/t') € Tny1. If ¢y, and Ym(ym/t') arein
Ty but $pm/(ym /t) ¢ Ty for some m’, then take the least such m’ and let ¥ (ypm/t) € Tpy1.

(ii) Suppose @, is of the form ~%. If ¢, € T, then ¥ € Anyq. If ¢, € A,, then ¥ € Thsr-

(iii) Suppose ¢, is of the form ¢ v 9. If ¢n € I'n, then either ¥ € T4y or ¥ € Tpyy. If
$n € Anv then 1/) € An+l and 9 € An-}-l-

(iv) Suppose ¢, is of the form ¥ A 9. If ¥n € I'p, then ¥ € Tyyy and 9 € Tpyy. If o, € A,
then either ¢ € A1 or 9 € Apyy.

(v) Suppose @y, is of the form 3y ¢(y). (Here 1 (y) may have free variables other than y.) If
¢n € Ty, then ¢(z) € Tpyy for some z € X. If p, € A, and Y(tm) ¢ A, for some m,
then take the 1zast such m and put ¢(t,,) € Anys.

(vi) Suppose ¢, is of the form [P(£) = 9] ¢. If ¢, € Ty, then [P(Z) = I)m ¥ € Tpy; for some
m. If p, € A, and [P(£) = 9),n ¥ ¢ A, for some m, then take the least such m and let
[P(f) = ﬂ]m 1/) € An+1.

It follows immediately from the definition of consistency property that there exist sequences
Fo CTy CT2 C---and Bg € Ay C Ay € --- as described above. Let T, = Unew 'n and
Ay = Uneo An. Note that by part (i) of the definition of consistency property, I', and A, are
disjoint.

Let T' be the set of atomic formulas in T,, and T(X) be the Herbrand structure described
in the statement of Lemma 4.1. It follows from part (i) of the construction above that T
is closed under substitution. We show by induction on A(¢) that if e(t1,...,4;) € Ty, then
UX)/~ E e([ta],. .., [ti]) and if o(ty,...,t) € Ay, then T(X)/~ ¥ o([t1],.. NI

The basis of the induction for formulas of the form R(t,,.. ., 1) follows by Lemma 4.1 and
the disjointness of T',, and A,,. Suppose that ¢ is of the form ¢t = ¢'. If » € I';mega, then clearly
t~t so T(X)/~Et]=[t'). If t = t' € A,mega, we wish to show that it is not the case that
t ~ t'. This is a consequence of condition (ji) in the definition of consistency property.

The rest of the proof follows from parts (ii)-(vi) of the construction. We will consider the
two most difficult cases of the induction: existential quantification and inductive definition.

Suppose 3y ¥(y,t1,...,%) is in T'y,. Then by part (v) of the construction, ¥(z,1,.. b)) is
in T, for some z € X. By the induction hypothesis, T(X)/~ k& ¥([z],[t:],...,[t:]) and hence
T(X)/N I= ay '/)(y, [tl]v vy [tl])‘

Suppose 3y ¢(y,t1,...,4) is in A,. Then by part (v) of the construction, Y(t, ty,..., ) is
in A, for every term t. By the induction hypothesis, T(X)/~ ¥ Y([t], [t], . .., [ti)) for every
term ¢, so T(X )/~ ¥ Jyy(y,[ti]),. .., [U])-

Suppose [P(£) = 9]9(t1,...,4) is in T,. Then by part (vi) of the construction, [P(Z)
I)m ¥(t1,...,t;) is in T, for some m. By the induction hypothesis, T(X)/~ E [P(F) =
Fm Y([ta], - .., [ts]) and hence T(X)/~ k [P(Z) = 9] ¢([t1],...,[ts]). Notice that it is crucial
here that A([P(Z) = J]m ¥) < A([P(Z) = 9] ).

Suppose [P(Z) = ¥]9(t,...,ts) is in A,. Then by part (vi) of the construction,
(P(£) = 9)m ¥(t1,..., 1) is in A, for all m. By the induction hypothesis, T(X)/~ ¥ [P(F) =
Im Y([ta], - - -, [ts]) for all m and hence T(X)/~ ¥ [P(Z) = 9] v([t),.. ., [t)).

11



The other cases are similar. Thus, in T(.X)/~, all sentences in I';, hold and all sentences in
A, fail. 0

Remark. Let us continue with the notation of the preceding proof: 'y ¥ Ag and I' is the set of
atomic formulas in I'y,. Also, let A be the set of atomic formulas in A_,. The crux of the proof
was to construct a model in which all formulas in ' hold and all formulas in A fail. T(X)/~
is one such model, but there may be others. An alternative construction is as follows. Let B’
be the set of subterras appearing in formulas in A. Let B be B’/~ (i.e., restrict ~ to B’ and
consider equivalenc? classes). Now B may not be the universe of a structure (when we take the
natural interpretations of function and relation symbols) because some functions may not be
defined everywhere. Therefore, take the structure 2 with universe B U {a}, where a interprets
all terms not in B’. It is easy to see that in 2 the formulas in ' hold and the formulas in A
fail. An induction on formulas shows that in 9, all sentences in 'y, hold and all sentences in
A, fail.

Consequently, if A is finite, then there is a finite model of I'g in which some sentence of Ay
fails. Let us examine some sufficient conditions for A to be finite.

Assume that the vocabulary V is finite and that 'y and Ag are finite. If the sentences in
Ao do not contain quantifiers or inductive definitions, then it is easy to verify that A is finite.
The only parts of the construction that can add infinitely many formulas to A, are parts (v)
and (vi), but they are not used when Ag contains no quantifiers or inductive definitions.

Again assume that the vocabulary V is finite and that I'g and Ag are finite. Assume also
that V contains no ‘unction symbols (but constant symbols are allowed). Since Ty is finite,
we can take X to he finite: in the construction, the only role for X was to provide witnesses
for existential-quartifi:rs in subformulas occurring in I'q. There are only finitely many atomic
formulas with variebles in X, so A is finite. Thus, we have the following theorem.

Theorem 4.3 Let I'¢ and Ag be finite sets of ELFP sentences over a finite vocabulary and let
(To; Ag) be an elemment of a consistency property P. Suppose either that the sentences in Ag
contain no quantifiers or inductive definitions, or that V contains no function symbols. Then
there is a finite structure A and assignment a such that A |= p[a] for every ¢ in T and A ¥ ¢[a]
for every i in A.

Now we state the main theorem.

Theorem 4.4 (Completeness Theorem for LE) If I' = A in ELFP, then T + A is a
theorem of LE.

Proof. We prove the contrapositive of the theorem: assuming that I' ¥ A in LE we construct
a model of I in which A fails. Let P be the set of all pairs (I''; A’) such that I’ ¥ A’. It suffices
by the ELFP Model Existence Theorem to show that P is a consistency property.

Suppose (I'; A") is in P.

I'" and A’ are d:sjoint. If they had an element ¢ in common, we could apply the rules (* )
and (F ) to the axiom ¢ F ¢ to show " F A’

If I contains formulas t; = t},t2 = t;,...,ty = tj, where k¥ > 0, then A’ contains
no formulas of the form t(z,/t;,...,zx/tx) = t(z1/1],...,2x/t)). Otherwise, we could ap-
ply (* +) to the axiom @ + t = ¢ to obtain I' - ¢t = t. Then apply (F S) to obtain
' Ft(z/t1,. .. 2/ti) = t(z1/1}, - . ., xk/tL). Finally, apply (F %) to obtain T' + A’

12
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If t =t and ¥(z/t) are in IV, where 4 is an atomic formula, then (T, % (2 /t'); A’) is in P.
This follows by (S *).

The other conditions in the definition of consistency property follow directly by similar
arguments. O

We conclude this section by sketching the modifications needed to make the proof of Theo-
rem 4.4 work for uncountable sets of formulas. As before, we assume that I' ¥ A and consider
the set P of all pairs (I'; A’) such that IY ¥ A’. Now follow the construction in the ELFP
Model Existence Theorem: specify a sequence of ELFP formulas with every formula occurring
infinitely often in the sequence, a sequence of terms whose free variables are all in X, and a
sequence of pairs of atomic formulas and their free variables. Since the vocabulary is no longer
assumed to be countable, these sequences may not have order type w. Thus, it becomes nec-
essary to specify what happens at limit ordinals. We clearly want to take unions at the limit
ordinals (as we did to form I', and A, in the proof of the ELFP Model Existence Theorem).
The problem then i5 to show that we remain in P when we do this. That is, whenever g is a limit
ordinal it should be ihe case that I'g ¥ Ag. This would be immediate if ELFP were compact,
but since it is not, we must be more devious. We show that if 3 is a limit ordinal then 'z ¥ Ap
implies gy, ¥ Apy,. Assume the contrary, so that T is an LE proof of I'gyo b Apy,,. We
describe intuitively how to modify T to give an LE proof of I's  Ag, thereby obtaining a
contradiction. For each occurrence of a formula ¢ in (Ig4, — [p) U (Aps, — Ag) and each
branch of T, there is node closest to the root where ¢ is “introduced”. The idea is to modify
T at all such nodes so that ¢ is eliminated. This is easy if ¢ is introduced using one of the
weakening rules (x ) or (F #): just refrain from introducing ¢ at this point. If ¢ is introduced
by one of the other rules, we must examine items (i)-(vi) in the proof of the ELFP Model
Existence Theorem to see that ¢ may be replaced (possibly using the rules of inference several
times) with either a formula of I'g in the left part of the sequent or a formula of Ag in the right
part of the sequent. It is not difficult now to make this idea rigorous.

5 Compactness and Finite Model Properties.

In general, the compactness and the finite model properties are not true in ELFP. However,
under certain conditions these properties hold. In this section, we examine some of these
conditions.

One way to state the compactness property of first-order logic is to say that every inconsis-
tent theory has a firite inconsistent subtheory. That is, if ' = @ then there is a finite [ C T
such that T/ |= @. This holds for ELFP in the case where the vocabulary contains no function
symbols (but constant symbols are allowed). A more general form of compactness says that if
I' E A, then there are finite subsets I C I' and A’ C A such that IY = A’. For first-order
logic, this is equivalent to the more restricted form of compactness, but since ELFP is not closed
under negation, it fails for ELFP even when V contains no function or constant symbols. This
form of compactness does hold however when TI' is also first-order (i.e., none of its sentences
contain inductive definitions). It is true that ELFP is countably complete: if T |= A, then there
are countable subsets I' C I" and A’ C A such that IV |z A’. Let us prove these assertions.

Theorem 5.1 ELFP s countably compact.

13



Proof. By the Completeness Theorem for LE it is enough to show that if ' F A is a theorem
of LE, then there are countable sets I' C T and A’ C A such that ' F A’ is also a theorem of
LE.

For LE proofs T1 and T,, write T; < T2 if T is a proper subproof of T,. That is, T,
is the labeled subtree of T; whose nodes are the descendents of some given node in T,. The
relation < is well founded, i.e., there are no infinite descending chains. This is obvious since all
branches of an LE proof are finite.

Thus, we have *he following form of induction on proofs: To prove that a statement holds
of all proofs T, it it enough to show that for every proof T, if the statement holds of all proofs
T’ < T, then it holds of T. It is an easy matter to show that for every proof T, if the root of T
is labeled by T' A, then there are countable sets IY C T and A’ C A such that IV + A’ is the
label on the root of some proof T’. This is clear if ' F A is an axiom. Otherwise, I' F A follows
from the labels of the children of the root of T according to one of the rules of inference. We
will show how this works in the case of the rule ([ ] F), which is the most interesting case. All
the other cases follow by the same sort of argument.

Suppose that the root of T is labeled T',[P(£) = 9]¢ + A and its children are labeled
[,[P(Z) = 9]¢ F A for each m € w. By the induction hypothesis there are countable sets
I, CT and A], C A such that I',,,[P(Z) = 9. ¥ F A7, is label on the root of some LE proof
for each m € w. (It may be that for some m there are countable sets I';, C T and A],, C A such
that I'j, - A7, is label on the root of some LE proof; if this occurs, we are done, so we assume
otherwise.) Let I be the union of the sets I';, and A’ be the union of the sets A/,. Then by
(* F) and (F *), I',[P(Z) = ) ¥ F A’ is label on the root of some LE proof for each m € w
and hence I, [P(Z) = J]¢ + A’ is a theorem of LE. m)

Since LE has n> cut rule, the only use of the infinitary rule ([ ] +) is to introduce formulas
with inductive defnitions on the left side of a sequent. The following proposition follows
immediately from this observation.

Proposition 5.2 Let T be a set of ezxistential first-order formulas and A be a set of ELFP
formulas. IfT + A is a theorem of LE then it has a finite proof in LE.

As a consequence we have the following.

Theorem 5.3 Let I' be a set of ezistential first-order formulas and A be a set of ELFP for-
mulas. IfT | A, then there are finite sets ' C T and A’ C A such that T' E A,

Proof. The previous proposition asserts that I' - A has a finite LE proof. The argument in
the proof of Theorem 5.1 now produces finite sets I’ CT'and A’ C Asuch that I = A’. 0O

Remark. Theorem 5.3 can be proved without recourse to the Completeness Theorem for LE.
Let A™ = {~¢: @ € A}. Of course, A™ will not necessarily be a set of ELFP sentences, but this
is not a problem. We regard it as a set of second-order sentences. Clearly, I', A™ = 0. We will
be done if we can show that there is a finite set IY C I'U A™ such that I |z 0. In other words
we must show that I' U A™ is consistent if every finite subset is consistent. Blass and Gurevich
[3) show that ELFP sentences are equivalent to II] sentences (in fact, they are equivalent to
sentences in a subclass of II} called strict-II}). Thus, the sentences in A~ (and hence in TUA™)
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are equivalent to I! sentences. But ¥} sentences satisfy the compactness property. This follows
by observing that ultraproducts preserve £} sentences (Theorem 4.1.14 of Chang and Keisler
[5]) so the ultraproauct proof of the Compactness Theorem (Theorem 4.1.11 of Chang and
Keisler) works for Z} sentences.

Theorem 5.4 Let T be a set of ELFP formulas over a vocabulary with no function symbols.
If every finite subset of I' is consistent, then so is T,

Proof. By Theorem 5.1 we may assume that ' is countable. Let I' = {wo,¢1,92,...},
Tn = {¥0,¥1,9¥2,-.-,Pn-1}, and V, be the set of relation and constant symbols occurring in
I',.. By assumption, the sets I',, are consistent, so for each n, there is a V,,-structure 2,, which
is a model of T',,.

Let & be a structure over some vocabulary containing V;. By h,(%) we will mean the
Va-structure formed by taking the reduction of % to the vocabulary V,, and then taking the
submodel whose universe consists of interpretations of constant symbols in V,,. (If V,, has no
constant symbols, h,(2) is empty; this is the only place in the paper where empty structures
are allowed.)

Observe that fcr each n there are only finitely many structures h,(%A), where £ > n, and
that each one of thes2 structures can be extended to a model of I'y,. Form a tree whose nodes at
the n-th level are the structures h,(%x) and where h, () is an ancestor of h,(™Ap) if n < 2’
and hn(Ak) = hn(2(Asr)). This is a finitely branching infinite tree so by Koénig’s Lemma
it has an infinite branch. Let 2, be the V-structure which is the direct limit (defined in the
obvious way) along some infinite branch of the tree. For each n, h,(%.,) can be extended to a
model B,, of T',,. Let A, be the universe of %, and B,, be the universe of B,,. We may assume
the sets B, — A, are disjoint. Let B, = )¢, Ba. Then for each n, B has a substructure, viz.
B,,, which is a model of 'y;. Since FLFP formulas are preserved by extensions (see Blass and

Gurevich [3]) B | ', for each n. Therefore B = T. O

With regard to the previous theorem, it would be interesting to have a construction which,
from an LE proof of T F @, produces a finite subset I C T and an LE proof of I - .
Let us now show that compactness fails in general for ELFP.

Proposition 5.5 ELFP s not compact.

Proof. We will give several examples of sets of ELFP sentences I' and A where I' F A but
there are no finite sets I' C T and A’ C A where I' + A’. These examples show that the only
circumstances where compactness holds in general are given by Theorems 5.3 and 5.4.
The first examrle is suggested immediately by Theorem 2.1(iii). The only element of I' is
the sentence
[P(z,y) = E(z,y)V Iz (P(z,2) A E(z,y))] P(c, d).

The elements of A are the sentences
[P(2,9) = E(2,9)V 32 (P(2,2) A E(2,9))}m Plc, d).

Clearly, I' = A but there is no finite A’ C A such that I' = A’. In this example we have not
used function symbols or equality.
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In the next example T’ contains the sentences -~ f(d) = d, f(f(d)) = f(d), and
[P(z,y) = f™(z) = y Vv 32 (f(2) = 2 A P(z,y))] P(c,d).

Clearly, T |= @ but there is no finite I C T such that I 0.

Notice that this example would work just as well if f were a partial function. In T replace
the formula f(z) = y with R(z,y) and replace the formulas f™(z) = y and f™(z) = f(y) with
formulas that use R instead of f. (It is necessary to use existential quantifiers here.) Let A
contain the sentence 3z, y, z(R(z,y) A R(z,2) A ~y = z). This is equivalent to the negation of
a sentence asserting that R(z,y) represents a partial unary function. Thus, I' = A, but there
is no finite IY C T such that [V = A. In this example the vocabulary contains no function
symbols. With a litt.e more work we could replace equality with an equivalence relation. O

Blass and Guresich proved that ELFP has the finite model property: every finite consistent
set of ELFP senten:es has a finite model. We are interested in a generalization of this property.
Given finite sets I aad A such that ' ¥ A, is there a finite model of I" in which some sentence
in A fails? This property does not hold in general, even for the set of existential first-order
sentences. For example, let I' = 0 and A contain existential sentences that say f is not one-
to-one and there is an element mapped onto ¢ by f. However, there are two cases where this
generalized finite model property holds. The first is just a modest generalization of the result
of Blass and Gurevich.

Theorem 5.6 Let I' and A be finite sets of ELFP sentences such that T ¥ A. Suppose either
that A is a set of quantifier free sentences, or that the vocabulary contains no function symbols.
Then T has a finite model in which some sentence in A fails.

This follows by Theorem 4.3.
We conclude the saection with two immediate corollaries of this theorem.

Corollary 5.7 Le! T and A be finite sets of ELFP sentences such that either A is a set of
quantifier free seniences or the vocabulary contains no function symbols. Then every finite
model of T satisfies some sentence in A if and only if T + A.

Corollary 5.8 Fiz a vocabulary with no function symbols. It is decidable whether T = A when
I’ is a finite set of ezistential first-order sentences, and A is a finite set of ELFP sentences.

Proof. f T E A, there is a finite proof of I' F A in LE because the rule ([ ] ] is never used. If
T' ¥ A there is a finite model of T in which some sentence in A fails. The search for the finite
proof and the finite model can be done in tandem. ]

6 Conclusions.

We close with a brief discussion of the relationship between the model theoretic results presented
in this paper, and logic programming and query languages.
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From our discussion in the introduction, it is easy to see that we can translate any pure
Prolog program into an ELFP formula ¢(§) of the form

(Pi(&1) = V155 Pu( &) = i) (D),

where the simultaneous inductive definition is derived from the program clauses and ¥(%) cor-
responds to the goal. (See Apt [2] for terminology.) Program execution is intimately connected
to proving the sequent @ F 37¢(7). Since LE has no cut rule, a sequent of this form must be
derived using the rule (- 3). Thus, we must be able to prove a sequent of the form @  (f). A
Prolog interpreter finds the term sequences # using SLD resolution. Proposition 5.8 is impor-
tant here because we should not need the infinitary rule ([ ] ) in this circumstance. (A Prolog
interpreter may fail to find a term sequence ¢ because of the search strategy used by its theorem
prover, but this is a different issue.) Proposition 5.8 applies more generally to sequents of the
form I' F ¢, where T is a set of existential first-order sentences. It is not clear what sort of
computation corresponds to proofs of such sequents.

Our results also show that pure Prolog is logically different from Datalog and Datalog™,
which have received much attention as database query languages. From a logical point of
view, Datalog™ is pure Prolog with no function symbols. (Datalog is a further restriction with
no negations). In practice, Datalog™ is used to make queries on finite structures (relational
databases), not to perform computations on possibly infinite structures as pure Prolog does
(see [10]). The resuits of the last section show that there are good reasons, apart from the
tradition of relatioral databases, to prohibit function symbols when working on finite structures.
Corollary 5.7 shows that in the absence of function symbols, LE is sound and complete when
restricted to finite : tcuctures. Moreover, Theorem 5.3 shows that a form of compactness holds.
Finally, Corollary 5 & shows that if a database is not given explicitly, but instead a set of
existential first-orde * sentences holding in the database are presented, queries are still decidable.

We hope that model theoretic foundations of ELFP presented here will suggest interesting
research directions in the many areas of computer science where it arises.
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