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Abstract

We consider a string edit problem in a probabilistic framework. This problem is of considerable
interest to many facets of science, most notably molecular biology and computer science. A string
editing transformes one string into another by performing a series of weighted edit operations of
overall maximum {minimum) cost. An edit operation can be the deletion of a symbol, the insertion of
a symbol or the substitution of a symbol. We assume that these weights can be arbitrary distributed.
We reduce the problem to finding an optimal path in a weighted grid graph, and provide several
results regarding a typical behavior of such a path. In particular, we observe that the optimal path
(i.e., edit distance) is asymptotically almost surely (a.s.) equal to an where « is a constant and
n is the sum of lengths of both strings. We also obtain explicit bounds on the constant a. More
importantly, we show that the edit distance is well concentrated around its average value. As a
by-product of our results, we also present a precise estimate of the number of alignments between
two strings. To prove these findings we use techniques of random walks, diffusion limiting processes,
generating functions, and the method of bounded difference.

ANALYSE PROBABILISTE DU PROBLEME DE L’EDITION DE MOTIF

Résumé

Nous considérons le probléme de ’édition d"un motif (une chaine de caractéres) dans un environ-
nement probabiliste. Ce probléme est d’un grand intérét dans beaucoup de domaines scientifiques
principalement en bioclogie moléculaire et en informatique. Une édition de motif transforme un motif
en un autre en réalisant une suite d’opérations d’édition, pondérées, de cout total maximum (ou
minimum). Une telle opération peut étre: I’élimination d’un symbole, I'insertion ou la substitution
d’un symbole. Nous supposons que les poids peuvent étre distribués aléatoirement. Nous réduisons
le probléme a celui de trouver un chemin optimal dans un treillis pondéré, et nous obtenons plusieurs
résultats relatifs au comportement typique d’un tel chemin. En particulier, nous observons que le
chemin optimal (c’est-a-dire la distance d’édition) est asymptotiquement, presque sirement, égal a
an ol «a est constant et n est somme des longueurs des deux motifs. Nous obtenons également des
bornes sur . Plus important, nous montrons que la distance d’édition est treés concentré autour de
sa moyenne. En corollaire de nos résultats, nous présentons également un estimateur précis du nom-
bre d’alignement entre les deux motifs. Pour démontrer nos résultats, nous utilisons des techniques
de chemin aléatoire, de processus limites de diffusion, de fonctions génératrices et la méthode des
différences bornées.
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INT-8912631, in part by AFOSR Grant 90-0107, NATO Grant 0057/89, and Grant R01 LM05118 from the
National Library of Medicine. This research was completed while the second author was visiting INRIA,
Rocquencourt, France, and he wishes to thank INRIA (projects ALGO, MEVAL and REFLECS) for a
generous support.



1. INTRODUCTION

String editing problein arises in many applications, notably in text editing, speech recog-
nition, machine vision and, last but not least, molecular sequence comparison. Algorithmic
aspect of this problem has been studied rather extensively in the past (cf. [2], [28], [30],
[31] and [34]). Iu fact, many important problems on words are special cases of string edit-
ing, including the longest common subsequence problem (cf. 1], [14]) and the problem of
approzimate pattern matching (cf. [12] and [32}).

In sequel we review the string editing problem, its importance, and its relationship to
the longest path problem in a special grid graph.

Let b be a string consisting of £ symbols on some alphabet ¥ of size V. There are three
operations that can be performed on a string, namely deletion of a symbol, insertion of a
symbol, and substitution of one symbol for another symbol in 3. With each operation is
associated a weight function. We denote by W;(b;), Wp(b;) and Wp(a,,b;) the weight of
insertion and deletion of the symbol b; € ¥, and substitution of ¢; by b; € I, respectively.
An edit script on b is any sequence w of edit operations, and the total weight of w is the
sum of weights of the edit operations.

The string editing problem deals with two strings, say b of length ¢ (for fong) and a
of length s (for short), and consists of finding an edit script wpaz (Wmin) of minimum
(maximuin) total weight that transforms a into b. The maximum (minimum) weight is
called the edit distance from a to b, and its is also known as the Levenshtein distance. In
molecular biology, the Levenshtein distance is used to measure similarity (homogeneity) of
two molecular sequences, say DNA sequences (cf. [31}).

The string edit problem can be solved by the standard dynamic programming method.
Let Cax(,7) denote the maximum weight of transforning the prefix of b of size 7 into the
prefix of a of size j. Then, (cf. [2], [28], [34]).

Cmax(i,j) = II]&X{C»’,,,nx(i - 17./ - 1) + l/VQ(“:"bj) 5 Cmax(i - 1,]) + WD(a’i) ’
) C'max(iaj - 1) + WI(bJ)}

forall 1 <7< fand 1 < j < s We compute Cyax(?,7) row by row to obtain finally the
total cost Cuax = Cinax(?, s) of the maximum edit script. A similar procedure works for the
minimum edit distance.

The key observation for us is to note that interdependency among the partial optimal
weights Ciuax(t,7) induce an ¢ x s grid-like directed acyclic graph, called further a grid

graph. In such a graph vertices are points in the grid and edges go only from (¢, j) point to
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Figure 1: Example of a grid graph of size £ = 3 and s = 2.

grid points (¢,7+ 1), (i + 1,7) and (¢ + 1,7 + 1). A horizontal edge from (z,7 — 1) to (¢,7)
carries the weight Wi(b;); a vertical edge from (4,5 ~ 1) to (¢,7) has weight Wp(a;); and
finally a diagonal edge from (¢ — 1,5 — 1) (¢, 7) is weighted according to Wg(a;,b;). Figure
1 shows an example of such an edit graph. The edit distance is the longest (shortest) path
from the point O = (0,0) to E = (4, s).

In this paper, we analyze the string edit problem in a probabilistic framework. We
adopt the Bernoulli model for a random string, that is, all symbols of a string are generated
independently with probability p; for symbolt € . A standard probabilistic model assumes
that both strings are generated according to the Bernoulli scheme (cf. [3], [6], [7], [8], [14],
(22], [33], [34]). Such a model, however, leads to statistical dependency of weights in the
associated grid graph. To avoid this problem, most of the time we shall work within the
framework of another probabilistic model which postulates that only one string, say b,
is random while the other is given (i.e., deterministic). This model has the advantage of
having independent weights in the grid graph, and therefore, it is easier to analyze. We
also show how to translate results of the latter model (called further the independent
model) to the former one (called hereafter the string model). In passing we note that
the independent model might be useful in some applications (e.g., when comparing a given
string to all strings in a data base).

Clearly, in the independent model the distributions of weights Wp(a;), Wy(b;) and
Wq(a,,b;) depend on the given string a. However, to avoid complicated notations we

ignore this fact — whenever the independent model is discussed — and consider a grid graph



with weights Wi, Wp and Wg. In other words, we concentrate on finding the longest
path in a grid graph with independent weights W;, Wp and Wg, not necessary equally
distributed. By selecting properly these distributions, we can model the string edit problem.
For example, in the standard setting the deletion and insertion weights are identical, and
usually constant, while the insertion weight takes two values, one (high) when matching
between a letter of a and a letter of b occurs, and another value (low) in the case of a
mismatch (e.g., in the Longest Common Substring problem, one sets Wy = Wp = 0, and
Wgq = 1 when a matching occurs, and Wg = —oo in the other case).

Our results for both models can be summarized as follows: Applying the Subadditive
Ergodic Theorem we note that Ciyax ~ an almost surely (a.s.), where n = £+s (cf. Theorem
2.1 and Corollary 2.2). Our main contribution lies in establishing bounds for the constant «
(cf. Theorem 2.7) for the independent model, which by Corollary 2.2 can easily be extended
to the string model. The upper bound is rather tight as verified by simulation experiments.
More importantly, using the powerful and modern method of bounded differences (cf. [27])
we establish a sharp concentration of C\,,x around the mean value EC\ax under a mild con-
dition on the tail of the weight distributions (cf. Theorem 2.3). This proves the conjecture
of Chang and Lampe [13] who observed empirically such a sharp concentration of Cynay for
a version of the string edit problem, namely the approximate string matching problem.

Our probabilistic results are proved in a unified manner by applying techniques of ran-
dom walks (cf. [18], [20]), generating functions (cf. [19], [25], [26]), and bounded differences
(cf. [27]). In fact, these techniques allow us to establish further results of a more general
interest. In particular, we present a precise asymptotic estimate for the number of paths in
the grid graph (cf. Theorem 2.4), which coincides with the number of sequence alignments
(cf. (15], [16]). Finally, for the independent model we establish the limiting distribution of
the total weight (cf. Theorem 2.5) and the tail distribution of the total weight (cf. Theorem
2.6) of a randomly selected path (edit script) in the grid graph.

The string edit problem and its special cases (e.g., the longest common subsequence
problem and the approximate pattern matching) were studied quite extensively in the past,
and are subject of further vigorous research due to their vital application in molecular
biology. There are many algorithmic solutions to the problem, and we only mention here
Apostolico and Guerra [1], Apostolico et al. [2], Chang and Lampe [13], Myeres [28],
Ukkonen [32], and Waterman [34]. On the other hand, a probabilistic analysis of the problem
was initiated by Chvatal and Sankoff [14] who analyzed the longest common subsequence
problem. After an initial success in obtaining some probabilistic results for this problem, and

its extensions by a rather straightforward applications of the subadditive ergodic theorem,



a deadlock was reached due to a strong interdependency between weights in the grid graph.
To the best of our knowledge, there is no much literature on the probabilistic analysis of
the string edit problem with a notable exception of a recent marvelous paper by Arratia
and Waterman [7] (cf. [33]) who proved their own conjecture concerning phase transitions
in a sequence matching,.

There is, however, a substantial literature on probabilistic analysis of pattern matching.
We mention here a series of papers by Arratia and Waterman (cf. [5], [6]) and with Gordon
(cf. [3], [4]), as well as papers by Karlin and his co-authors (cf. [11], [21], [22]). Another
approach for the probabilistic analysis of pattern matching with mismatches was recently
reported by Atallah et al. in [8].

This paper is organized as follows. In the next section, we present our main results and

discuss some of their consequences. Most of our proofs appear in Section 3.

2. MAIN RESULTS

In this section we present our main results concerning the typical behavior of the edit
distance and the longest (shortest) path in a grid graph. We also report some findings
on the probabilistic behavior of a randomly selected path in such a graph. We implicitly
assume the independent model whenever the grid graph model is considered.

To recall, we cousider a grid graph of size £ and s (£ > s) as shown in Figure 1. All
of our results, however, will be expressed in terms of n = £ + s and d = £ — s. We assign
to every edge in such a graph a real number representing its weight. (As mentioned in the
Introduction, we ignore for the moment the fact that the weights depend on the string a.) A
family of such directed acyclic weighted graphs will be denoted by G(n, d) or shortly G(n).
We write G(n) € G(n,d) for a member of such a family.

For the independent model we assume that weights are independent from an edge to
an edge. Let Fi(:), Fp(-) and Fg(-) denote distribution functions of W;, Wp and Wy
respectively. We assume that the mean values m;, mp and mq, and the variances s2, s%,
and sZQ, respectively, are finite. The distribution functions are not necessary identical.

The edit distance can be viewed as an optimization problem on the grid graph. Indeed,
let B(n,d) or shortly B(n) be the set of all directed paths from the point O of the grid
graph to the end point E. (It corresponds, as we know, to a script in the original string edit
problem.) The cardinality of B(n), that is, the total number of paths between O and E, is
denoted as L(n,d). A particular path from O to E is denoted as P, i.e., P € B(n,d). Note
that the length |P| of a path P satisfies £ < |P| < I+ = n. Finally, let Ny(P), Np(P) and
Ng(P) denote the number of horizontal edges (say [-steps), vertical edges (say D-steps),



and diagonal edges (say @-steps) in a path P.

With the alove notation in mind, the problem at hand can be posed as follows:

Cmax = Prggé){W7l(P)}’ (1)
Cmin = pren[li?n){W"(P)} (2)

where W,,(P) denotes the total weight of the path P which becomes

Ni(P) Np(P) Ng(P)
Wa(P)= Y Wii)+ >, Wp(i)+ Y. Wo(i). (3)
1=1 1=1 1=1

We write W, to denote the total weight of a randomly selected path. More precisely, we
define

PH{W, < 7} = Ré’—d—)%m{wn(p) <z}, (4)

Our results crucially depend on the order of magnitude of d with respect to n. We

consider separately several cases, as defined below:

CASE (A): d = O(v/n), and let = = d\/v2/n = (d/+/n where ¢ = 21/4,

CASE (B): d=0(n), and let = d/n.

CASE (C): d =n— 0O(n'~), that is, for somne constant = we have d = n(1 — z/n*).
CASE (D): d = 0O(1) (we shall reduce this case to Case (A)).

CASE (E): s = O(1) (we shall reduce this case to case (C)).

Since the last two cases, as will turn out, can be reduced to the previous three ones, we
shall concentrate below on the three top cases.

Now, we are in a position to present our results. To simplify further our presentation,
we concentrate mainly on the longest path Cy.x. We start with a simple general result
concerning the typical behavior of Cp,ax. The more refined results containing a computable
upper bound for FC\ax (in the independent model) is given at the end of this section (cf.
Theorem 2.7).

Theorem 2.1. By the Subadditive Ergodic Theorem the following holds

liln Cmax — um ECII!&X —

TL— 00 n TL— 00 n

(a.s.), (5)

provided £/s has a limit as n — oco. &
The above result is true for both the independent and the string models. However, in

the string model one has to consider the fact that weights depend on the given string a.
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Let P(a) be the probability of a occurrence in our standard Bernoulli model (e.g., for the
binary alphabet £ = {a, #} we have P(a) = pl®l(1 — )/l where p is the probability of «
occurrence, and || (|8]) is the number of @’s (#’s) in the string a). Since now the weights
are functions of P(a), hence the constant « in Theorem 2.1 (cf. (5)) depends on a, too.

Denote it by a,. The following corollary follows directly from Theorem 2.1.

Corollary 2.2. In the string model, the edit distance Cyax satisfies (5) with a as below
o= Z aa P(a) (6)
aeH
where H is the set of all possible strings a of length s over the alphabet . m
Finally, for both probabilistic models we can report the following finding concerning the
concentration of the edit distance. It proves the conjecture of Chang and Lampe [13]. The

proof of this result uses a powerful method of bounded differences (cf. [27}]) (or in other

words: Azuma’s type inequality).

Theorem 2.3. (i) If all weights are bounded random variables, say max{W,;, Wp,Wg} <1,

then for arbitrary € > 0 and large n
Pr{|Cuax — ECinax| > €ECax} < 2exp(—€an) . (7)

(it) If the weights are unbounded but such that for large n, W, = max{W, Wp, Wy}
satisfies the following

nPr{W, .z > nl/z_b} < U(n) (8)

for some § > 0 and a function U(n) — 0 as n — oo, then

Pl'{ (f'max - ECmaxI > 5‘Ec'max} S QCXI)(—ﬂné) + U(n) (9)

for any € > 0 and some § > 0.

Proof: Part (i) is a direct consequence of the following inequality of Azuma’s type (cf.
(27]): Let X; be i.i.d. random variables such that for some function f(-,...,-) the following
18 true

f( X1y Xy oo, X)) = f( X, X X)) < 6 (10)

where ¢; < oo are constants, and X! has the same distribution as X;. Then,

Pr{lf(X1,.. v Xi,.- 1, Xn) = Ef(X1,.., Xy, X)) 2t} < ‘2exp(—212/20,-) (11)
=1



for some t > 0. The above technique is also called the method of bounded differences.

Now, for part (i) it suffices toset X; = b; for 1 <:<{,and X; =qa;for ¢ +1<1i<n,
where a; and b; are the ¢ symbols of the two strings a and b. Under our Bernoulli model,
the X; are i.i.d. and (10) holds, hence we can apply (11). Inequality (7) follows from the
above and t = ¢ EC1ax = O(n).

To prove part (ii), we note that for the string edit problem

|Cmax(X1,'--’Xia--an)—Cmax(Xl,---’X;{,"-7Xn)| S max {Xt} . (12)

1<i<n

Then, for some constant ¢

Pr{lCmax - ECmaxl > t} = P1~{|Cmax - EC,mx| >t, 1T?<)§;{X"} < c}
t Pr{lc""‘x = ECuaxl 2 t, 1121?1<X {X;} > c}

< 2exp(—2t%/ne?) + nPr{X; > ¢} .
Set now t = e ECyuax = O(n) and ¢ = O(n'/27%), then
Pr{lcmax - ECmaxl 2 EEc'max} S 29XI)(—[}7L6) + nPr{X,' > n1/2—6} ’

for some constant 3 > 0, and this implies (9) provided (8) holds. ®

Hereafter, we assume only the independent model for which we have also obtained several
new results regarding the probabilistic behavior of randomly selected path in a weighted
grid graph. These results are of their own interests. For example, the total number of paths
L(n,d) in the grid graph (cf. Theorem 2.5) represents the number of ways the string a can
be transformed into b, and this problem was already tackled by others (cf. [15], [16]) due
to some applications in molecular biology. Furthermore, these results can be used to obtain
refined probabilistic analysis of the string edit problem (cf. Theorem 2.7).

We start with the limiting distribution of the total weight of a randomly selected path.

Theorem 2.4. The Limiting distribution of the total weight is normal. More precisely,

W, — nuw

\/'l_m’w

where N(0,1) is the standard normal distribution, and

— N(0,1) (13)

pw = mpur+mppp + mopug , (14)
oy = pisi+upsp + nosy + 6o(mr+ mp — mg)? (15)



where py = EN[(P), up = ENp(P), po = ENQ(P) and 5?2 = varNg(P). Ezplicit
formulas for these quantities varies, and are given for each casc (A)-(E) separately in the

nezxt section. 1

The formulation of the next result concerning the number of paths in a grid graph G
depends on a parameter u that takes different values for every case (A)-(E). Let us define

u = d/n, and then z for every case (A)-(E) becomes:

CASE (A): Set d = z\/n/V2. Then, u = 2//v3n = 2/(¢y/m).
CASE (B): Set u = =.

CASE (C): Setd =mn(1l —z/n°). Then, u=1-z/n°.

CASE (D): Falls under {A).

CASE (E): Asin case (C) with 2 = 2s and € = 1.

Then, we have the following result.

Theorem 2.5. Let L(uw) = L(n,d) be the number of paths in a grid graph Ge g(n), where

u is defined for each cases (A)-(E) as above. Then,

Ca(Ba(u))?

L) = S s (L O/n) (16)
where
3ul 4+ u ?
Baln) = 1+ 3 -;1—\1{28(1/’ +1), (17)
i) = ) = o 2ufaln) (18)

(u) = 1 —u(l+ By(u)’
and C is a constant that is found in Section 3 (cf. (94)). In the above, V(u) is the variance
obtained from the generating function h(z) defined as h(2) = P2(202(n))/2(B2(u)), that is,
V(u) = h"(1) — 0.25(1 — u?) where h""(z) is the second derivative of h(z). B

For most of our computations, we only need the asymptotics of L(u) in the following

rough form

log L(u) = np(u) — 0.5logn + O(1) , (19)
where p(u) differs for every case (A)-(E). In particular, for cases (A), (B) and (C) we have
respectively

plu) = —log(v2-1), (20)
1+
plu) = logta(f(w) — ——log fa(u) (21)

zlogn z(1 +logd rlogzx 1
o) = Sy TN 06T o). (22)

9




and z is defined alove for the case (C). The details of the above derivations can be found
in Section 3.

Finally, in order to obtain an upper bound for the cost Cyax, we need an estimate on
the tail distribution of the total weight W,, along a random path. Formula (3) suggests to
apply Cramer’s large deviation result (cf. Feller [18]) with some modifications (due to the
fact that the total weight W, as in (3) is a sum of rundom number of weights). To avoid

unnecessary complications, we consider in details only two cases, namely:

(a) all weights are identically distributed with mean m = m; = mp = mg and the

cumultant function ¥(s) = log E¢*W=™) for the common weight W — m;

(b) insertion weight and deletion weight are constant, say all equal to —1 (e.g., W; =
Wp = —1), and the substitution weight Wg —mg has the cumultant function ¥g(s) =
log Ee*(We=™a)_ Such an assignment of weights is often encountered in the string edit

problem.

In passing we note that the approach used in Section 3 to prove the next result, can handle
also nonidentically distributed weights, however, algebra involved is quite tedious.

We prove the following result.

Theorem 2.6. (i) In the case (a) of all identical weights, define s* as the solution of

a=Y(s"), (23)
for a given a > 0, and let
Zo(a) = s*W(s%) - W(s"), (24)
Ey(a) = —(s"m+¥(s%), (25)
Eia) = ?%'nﬂ + 265 ma + 55(‘1"5.:'))"’ + (1 — pg)¥"(s™) ’ (26)
2(1 ~ pQ)agy ¥"(s™)

where p1g = ENg and ﬁé = var Ng. Then,

Pr{W, > (1 - jpg)(a+ m)n}~
1
2s*Ey(a)agy/m(1 — pg)n¥"(s*)

2(q
exp (—n(l - 1g)Zo(a) + n4€31§((a))> (27)

(i) In case (b) of constant I-weights and D-weights, we define s* as a solution of
a=¥5(s"), (28)

10



and let

Zo(a) = s"U(s™)— Vo(s™), (29)
Ei(a) = s*(mg+2)+2s"a” - ¥(s"), (30)
E3(a) 55(mq + 2)(mq + 2+ 2¢” + 45"V (s*)) + Fga*(a™ + 4s* V(™)) + 1 ¥o(s’)
a = ol
? 2uqa3 ¥ (s%) '
Then,

Pr{Wn > ﬂQ(a + ﬂ/ﬂ'Q)n} ~
1

2s* Ey(a)ag \/ﬂ'[l.Q'n‘Ilg

Ef(a)
o) exp (—anZo(a) + n4E22(a)) . (32)

where 8 =2uqg + mug —1.

Having the above estimates on the tail of the total cost of a path in the grid graph
Ge g(n), we can provide a more precise information about the constant « in our Theorem
2.1, that is, we compute an upper bound @ and a lower bound a of « for the independent
model. This bound can be used in Corollary 2.2 to obtain a bound for the constant in the

string model. We prove below the following result, which is one of our main finding.

Theorem 2.7 Assume the independent model.
(i) Consider first the identical weights case (cf. case (a) above). Let a* be u solution of the

following equation

Ef(a”)
4E%(a*) ’
where p is defined in (20)-(22), and Zy, Ey and E} are defined in (24)-(26). Then, the

upper bound @ of o becomes

(1= pq)Zo(a™) =p+ (33)

@=(1-po)e +m)+O(logn/n) . (34)

In the case of constunt I and D weights, let a* be a solution of the equation

E?(a*)
poZo(a®) = p + —2—t =, 35)
Q 4F2(a*) (
where Zy, E1 and E? are as in (29-32). Then,
% = (e + 6/g) + O(log n/n) (36)

where B is defined in Theorem 2.6(i1).

11



(ii) The lower bound « of « can be obtained from a particular solution to our optimization

problem (1). In particular, we have
a = max{pw, fmp + smy, a4} , (37)
where ag, s constructed from a greedy solution of the problem, that is,
nag, = (£ + $p)Muaz (38)

where p = Pr{Wg > W; and Wg > Wp}, and mue, = E max{W, Wp, Wg}.

Proof. We first prove part (i) provided Theorem 2.6 is granted (cf. Section 3 for the proof).

Observe that by Boole’s inequality we have for any real =

Pr{Cupax > 2} < z Pr{W,(P) > z} = L(x)Pr{W,, > z}
Peb

where the last equality follows from (4). Let now a,, be such that
L(uw)Pr{W, >a,}=1. (39)

Then, in view of Theorem 2.6 one immediately proves that for ¢, ~ (1+¢)na for any € > 0,
with @ as in (34) and (36), we have Pr{Ci,ax > an} = 0(1), as needed for (34).

The lower bound can be established either by considering some particular paths P or
applying a simple algorithm like a greedy one. The greedy algorithm selects in every step
the most expensive edge, that is, the average cost per step is m,,o. = E max{Wp, W, Wg}.
Let p = Pr{Wq > W;, Wg > Wp}. Then, assuming we have k D-steps, the number of Q-
steps is binomially distributed with parameters p and s — k. Ignoring boundary conditions,

we conclude that the average total cost for the greedy algorithm is

s s _
Ngr = Mynaz Z((—}- k) <k>ps k(l _ p)k =0+ sp.
k=1

This formula should be modified accordingly if some boundary conditions must be taken

into account. This can be accomplished in the same manner as discussed in Section 3. ®

We compared our bounds for Cy,.x wWith some simulation experiments. In the simulation
we restricted our analysis to uniformly and exponentially distributed weights, and here we
only report the latter results.

From Table 1 one concludes that the upper bound is quite tight. It is plausible that the
normalized limiting distribution for Cy,ay is double exponential (i.e., e "), however, the

normalizing constants are quit hard to find.
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Table 1: Simulation results for exponentially distributed weights with means m; = mp =

mq = 1 for case (B) with d = 0.6n.

14 $ Qsim a
200 | 50 | 1.588 | 1.909 | 2.45
400 |} 100 | 1.588 | 1.808 | 2.45
600 || 150 | 1.5888 | 1.899 | 2.45
800 || 200 | 1.588 | 1.926 | 2.45

1000 || 250 | 1.588 | 1.922 | 2.45

jo]

The edit problem cau be generalized, as it was recently done by Pevzer and Waterman
[30] for the longest common subsequence problem. In terms of the grid graph, their gen-
eralization boils down to adding new edges in the grid graph that connect no-neighboring
vertices. In such a situation our Theorem 2.1 may not hold, as easy to see. In fact, based
on recent results of Newman [29] concerning the longest (unweighted) path in a general
acyclic graph, we predict that a phase transition can occur, and Cihax may switch from
O(n) to O(logn). This was already observed by Arratia and Waterman [7] for another

. string problem, namely, for the score in matching.

3. ANALYSIS THROUGH THE RANDOM WALK APPROACH

In this section, we only analyze the independent model. To recall, we consider a £ x s grid
graph with independent weights W, Wp and Wg. To apply the random walk technique, we
represent a path in the grid graph Gasa spatial random walk. First of all, it is convenient
to append our ¢ x s graph to a full £ x £ grid graph, with all steps possible, as shown in
Figure 2. It should be noted that in our new representation, a §)-step is twice as long as
I-step and D-step.

At first, we analyze a path without weights in the grid graph shown in Figure 2. We
call it an unweighted random walk (in short: R.W.) and denote as Y (-). Note that Y(-) is
a spatial random walk that can move in the I-step direction of unit length, in the D-step
direction of unit length, and in the @Q-step direction of two units length. To model a path P
in our original problem, we must assure that the random walk Y (-) coincides with the script
path P. This is achieved by putting a constraint on the random walk. More precisely, we

require that the random walk Y(-) in Figure 2 ends at the point E of the grid graph after

13



o: accessible points

b rd=¢—5s

v

¢
Figure 2: An extended (¢ + 1) x (£ + 1) grid graph

n steps where n = 2¢ — (¢ — s) = £ + s. In other words, the random walk in the € x ¢ grid

graph coincides with a script path if the following following constraint holds
Y(n)=d (40)

where d = £ — s.

To analyze Y(-), we first consider an unconstraint random walk Y(-) such that the
condition (40) does not hold, and that the probabilities of I-step, D-step and @Q-step T =
V2 — 1, 7 and 72 respectively, as shown in Figure 3. These probabilities are chosen in such
a way that all paths with the same length receive the same probability (e.g., a two-step
path ID has probability 72, the same as one-step path Q of length two).

The plan for this section is to analyze the large deviation behavior of the random walk
Y (n), and its weighted counterpart in order to assess the limiting distribution of the total
weight. It turns out that the probabilistic behavior of Y(n) depends on the relationship
between d and n. We consider separately five cases (A)-(E) as discussed in the previous
section. Fortunately, the last two cases can be reduced to the previous three ones, and they
will not be discussed in details. Our ultimate goal is to show that the total weight of the

weighted version of the random walk Y(-) is normally distributed as n — oo.
3.1 Case (A): d = O(v/n)

We first consider an unconstraint random walk Y'(-), that is, a random walk on the grid

graph in Figure 2 without the constraint (40), and probabilities of move as in Figure 3. We

14
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Figure 3: Probabilities of /-step, D-step and @-step in the unconstraint random walk Y

make the following scale changes t = £, y = j:}; with ¢ = \/v/2 to establish the following

n

theorem, where = represents the weak convergence of random functions in the space of
n=—00

all right continuous functions having left limit and endowed with the Skorohod metric (see
Billingsley [9] Ch.III).

Theorem 3.1. The unconstraint R. W. Y() possesses the following limiting behavior

(Y ([nt))

—== = B(1), n — 00

Vi
where B(-) is a classical Brownian Motion (B.M.), and ( = \/V/2.
Proof. Let p;(j) = Pr{Y (i) = j}. Then, from Figure 3 we infer the following
pitr1(d) = oG~ D+ (G + 1)+ mpina(d), P22 (41)

Let f(t,y) be the probability density in the new coordinate system, that is, we set f(t,y)dy =
p[m]([y\/n/\/:?']), where [¢] is an integer part of x. After subtracting p;(j) from (41), we

obtain

L. ¢, T ¢
Y A e Ry 2
(2 9%f 1, ( 1 )
2n 0y2 n %f+0 n3/2
For n — oo, the above leads to the equation &, f = % g—;é, which is exactly the heat equation

characterizing the B.M. (cf. [18]). m

15



Now, we take into account the constraint (40), that is, Y (n) = d = O(y/n). Let

T = d\/iﬁ (42)

where, to recall, ¢ = 21/4, To handle this constraint, we must recompute the probabilities

of the I, D, and Q steps. We define these new one-step probabilities as follows

pr = Pr{first moveis I| Y(n) = d}

pp = Pr{first moveis D| Y(n) = d}

pg = Pr{first moveis Q| Y(n)=d}.
The new probabilities are computed in the lemma below.

Lemma 3.2a. The new one-step probabilities become
1
T (1 + %r) + O(;) , (43)

pp = T(I_T )+O( ) (44)
o = 7+0(5) (45)

n

PI

e i_

. This, and the above definitions of

Proof. We know from Theorem 3.1 that f(¢,z) =
p1, pp and pg lead to the following

A pi-1(d - 1)
pr = T—Pi(d)
¢

1 2 g2f 1
Frd)(p.»(a)-;a,f S0+ 5 a2+0(n_375>)

But 0. f = —%f, hence py is now readily computed by setting t = 1 in the above. The two

a

other probabilities are similarly derived. o

Remark 1. In fact, using similar arguments to the ones in the proof of Theorem 3.1, we
can prove much stronger result. Namely, the constraint random walk Y (-) characterized by
the probabilities pr, pp, po has the limiting density given by f(y,v) = exp[—iy—;;x)i]/\/Q—r;,
which is exactly the density of a B.M. with drift z. O

To estimate the limiting behavior of the total weight W, as defined in (3), we need
a precise evaluation of the random variables N;, Np and Ng representing the number of

I-steps, D-steps and @Q-steps in a path P. First of all, we compute the limiting distribution

16



of the sum N;+ Np + Ng. Using the renewal theory (cf. Feller [18], p. 321, 341, and
Iglehart [20] Theorem 4.1) we can easily prove that

=2
N1+ND+NQ~N'(%,7L2—3)+O(1), n— 00 (46)

where A(m,0?) is a classical Gaussian variable with mean m and variance (VAR) ¢%. In

the above, d is the average mouve step, that is, fromm Lemima 3.2 we have
d=pr+pp+2pg=1+pq, (47)
so that d = 2(2 — v/2) + O(1/n), and
7% = po(l - pQ) (48)
so that 62 = v/2(10 — 7\/2) + O(1/n). Let

a=io 1 :2+ﬁ+o<l> (49)

and

&2 2 1
K:L=£+O(> (50)
Then, from (46), we obtain
Ni+Np+ IVQ ~ J\/(TLO, ‘ILK) + O(l)

From the expression (3) on the total weight W,,, it should be clear that we need the joint
distribution of Ny, Np and Ng. For this, we must consider two constraints on N.:! one on
the total number of steps, and the other related to Y(n) = d. More precisely, together with

(42) we have the following constraint on the number of steps

N]+ND+2NQ = n . (51)
Ni—Np = d:xﬁ (52)

The above constraints must be taken into account to assess the joint limiting distribution
of the number of steps. To accomplish this, we shall use a technique introduced in Louchard,
Schott and Randrianarimanana [26].

We first consider only the constraint (51). This will allow us to compute the asymptotic

joint distribution of Ny, Np, Ng, as stated in the next theorem.

!To simplify our notation, we often write X. to denote any of X;, Xp or Xq.

17



Theorem 3.3a. The number of I, D and Q) steps, Ny, Np, Ng are asymptotically Gaussian,

with mean nyiy, npp, npg respectively, where

pro= 171(2fx—1)=7'1/(1+1'<2)=?(1+7<—7;$+0(:7)) ; (53)
up = ﬁo(:za—l):m/(um):‘/75(1—%“0(%)) , (54)
pe = (1-a)=po/(1410)= 2¥2 o)) (55)

where p; = p1/(pr+pp), Pp = pp/(pr+pp). Moreover, « is given by (49). The asymptotic

covariance matriz is given by

I of  Cip =2pik
n- D Cip a¥ —-2ppk (56)
Q@ \ Ciqg -2ppk K

with

3v2  23/4 1

of = (2a-1)pi(1 - p1) + 4xpf = % + 57+ 0(7)

3v2 934 1
ah = (2a-1)pp(1 - jip) + 4Kjp = V2 _ —z+ O0(=)

16 8 n

y 2 1
Cip = 26— (2a-1)prpp - QK(ﬁf +[;%) = %‘ﬁ_ + O(;)

where k is given in (50).
Proof. From (46) and (51), and setting N7 = Ny + Np, we see that

n Nr

5 + - =n- Ng ~ N(na,nk) + 0(1) (57)
pur = E(NT)/n=n(a-1)+0(1) (58)
0% = VAR(N7)/n ~ 4k

But given N, the number of I-steps Ny is a binomial random variable with parameter py,

and mean N7 and the variance Nrpjgr (where g = 1 — pr). By (58) we have
E(Np) = nprpr = npr(2a— 1)
We also obtain

E(N}|NT) = Nrp1gr + N3p}
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and
E(N}) = nprprqp + pi(nok + n*u?) .
This finally leads to
ot = n (pririn + Fio}) ~ n((2e = D11 + }4x)

The number of D-steps is analyzed in a similar fashion. To compute the covariance Cyp

between N; and Np, note that
n(r%- = VAR(NT) = VAR(N; + Np) = n(o‘(}" + (72D +2Cip)
or 4k ~ 2(2a — 1)prqr + 4&(p% + p%) + 2Cp. Finally,

COV(NiNp) = E(N;Np)— E(N;)E(Nr)
PrE(N}) — E(N1)E(Nt) = nprog ~ prasn

and with (57), we obtain COV(N|NqQ) = ——%COV(NINT) ~ —pr2kmn.
To complete the proof, it suffices to check the asymptotic Gaussian property of Ny, Np, Ng.
For Ng, this follows from (57). For Ny, which is binomially distributed with parameter py,

we obtain, conditioning on Nt

E[e®™Ni/VE] = E{[peV" + gV}

o o Na
= F [1+P117———1’I—+0 3/2)]

._ 0 6% _ _ 1 .
= Eqexp NT[W’IW ~ 5P + O(m)] (59)

But, by (57),
3/2

E[ei”NT] = T yno2n?+0(p* 2r)

hence by (59) we obtain

02

. 0 1
E ::HN,/\/r_L — y - - 2.-2 0 —_—
G ] = exp m/LT—\/ﬁp] 5 (prarpr + o1p7) + (\/7_1)
which proves the asymptotic Gaussian property of N;. @

To complete our study of the number of steps in the grid graph, we only need to consider
the constraint (52) Set 5. = (N. — np.)//n. Note that by Lemma 3.2a and Theorem 3.3a,
FE(N;- Np) = Ly 4 0(1) as it should be, so (52) implies that

M =17D, (60)
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and , by (51),
n=-nq - (61)
To derive the constrained density of 7, we first write the joint asymptotic density of

(n@, n1), which by Theoremn 3.3a becomes

exp{ W-RY R [—f 21?"—’1‘1-{-—?]}

aroQ

62
2rojog9V1 — R? (62)
with R = £12.
oroQ
Setting 7y = —nq, we finally obtain the asymptotic density of 7g, as stated below.
Lemma 3.4a Under constraint (52), we have
1
-2 Ve
~ —_— 63
g ~ (0, %) + O(72) (63)
with
c 1\~
a3 = (1-32)( +2 ’Qz+—2) (64)

V2/16 + 0(1/n) ,

where all the quantitics in the above were defined before. ®

We are now ready to analyze the total cost along a path P from O to E. For the reader
convenience, we repeat below our formula (3) for the total weight W,

Ni(P) Np(P) Nq(P)

W.(P) = ZW,( +ZWD +EWQ() (65)

The next theorem provides the limiting distribution for the total weight W, and it
proves our presented Theorem 2.4 for the case d = O(y/n). To simplify some of our notation,

we often write )~ , W4 = ¥; + ¥p + ¥ for any random variable W..

Theorem 3.5a The total weight W, is asymptoticully Gaussian, with mean
EW, = npw = an,A/I,A (66)
A

and
VAR(W,,)

2
a =
w n

= Z;LAsi + 65(m1 +mp — mQ)2
A
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Proof. The mean FW, is clearly given by
EW, = anA/LA
A

Now, by (60) and (61) all random variables can be written in term of 7g. We have

VAR(W,)

EW, - (EW,)?

= (Z NAF(WA) + ZNA NA - l)mA + ZZZ NANBmAmB) - (EW")2

A#B
= n {Z/‘AE(W,%) + Z((&% + n/t?'q) —ja)m
A A

2(&5 + nprpp)mymp + 2(——&5 + nppg)mime
+ 2(—5(22 + vz;tD;Lq)rzlprer} - (EW,,)?

After some simplification, we obtain
VAR(W,,) = n (Z/l.,gsi + Fré(mI + mp — mQ)z)
A

For the limiting density, we first observe that N. are all O(n), which allows us to use

the Central Limit Theorem for each component of W,,. This leads to

i " 1 . 02 tm 40 1
E[eawn/\/_] = E{exp [Z (_55’247{-*- \/% +O(n3/2)) NA]}

A

1 ,6° 6 1,6% | 6

= E{exp [(—551— n:/l_ Y(npr — vnng) + — 39 s2 ;-{-1%)@#0—\/5'%)
1,62 mqﬁ
+ (=589 +i \/— )(npq + vnmg) + O( 7)]}
1 . .

= exp[—§02(2;msfq) + u/ﬁ()(Z mapa)l-

A A

1
-E {exp [nqif)(—m; —mp+ mg) + O(—ﬁ)l}

1
= exp [—502(2/@4% + v f( ZmA/zA)——aQ()z(ml-kmD—mQ) + O(
A

=)

Sl

which completes the proof. m

We delay the discussion of the number of paths L(n, d) (cf. Theorem 2.5) till the analysis
of the case (B). It will turn out that the asymptotics of L(n,d) for (A) can be deduced from
the asymptotics of L(n,d) obtained in case (B).
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Finally, we prove our last result concerning the tail of the total weight distribution
(cf. Theoremn 2.6). As discussed in Section 2, we only consider two cases, namely: (a)

4 means equal in

identically distributed weights, that is, W; =¢ Wp =¢ Wq = W where =
distribution; and (b) constant D-weight and I-weight, i.e., Wp = W; = —1. The proof of
Theorem 2.6 relies heavily on applying the large deviation results (cf. Bucklew [10] and
Feller [18]), and we concentrate on proving the identical distribution case providing only
sketchy explanations for the other case.
Let us first establish notation needed to express a large deviation result. Define S, =
%, W(i) where W(i) is an independent copy of W. Let ¥(z) = log Ee*("W~™) be the
cumulant function of W — m where m = EW, and let s be the unique solution, if exists, of

the following equnation
a=¥(s)

for any ¢ > 0. Finally, let Z(a) = —(¥(s) — s¥'(s)). Then (cf. Feller [18})

Pr{S, > n(a + m)} ~ exp(—nZ(a)) . (67)

1

s1/270¥"(s)

In our case, the total weight W, (Ng) of a random path in a grid graph with exactly Ng
diagonal edges becomes W, (Ng) = SN Wi(i)+ SN2 Wp(i)+ N2 Wo(i) = S0V (i)
(cf. (51)). Note that Ng is a random variable, hence the unconditional total weight W,
can be computed from an estimate of the conditional total weight W, (Ng) and the limiting
distribution of Ng (cf. Lemma 3.4a). But, Ng = npg + 1g/n and by Lemma 3.4a 5g is
asymptotically normal with mean 0 and variance 53. We must now translate (67) into our

new situation. Let # = yn where ¥ = 1 — pg. Define a such that

na+myung = (= vung)a, ie.

. (m+a) ng m+a775 7)8
a = a+ \/ﬁ+ -2 n+0 mTE

Let also s* and s be solutions of the following equations ¢ = ¥'(s*) and @ = ¥'(s). Using

Taylor’s expansion of ¥(s) and ¥’(s) around s*, we obtain

Loatdmog (et +m)[=24"(s%))% + (a + m)Y"(s*)] 15

T Va2 ()3 n

With the notation as above, we reduce the problem to the following one

s = +0(n—;/—2). (68)

o n—\/nn

Pr{W, > y(a+m)n} = /m_ Pr{ 3 (W(i) = m) > (7 - Van)ilng = n}dFyq(n)
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where F, (1) = ®(n)(1 + O(1//n)) (cf. Lemma 3.4a) with &(-) denoting the distribution
function of the normal distribution with mean zero and variance 5(22. The probability under

the above integral can be estimated as in (67). Using, in addition, the well known formula

2

o0
/ exp(—p*z? + qz)dz = ﬁexp ( l ) ,
p

o0 4p?

after tedious algebra, we obtain our result (27) from Theorem 2.6.

In a similar manner we deal with the second case (b). However, this time the starting
equation is W,(Ng) = Eﬁql Wq(i) — (n — 2N@). The details are left to the reader.

The above proof works line by line for all other cases (B)-(E), however, one must use
appropriate value for &é (cf. (64) in Lemma 3.4a with new probabilities p;, pp and pg for
other cases (B)-(E) ).

3.2 Case (B): d = O(n)

The main purpose of this section is to derive the limiting distribution of the total weight
for a given path P in a grid graph G € G. Asin the previous subsection, we proceed in
three steps: at first, we consider an unweighted unconstraint random walk, then we derive
probabilities p;, pp and pg for the constraint unweighted random walk Y'(-), and finally we
deal with the total weight W,,.

Consider the unweighted random walk Y (-) in the grid graph as in Figure 2 such that
Y(n) = d = nx for some z < 1. Naturally, in this domain of d and n we cannot use the
normal approximation, which works only up to O(y/n). We have to appeal to the large
deviation arguments to obtain the probability distribution of the random walk Y (). We
proceed along the lines of arguments suggested by Louchard [25].

We consider the constraint random walk Y (n) = nz, however, for further analysis we

must generalize our constraint to the following one
Y(m)=mu . (69)

One can imagine that the random walk Y (-) at step m has to be at position mu, where m
and u are functions of n and r (e.g., we shall assume that mu = nz).
As in the case (A), the analysis of the number of steps Ny, Np and Ng is crucial for

the total weight. Note that, under our constraint (69), we have

N1+ND+2NQ

m

Ni—Np = mu
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The above can be translated to the following constraint: Ny + Ng = (1 + u). Bearing
this in mind, we transformed the random walk Y (-) into another random walk Y (-) that is

defined in Figure 4 below (i.e., its one-step moves are shown in Fig. 4). Our interest lies

Figure 4: Definition of the new random walk 17()

in estimating Pr{Y(m) € mdu} or in terms of the new random walk )7() we evaluate the

following

Pr{Y(m) € mdu} = Pr {?(Ln:m/—% € %f} (70)

To analyze Y(-), we compute the probability p;(j) = Pr{Y (i) = j}. It is easy to see

that this probability satisfies the following recurrence

pin() =)+ e - )+ (G- 1), t>1. (71)

We solve this recurrence by the mean of generating function approach. Let the generating

function (G.F.) of p;(7) with respect to j be defined as below
s .
9i(z) = > 2pi(j) -
1=0

After multiplying recurrence (71) by 2/ and summing up, we immediately arrive at

L gi(z) = r(1+2) (72)

Tyi(z) + 729{(z) + T2zg,'_1(z), 1> 1

go(z)

gi+1(2)

Let now the bivariate generating function ¢(#, z) of g;(z) be defined as
A .
w(8,2) = Zf)‘g;(z) .
=0
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Our previous estimate (72) for ¢;(z) leads to
@0(0,2) — 1 — bg1(2) = 70(p(8,2) — 1)+ 782(2(#, 2) — 1) + T20%20(0, 2) ,

which can be solved to obtain

1
0,2) = 73
w(0, 2) 1— (14 2)0r — 20272 (73)

The roots of the denominator of the above become

(14 2)7 £ 7wy (2)

2z712

b12(z) = —

where wy(z) = 1 4 6z + z2.
To simplify further our presentation, we will denote by f* the value of any function f(z)

at z = 1. In particular, we have
9; = —(3+2v2), 63=1 (74)

Furthermore, our basic equation (73) can he transformed to

N aq(2) az(z)
w(6.2) = (9—91(2) +e-og(z)) ' (75)

where
1

ay(z) = —W, a)(z) = —ag(2) .

To extract the generating function g;(z) from (75), we expand (0, z) in the powers of

0= -5 (7)o (o) )

Since we are interested in large values of m, we deduce from (76)

6 to obtain

gon(2) ~ 0—%—)) —YP(z),  me— oo (77)

with ¥1(2) = 1/62(2).

Our aim now is to assess asymptotically the probability p,,(k) = Pr{?(m) = k}.
Clearly, it can be estimated as py,, (k) ~ [¥]*(2)]x where [f(2)]k is the coefficient of z*
in the power expansion of f(z). Hence, we have to deal with evaluating the kth coefficient
of of ¥*(z), where k = m(1 + u)/2. To obtain such asymptotics we shall use the classical
“shift of the mean” technique (cf. Feller [18] p.548 and Greene and Knuth [19] p.79). For
the reader convenience, we discuss briefly this technique below. We follow the approach of
Greene and Knuth [19)].



Let g(z) be the generating function of a randoin variable with mean equal to g and the
variance equal to 0. Then, ¢™(z) represents the generating function of the sum of n such
random variables. We estimate the coefficient of z#**" in ¢™(z) for such r that un + r is an
integer. Call such a coefficient A, .. By the Cauchy formula we have

1 g (2)dz
An,'r = % 7

27”' Z“"T+1

where the integral is taken over a circle that encloses the origin. Applying the saddle point

method Greene and Knuth derive the following formula

1 —r?
Any = —F= = | + O(n>"! 78
Iy el (202n> +O0(n>77) (78)

where ¢ is arbitrary small positive number. The reader should notice that this asymptotics
is valid only for r = O(y/n).

In our case, we need the kth coefficient of ¢7*(z), where k = m(1 + u)/2. Therefore, we
cannot directly apply (78) since we are not in the range O(y/m). A solution to this dilema
is proposed in [19] by a simple and elegant application of the ”shift of the mean” technique,
which we discuss below.

Let us return to the notation of Greene and Knuth [19], and assume one needs the k

coefficient of ¢™(z). The shift of the mean technique computes the k coefficient as follows

o= 2 [(282)]

where the parameter 8 allows to shift the mean of the distribution to a value close to k/n.

and hence allows to apply the asymptotics (78). The choice of 3 is specified by the following

equation

q'(3 k
ﬂyj(g)) =a (80)

Now, we are ready to derive our asymptotics. Since we seek the &k = m(1l + u)/2

coefficient of ¥}*(z), we first apply (80) to shift the mean. Define §y(u) as

Y1 (61) 2

The probability given by (70) is now related to the new generating function ¥y (312)/¥1(61).

Br1(B1) _ 14w (81)

Its mean is given by (81) and its variance (the exact value of which is of no interest for us)

will be denoted by V(). Finally, applying (78), we obtain our main result.
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Theorem 3.1b We have proved

m  mdu

Uy(m,u) = Pr{Y(m)e mdu} =Pr{¥(m) - - € >
(1(Br))™ mdu

14+ 0(1/:
ﬂ;”(H“)/z 2rmV (u) 2 ( (1/n)

}

foralmandu< 1. 8

Let us now compute Fy(u) and ¥,(5(u)). After some algebra, using (80) and (81) we

have
(Ba(u) = Dha(x) .
2rB(u) + (L + Bi(u))vr(u) (82)
hy - LEO /D -
2urfi(u)

Yi(u) = 1/)1[[31(11)]:,31 (84)

(v) =1 = u(1 + Fi(u))
Theorem 3.1b allows to analyze the constraint random walk Y (n) = d. In particular, as

for case (A), we can compute the probabilities pr, pp, and pg of one-step moves. Setting

z

7 so that mu = nx, we obtain

in Theorem 3.1b, m = nt,u =

Yo(z,t)der = Pr{Y(nt) € ndr}
z 1 T nr z.) Vo MPi(E)]
~  exp {"t[logil)l(;) — 5log/(5)] - 710gﬂ1(7)} =t L dz
2\/2mtV (%)

This implies, for example, that

1 ‘I’g(iﬁ—%,t—%
Pr~z
t

3
and in a similar fashion for D and Q. After some algebra, we finally derived the following

lemma.

Lemma 3.2b. The probabilities p;, pp and pg become

_ 1hi(x) 1

T 1

D = WJrO(;)
) _ Tzﬂl(ilf) l
e = Ty TG

forallz < 1. n
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Finally, we can derive the limiting distribution for the total path. As in the case (A),
we start with the limiting joint distribution of the number of I-steps, D-steps and Q-steps.

We use the same notation as in Theorem 3.3. For example, we have

d = 1+pg , o= ll_ (85)
¢
2 a’
& = po(l-pq) , K==, (86)

but in the above new values on py, pp and pq, as estimated in Lemma 3.2b, must be used.

This leads to the following results.

Theorem 3.3b. The numnber of I, D and Q steps, N1, Np, Ng respectively, are asymptoti-
cally Gaussian, with mean nyy, npip, nug respectively, where these quantities are computed

according to (53)-(55), (56) with new probabilities pr, pp and pg, as in Lemma 3.2b. w

Lemma 3.4b We have ng = N(O,Fré) with 772, gwen by (64) with probabilities p;, pp and
pQ as in Lemma 3.20. 0

Now, we are in position to establish our main result of this subsection, namely the
limiting distribution of the total weight W,. The next theorem proves our main finding

Theorem 2.4 for case (B).

Theorem 3.5b. The total weight W,, is asymptotically Gaussian, with mean

EW, = nuw = "ZmA/lA (87)
A

and

VAR(W,, N

—()- = }:;LAs:ﬁ + aé(ml + mp — mQ)2 ,
A

0% =

where the appropriate quantities must be evaluated as in Lemma 3.2b, and 6?2 is computed
from (64). m

We concentrate now on proving Theorem 2.5, that is, estimating the total number of
path L(w). As discussed in Section 2, this estimate is necessary to evaluate our upper bound
@ in Theorem 2.7.

We start the analysis with setting up a recurrence for L(u). Let f;(j) be the total
number of paths from O to j in i steps of the associated random walk in our grid graph
G. Then, L(u) = f.(d). Note that by appropriate choice of d we can analyze the number
of paths for all cases (A)-(E). Hereafter, we concentrate on d = un. From Figure 4, we

conclude that f;(j) satisfies the following recurrence
fin1(7) = i)+ (G- 1)+ fiaaG = 1) (88)
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with fi(1) = 1.

This recurrence is, in fact, similar to (41), and we can use the same technique to solve it.
Set gi(2) = 3720 2 fi() and let o(#,2) = 22, 0'gi(2). After the same algebra as before,
we obtain

¢(6,2) = (_Yl(glz()z) i f265:()5) "

with

1+ 2+ Vwq(2)

b12(2) = s
0; = —(V2+1),
0 = V2-1,

(90)

we(z) = 142246z
1
ay(z) = __?(z)’ a1(z) = —ay(z)

As n becomes larger, the dominant contribution comes from (89), and asymptotically we

have
1

62(2)

()~ 2 [ ] = M)

with A(z) = —ay(2)/02(2).

To extract the coefficient of ¢,(z) we shall apply the "shift of the mean” method, as
described before. We first consider only the coefficient at g,(2)/A(2) = 6;"(2). Call it ().
Applying equation (79), as in (81), we estimate the new mean value with 9,(z) replaced by
¥2(2)-and the new f;(u) becomes

14+ 3u? 4w /B(u? + 1) (91)

1—u?

Ba(u)

and then

2ufa(u
o) = Ya[fa(u)] = Ba(u) — 1 —ﬂft((l)-i- Ba(u))

The guantity V(u) is the variance related to the generating function ‘f[i %: . With this in

mind, it is easy to see that

i(u) = P2(fa(u))"
Bo(u)(14+9)/2, f2mnV (u)

where p(u) is a function of u and it is given by (21).

(1+00/m) = FEE 0 +00/)  (92)

Now, we compute the coefficient at g, (2) = A(2)#;"(2), that is, we include the correction
coming from A(z). Note that A;(z) = A(z)/A(1) can be viewed as the generating function of

a random variable. Let its probability distribution be denoted by py(Z). Since the product
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of two generating functions translates into the convolution of the appropriate coefficients,
we have L(u) = Y 72, pa(9)l(nw — i/n). By (92) we finally obtain
L(u)\/27nV(u) A1) Zp,\(i) exp ('n,(p(u) p'(w)i/n + O(n 2))) (14 0(n™ 1))
=0
=A™ ™) exp(np(u))(1+0(n71), (93)

where p(u) is the derivative of p(u). From the above, we conclude that the constant C in
Theorem 2.5 becomes

C = Me'M) (94)
where A(z) is given above. This completes the proof of Theorem 2.5 for case (A) and (B)
(in case (A) p(u) is given by (20)).
Remark 2. We can check Theorem 2.5 and 3.4 using the following combinatorial argument:

The total number of paths T with Ng Qsteps fixed becomes

T, = (n— No)! ‘
No! Ny Np!
By Stirling’s formula and tedious analysis, we can check that (64) and Theorem 2.5 lead to
N(x)e_%"é?/‘%
V27aq ’

T ~

as desired. O

3.3 Case (C): d = n - 0O(n'™9)

Let us first analyze a particular case, namely: € = 1, so that d = n(1 - 7—) We now

set u=1- —\/—; in all formulas for probabilities and/or number of paths. For probabilities,

(83) leads to
4\/_

ﬂﬁ(:r) = 1 - \/_—) + (\/—
N 27'\/_ oz 1
d}s(f) - (2 \/ﬁ)+0(\/:’7)

The below lemma is a direct consequence of the above, and the arguments used in the

previous subsections.

Lemma 3.2c. The onc-step probabilities become

P = \/—
PD 4\/—
PQ = 4\/— O( )
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with ¢ being a gioen constant. A

To prove Theorem 2.5, we proceed exactly as in section 3.2. Formula (93) holds with

(o) = Wl 1
fula) = 22(1 \/—)+0<f

_ 2\/_ _
ve(z) = ——(2 \/—)+0(\/—)

by the virtue of (91) and (84). Easy calculations also reveal that
log L(z) = p(z)n - %log n+0(1)
with
ple) = SR 4 50+ log(4) T - S 1 0()

which establishes Theorem 2.5 in this case.

Theorems 3.4 and 3.5 are still valid. In particular, we now have Ng =

This implies the next two results.

Lemma 3.4c. The following holds

with 63 = § + 0(71;;). ]

(95)

Theorem 3.5¢. The total weight is normally distributed as stated in Theorem 2.3 with

and pp computed from Lemma 3.2q, and

. = 1
7 8\/ﬁ+o(n)’

1
rQ = +0( )

where = 1s ¢ constant. A

We now turn to the case d = n(l — =),0 < € < 1, s0 we set u = 1 — . This gives

ﬂs,(]f) = A’ (1 - _) + ( 12()
.‘Zrn x
¥s() = (2- ;)

T 1
plz) = 1= 2n¢ O(7L2‘)
HD,a) = 7 +0(=)

HQw) = =+ 0()
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3 1

pro= 1=t 0(,,727)
1= 1
pp = 7=+ 0(=)
I z 1
o = Z ;'" 0(—27)
~2 _
@ = 8 L€ (n""‘
Ng - nl_‘% = 20-9Y%5, 4 0(1) (97)

with g ~ N(O,[ré) and &é = £. Theorems 3.4c and 3.5¢ hold with appropriate quantities
computed as above.

Finally, for the number of paths we have
1
log L(x) = p(z)n — §logn+0(1) (98)

with p(z) = 3% (= log« + elogn) + 3%(1 + log(4)) + O(:x).
3.4 Case (E): s = O(1)

Let now r = O(1). Clearly, this amounts to setting u = 1 — = 2r,e = 1l in
all previous expansions. Furthermore, (97) becomes Ng = O(1). Also Np = O(1) and

N;p=n+ 0(1). We also have

1+ )
2

log Pr{Y(n) € dé} ~ n <log ws(u) — log ﬂs(u)) ~ —nlogT

as it should. Theorem 3.3-3.5 hold with appropriate changes.
Finally, to compute the number of paths L(u) we note that (98) leads to log L(z) ~
Z=1logn + O(1). This completes the proof of Theorem 2.5.
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