N
N

N

HAL

open science

Stability conditions for some distributed systems:
buffered random access systems

Wojciec Szpankowski

» To cite this version:

Wojciec Szpankowski. Stability conditions for some distributed systems: buffered random access
systems. [Research Report] RR-1815, INRIA. 1992. inria-00074857

HAL Id: inria-00074857
https://inria.hal.science/inria-00074857
Submitted on 24 May 2006

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/inria-00074857
https://hal.archives-ouvertes.fr

N _

" UNITE DE RECHERCHE
INRIA-ROCOUENCOURT

Institut National

de Recherche
en Informatique
et en Automatique

Domaine de Voluceau
Rocquencourt
~ BP105
.. /8193 Le Chesnay Cedex
o France
Tel:(1) 396356511

Rapports de Recherche

N iversaire

N° 1815

Programme 2
Calcul Symbolique, Programmation
et Génie logiciel

STABILITY CONDITIONS FOR

SOME DISTRIBUTED SYSTEMS :

BUFFERED RANDOM ACCESS
SYSTEMS

Wojciech SZPANKOWSKI

Décembre 1992




STABILITY CONDITIONS FOR SOME DISTRIBUTED SYSTEMS:
BUFFERED RANDOM ACCESS SYSTEMS
November 16, 1992

Wojciech Szpankowski®
Department of Computer Science
Purdue University
W. Lafayette, IN 47907
U.S.A.

Abstract

We first consider the standard slotted ALOHA system with a finite number of buffered users. Sta-
bility analysis of such a system was initiated in 1979 by Tsybakov and Mikhailov. Since then several
bounds on the stability region have been established, however, the exact stability region is known only
for the symmetric system and two users ALOHA. This paper proves necessary and sufficient conditions
for stability of the ALOHA system, hence solves the problem posed by Tsybakov and Mikhailov. We ac-
complish this by means of a novel technique based on three simple observations: isolating single queue
from the system, applying Loynes’ stability criteria for such an isolated queue, and using stochastic
dominance and mathematical induction to verify the required stationarity assumptions in the Loynes’
criterion. We also point out that our technique can be used to assess stability regions for other multidi-
mensional systems. We illustrate it by deriving the stability region for a buffered system with conflict
resolution algorithms. In another paper, Georgiadis and Szpankowski (1992) used this technique to
establish stability criteria for the token passing ring system.

CONDITIONS DE STABILITE POUR SYSTEMES DISTRIBUES:
SYSTEMES A ACCES ALEATOIRE AVEC BUFFERS

Résumé

Nous considerons en premier lieu le systeme ALOHA slotté avec un nombre fini d’utilisateurs munis
de buffers. Tsybakov et Mikhatlov ont commencé la premiére analyse de la stabilité d’un tel systeme en
1979. Depuis de nombreuses bornes de la zone de stabilité ont été mises en évidence, alors que la zone
de stabilité a été exactement établies pour seulement deux utilisateurs. Ce papier prouve des conditions
nécessaires et suffisantes pour la stabilité du systeme ALOHA, refermant par la le probléeme ouvert
par Tsybakov et Mikhailov. Nous utilisons une technique nouvelle basée sur les trois considérations
suivantes : isoler un utilisateur unique dans le systéme, appliquer le critéere de Loynes sur cette file
d’attente isolée, et utiliser le principe de la récurrence pour e’tendre la condition de stabilite au systeme
complet. Nous mettons en évidence le fait que notre technique peut étre utiliser pour de’finir les zones
de stabilité pour d’autres probléemes multidimensionnels. Nous illustrons ce propos par 1’établisement
de la zone de stabilité d’un algorithme de résolution de collision dans un systeme avec buffers. Dans
un autre papier Georgiadis et Szpankowski (1992) ont utilisé cette pour établir des critéres de stabilité
pour le systeme de l'anneau a‘ jeton.

*This research was supported in part by the NSF grants NCR-9206315, CCR-9201078, and INT-8912631, by
AFOSR grant 90-0107, and in part by NATO Collaborative Grant 0057/89. This paper was completed while
the author was visiting INRIA, Rocquencourt, France, and he wishes to thank INRIA (projects ALGO, MEVAL
and REFLECS) for a generous support.



1. INTRODUCTION

A fundamental issue in the design of any distributed system is its stability, loosely defined
as its ability to possess required properties in the presence of some disturbances. Hereafter,
by stability we understand an ability of a system to keep a quantity of interest (e.g., queue
length, waiting time, etc.) in a bounded region, or more precisely the existence of the limiting
distribution for a quantity of interest.

In this paper, we investigate the buffered ALOHA system, propose a method of evaluating
its stability, and show that this new approach can be extended to a larger class of distributed
systems. Stability analysis of the buffered ALOHA system was initiated by Tsybakov and
Mikhailov (1979) who obtained a simple bound for the stability region, and exact sufficient
and necessary conditions for the ergodicity of the symmetric system (e.g., all input rates
and probability of transmissions are the same). It was generalized in Szpankowski (1988)
who derived some improved bounds for the stability region, and some new bounds for the
instability region. Fallin (1981) used the Lyapunov test function approach (cf. Tweedie (1976))
to obtain another bound for the stability region (cf. also Szpankowski (1988)). Recently, Rao
and Ephremides (1989), using the stochastic dominance method constructed the best up-to-
date bound for the stability region for not-too-asymmetric buffered ALOHA system. Finally,
Anantharam (1991) - for a simple model of the arrival process — obtained the envelope of
the ergodicity region (i.e., a stability region for which there ezists a vector of transmission
probabilities that assures the system stability).

The exact stability region for the ALOHA model is known only for M = 2 users system,
and the symmetric model. The case M = 2 was solved by Tsybakov and Mikhailov (1979)
who applied general stability criteria for two-dimensional homogeneous Markov chains derived
by Malyshev in his seminal paper Malyshev (1972). These general stability criteria have been
extended to higher dimensions by Mensikov (1974), and Malyshev and Mensikov (1981). For
two-dimensional homogeneous Markov chains Vaninskii and Lazareva (1988), Fayolle (1989)
and Rosenkrantz (1989) relaxed some of Malyshev’s restrictions (e.g., boundness of the arrival
process). It should be said, however, that the above criteria for higher than two-dimensional
Markov chains are rather difficult to apply in practice. Despite the fact that these criteria
are known for almost twenty years, very few real systems have been analyzed through this
approach (see Karatzoglu and Ephremides (1989) for an application).

In this paper, we solve the stability problem of the ALOHA system originally posed by
Tsybakov and Mikhailov (1979), that is, we provide exact stability region by establishing
necessary and sufficient condition for stability of the ALOHA system. Our approach is novel,
and it was already outlined in Szpankowski (1990). This technique was recently rigorized

in Georgiadis and Szpankowski (1992) where sufficient and necessary stability condition was



established for the token passing ring.

Our technique is based on three simple observations. Informally speaking: (i) we show that
stability of an M-dimensional multiqueue system can be reduced to stability of an isolated
single queue; (ii) we apply an old result of Loynes (1962) that allows to assess stability of
a general G|G|1 queue with stationary arrival and service processes; (iii) finally, to verify
a technical stationarity requirement in Loynes’ criteria we apply the stochastic dominance
technique and mathematical induction. It should be stressed, however, that within this general
framework every multidimensional model requires subtle but significant modifications that are
often far from obvious.

This paper is organized as follows. In the next section we present sufficient and necessary
conditions for stability of the buffered ALOHA system. Using them, we derived explicit for-
mulas for the stability regions in the case of M = 2 and M = 3. The proof of our main result
is delayed till Section 3 that also presents a detailed description of our approach. The last
section shows how the proposed technique can be extended to other multiqueue systems such
as buffered systems with conflict resolution algorithms (cf. Capetanakis (1979), Szpankowski
(1987), Paterakis et al. (1987)).

2. MAIN RESULTS

This section provides sufficient and necessary stability conditions for the buffered ALOHA

system. The proof of our main Theorem 1 is presented in the next section.
2.1 Model Formulation

We start with a short description of the buffered ALOHA system (cf. Tsybakov and
Mikhailov (1979), Szpankowski (1986)). The system consists of M distributed users, each
having an infinite buffer for storing fixed-length packets. The channel is slotted, and a slot
duration is equal to a packet transmission time. The arrival process is i.i.d. with respect
to slots, and arrival processes are independent from a user to a user. Each nonempty user
transmits a packet with probability r; in a slot, where i € M and M = {1,2,..., M} is the set
of users. If two or more users transmit simultaneously, then a collision occurs and the packets
must be retransimitted in future. When exactly one packet is transmitted in a slot, then a
successful transmission takes place, the packet is removed from its queue, and another packet,
if the queue is nonempty, gets its chance to be served. For technical reasons — and to make
our presentation uniform — we additionally introduce the availability of a slot. We assume that
a slot is available to all users with probability 1 — b, and blocked with probability b. In the
standard ALOHA we have b = 0.

Let N; represent the queue length in the jth user at the beginning of the tth slot, where

t=0,1,.... Under the above assumptions, the M-dimensional process N* = (N{,Ni ..., N},)



is a Markov chain (cf. Tsybakov and Mikhailov (1979), Szpankowski (1986)) since
t+1 _ t t\+ t
N = (N, -Y))" + X (2.1)

where XJ‘ represents the number of customers arriving during the tth slot to the jth user with
EX; = Aj < oo, and

+
)’j‘z(l—B')R;(l— > RLX(N,Z)) . (2.2)

keM-{j}

In the above: 1 — Pr{R! =0} = Pr{R! =1} = rj,and Pr{B' =0} =1 -Pr{B' =1} = 1 -},

and for all £k € INg
0 ifk=0
k) =
x(k) {1 ifk>1

where Vg is a set of nonnegative integers.
2.2 Stability Criteria

A multidimensional processes N* = (N{,..., N},;) (not necessarily Markovian process) is

stable if for x € INY the following holds
tljm Pr{N‘< x} = F(x) and Jim F(x)=1 (2.3)

where F(x) is the limiting distribution function, and by x — oo we understand that z; — oo
forall j € M = {1,...,M}. If a weaker condition holds, namely,

lim lim inf Pr{N'<x}=1, (2.4)

X—0 t—o0

then the process is called substable by Loynes (1962), tight by Breiman (1968), and bounded in
probability by Meyn and Tweedie (1992). Otherwise, the system is unstable (for more details
see Loynes (1962), Borovkov (1976), Walrand (1988)).

We start with an informal overview of our approach. First of all, we construct a modified
ALOHA system as follows. Let P = (S,U) be a partition of M such that usersin § # M work
exactly in the same manner as in the original ALOHA model, while users in U persistently
attempt to send packets even if their buffers are empty (e.g., dummy packets). We call users
in U persistent (or jamming), and users in S nonpersistent. Note that the system consisting of
users restricted to S form a smaller copy of the original ALOHA system with a new probability
of slot availability.

For a given partition P = (S,U) of M such that § # M, let Nt'p = (ﬁfs,l_\l_tu) denote the

queue lengths in the modified system where -Nfg (resp. ﬁtu) represents the queue lengths in



S (resp. in U). Clearly, N;, dominates the original queueing process Nt (cf. Tsybakov and
Mikhailov (1979) and Szpankowski (1986)), that is,

Nt <, N (2.5)

provided N? = N(;,.

Note that by our construction, the process Ni— is an |S|-dimensional Markov chain that
mimics the behavior of the ALOHA system. Since |S| < M, we can apply mathematical
induction to establish its stability. We further assume that the Markov chain ﬁf; is stationary
and ergodic (this will be verified later in Section 3). We denote this stationary version as Nf’;
to indicate that the process starts from the stationary distribution.

Let Yj‘(S) be the output process from the jth queue in the dominant system. We write
P (S) = EY;(S) to denote the probability of a successful transmission from the jth user
in the dominant system provided Yj'(S) is a stationary sequence. This is assumed to hold
as a simple consequence of our assumption regarding stationarity of 1—\1—; Weset 1 —b =
Mkew-(j3(1 = i) for j € M, and then (cf. Tsybakov and Mikhailov (1979), Szpankowski
(1986))

Pl.S)=r, I -m) Y (Pr{x(ﬁg)=25} II (1—Tk)z")’ (2.6)

ket-{j} Zs€Os kes—{j}

where the summation is over the set
Os = {25 125 = (21,. . .,z|5|), z; € {0,1}, JE€ S} . (2.7)

In the above, X(Ng) = (X(W?l),...,x(ﬁils')) where i; € S for all j = 1,...,|S|, and by
k € A - {7} we mean that k belongs to A and it is not equal to j (even if j ¢ A).

The next theorem is our main finding, and it provides sufficient and necessary condition
for stability of the buffered ALOHA system. It is proved in Section 3. In the below theorem,
we write iff” to mean: if and only if with possible exception of boundary points of a stability
region. (In fact, our technique usually does not establish stability of boundary points, however,
mostly only minor modifications are necessary to prove instability of boundary points; e.g.,
Georgiadis and Szpankowski (1992)).

Theorem 1. The buffered ALOHA system is stable iff* A € R with

M
R=J{O=00 s AM): Aj< Pl (My), forall je M}, (2.8)
k=1

where My = M — {k} and P, .(My) is defined in (2.6) with S = Mj. B



Remarks. (i) Note that according to Theorem 1 only partitions P, = (Mg, {k}) contribute
to the stability region R. In fact, in Section 3 we prove that Ufil Rm, = Uscm Rs where

Rs is the stability region for the partition (S,U).

(ii) The proof presented in Section 3 allows to establish local stability conditions, that is,
stability of a subset S of all queues M (in this case, we assuine that the remaining queues
M -8 are unstable). The local stability region Rs is given by formula (2.8) with M replaced
by Sk = & — {k}.

(iii) Our proof of Theorem 1 can be used to give a detailed characterization of the instability
region. More precisely, we can partition the instability region R into subregions R(kj,. .., kq)
(k; € Mfori=1,...,d)such that for A € ﬁ(kl, ..., kq) only queues N,tc1 . N,ﬁd are unstable
while the remaining are stable. For example, in Theorem 7 of Section 3 we show that in the

region
ﬁ(k) = {/\ = ()\1, . .,/\M) DA D> Ps“;tcc(Mk) and /\J' < stucc(Mk) for all jE€ M- {k}}
only the kth queue is unstable while the others are stable.

(iv) The stability region for the ALOHA system (and several others) can be simplified if
one considers the so called envelope of the stability regions which is defined as the set of all
A = (M1,...,Ap) such that there exists a vector of transmission probabilities (ry,...,7ar) for
which the ALOHA system is stable. Tsybakov and Mikhailov (1979) conjectured that the
envelope & of the stability region for the ALOHA can be characterized as follows
E={A=(n.., ) A< [J(Q=r), 0<r; < 1forall j € M},
k#j
This result was proved for a simple input process by Anantharam (1991). However, for general
ALOHA it is still an open problem. We believe that our Theorem 1 can be used to settle this

conjecture, but we do not tackled this in the current paper.
2.3 Special Cases and Bounds

Provided Theorem 1 is proved, we can apply it to establish stability regions for M = 2 and
M = 3, and the symmetric ALOHA system. We also discuss some bounds on R. Stability
characterization for M = 3 is new.

We start with M = 2, and let P; = (M;,{1}) and P, = (M2, {2}) where M; = {2} and
Mgs = {1}. We write R, to denote the stability region for the partition P; for ¢ = 1,2. Below,

only the construction of R, is discussed in details. By (2.6) we have

PLe(My) = ni(Pr{N3 =0} + (1 - r2)Pr{N; > 1})

Pszucc(Ml) = T2(1_T1)'
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Figure 1: Stability region R for M = 2 as a union of stability regions Ry and R;.

M) the probability Pr o > 1} = A2/(r2(1 —r1)), and hence one obtains
I 2

the stability region R,. In a similar manner, considering M, we obtain the stability region

But, for A, < P2

succ

R2. The whole stability region R is the sum of R; and R; and it is illustrated in Figure 1.
Putting everything together, we summarize the stability result for M = 2 in the follow-

ing corollary. Under stronger assumptions, this result was already known to Tsybakov and
Mikhailov (1979) (cf. also Rao and Ephremides (1989)).

Corollary 2. For M = 2, the buffered ALOHA system 1is stable for all (A1, ;) € R such that

R ={M <r(1=A/7) and Ay < Fr2} U { M1 < 172 and Ay < 72(1 = Ay /72)} ,  (2.9a)
and the system is unstable for (A, A3) € R where

R={\> T1(1 = A/Ty) or Ay > Fira} N {A; > 1T or A > 71o(1 — A\ /72)}, (2.9b)

where 7; = 1 — r;. B

Now, we consider the case M = 3 which is more intricate. We investigate three partitions

P; = (M, {i}) where M; = {2,3}, M, = {1,3} and M3 = {1,2}. Only the first partition



will be discussed in details. As before, the stability region R is the sum of three regions R,
R, and R3 each corresponding to M, Mo and Maj, respectively.

We now consider R;. The dominaut system can be viewed as a two-user ALOHA system
with appropriate probability for the slot availability. Such a system was analyzed by Nain
(1985). We first briefly summarize some of Nain’s results adopted to our setting.

Let Fy(z,y) denote the generating function of (N}, N§) with slot availability 1 —b=1-ry.
Then, with a minor wodification, it is proved in Nain (1985) (see also Szpankowski (1986))
that

A = FreTa(1 = F1(0,1)) + 7yrers(F1(1,0) — F1(0,0)), (2.10a)

Az = F17ar3(1 — F1(1,0)) + Fy7ror3(F1(0,1) — F1(0,0)) , (2.100)

where, as before, 7; = 1 — r;. Moreover, for 23,23 € {0,1} we use the following simplified
notation P;(z3,23) = Pr{x(N2) = z2,x(N3) = z3} with the first user being a persistent one.
From Nain (1985) we have

P.(0,0) = (1 - T;\—:l - %) exp (%) /le ————t(lt"fi((tl)))dt (2.11a)
P(0,0) = <1 - -T;\—;l - —f%) exp (%(;rl—z)) /It|=1 t(ltig_%dt (2.110)

depending whether P;(0,0) is computed from Fy(0,y) or Fi(z,0). We note that (1) and g(?)
depend of the input rates A\, and A3 ! For example, Fj(1,0) corresponding to (2.11a) becomes

A2 A3 ) ( 1 — 737y )/ log g(t)
F(1,0) = (1 - —=— - = — — =t
1(1,0) ( T3ty 13t/ \1—r13f = ro71 /) Jyy=1 ((t = 7(1))?
_ #—E(0,0)

1~ 1‘2?1 — T3
The region of validity of (2.11) is defined in Nain (1985). In (2.11), ¥(¥) |z=1 is the inverse of a

conformal mapping of a unit circle onto a curve L, defined in Nain (1985) (p. 54 and Lemma
4.1). The functions g(t) and g¢,(¢) are defined in Nain (1985), too.
Now we are ready to present the stability region for M = 3 ALOHA system. By (2.6) for
P, we have
Ppuc(Mi) = 71 (P1(0,0) + Pi(1,0)(1 = r2) + P1(0,1)(1 = 73) + Pi(1,1)(1 = r2)(1 = r3))
Pl o(Mi) = r2(1 = r1)(1 - (1 = Fi(1,0))rs)
Plie(My) = r3(1 = mi)(1 = (1 = F1(0,1))ra)

where the probabilities Pj(z3,23) must be computed according to (2.10)-(2.12). For example,

using (2.10) we can show that

_ Xafa/F1 + AgFa/F1 + Tara(Pi(0,0) — 1)} (2.12)

l—r9—13

Pslucc(Ml) =N {1



Figure 2: Stability region for M = 3 users in the slotted ALOHA system.

In a similar manner, we can express P2 (Mj) and P3, . (M,) in terms of P,(0,0).

In summary, we obtain the following corollary.

Corollary 3. The buffered ALOHA system is stable iff (A, A2, 23) € R = U2, R; where

R] = {/\1 < P:“CC(Ml), /\2 < 7‘2?1(1 — (l — FI(I,O))T;;), /\3 < 1‘3f1(1 — (1 — Fx(O, 1))1"2)}
Ry = {\ < (1= (1= F(1,0))r3), A2 < P2 (M), Az < r3fa(1 — (1 — Fp(0,1))r1)}
Rz = {d < mfa(l—= (1= F5(1,0))r2), A2 < rofa(1 = (1 = F3(0,1))r1), Az < P2 (M3)}

where the appropriate probabilities above are computed from the Nain’s (1985) model as dis-

cussed above (cf. (2.10)-(2.12)) with some obvious modifications. B

Stability region R for M = 3 is shown in our Figure 2. Note that the following points
belong to the boundary of the stability region: w = (A1, Ay, A3) = (r172T3, F17273, F17273),
A = (r179,7172,0), and B = (r1,0,0), C = (n173,0,7173), D = (0,0,73), E = (0, 7,73, 7273)
and F = (0,r2,0). In passing, we stress the fact that the probability of success PJ, . (M) does
depend explicitly on the probability P;(0,0), which is a nonlinear function of the input rates.
This implies that the boundaries of the stability region for the ALOHA system for M > 3 are

not linear functions of (Aq, Az, A3).



A generalization of the above to M > 3 is even more challenging, since we need to estimate
the probability of empty/nonempty buffers in three and higher dimensional ALOHA systems.
Nevertheless for M > 3, some bounds are easy to obtain from Theorem 1. For example,
the bounds derived by Tsybakov and Mikhailov (1979) (cf. also Szpankowski (1988)) directly
follow from (2.6) and (2.8). Indeed, since [Txepm, (1 = 7)™ 2 [lkem,(1 — &), one immediately
proves from (2.6) that A; < r; [Txem,(1—7k) for j € M is sufficient for stability of the ALOHA
system. On the other hand, since ﬂkeMJ(l ~ r5)** < 1 we prove that A > r; for some j € M,
is sufficient for instability of the ALOHA system.

The above simple bounds can be used to establish sufficient and necessary conditions for
stability of the symmetric ALOHA systemn. We prove the following result which was already
known to Tsybakov and Mikhailov (1979)

Corollary 4. Let r; = 7 and A; = X for all j € M. Then, such a symmetric ALOHA system
1s stable if and only if the following holds

A<r(l-r)M1, (2.14)

Proof. This directly follows from Theorem 1 since in the symmetric case we really deal with
a one dimensional problem. The stability region in this case is the intersection of the line
A1 = Ay = +-- = Ay = A with the region R as defined in (2.8) forry =r; =---=rp = 7.
Even simpler proof can be obtained, by noting that (2.14) is a direct consequence of our upper
bound A; < 7;[lken, (1 — &) for j € M just derived (2.8). Setting in this inequality the
symmetric model assumptions, we obtain (2.14). From Tsybakov and Mikhailov (1979), (cf.
Szpankowski (1986)) we also know that (2.14) is necessary for the stability.

To obtain more sophisticated bounds for the stability region R, one needs a tighter estimate
for the probability Pr{x(Ns) = zs} in (2.6) (cf. Szpankowski (1988), and Rao and Ephremides
(1989)). For example, in Rao and Ephremides (1989) all probabilities Pr{x(lrffs) = zs}in (2.6)
are skillfully bounded by a one dimensional probability Pr{.[v;C >1} fork € S.

3. ANALYSIS: AN ALTERNATIVE APPROACH

In this section, we present our approach to compute stability conditions for multiqueue
systems. We concentrate on proving Theorem 1, however, generality of the approach should
be apparent from our discussion. We first prove sufficient conditions (cf. Section 3.1), and then
necessary conditions (cf. Section 3.2) for stability. In the proof below, we shall use two general
results, namely the so called isolation lemma (cf. Lemma 5) and Loynes’ scheme Loynes (1962)
(cf. Borovkov (1976)) adopted to our situation (cf. Lemma 6).

We start with the isolation lemma which states that for substability of a multidimensional

10



process N (not necessary Markovian) one requires substability of its components. More pre-

cisely, we prove the following.

Lemma 5. (i) If for all j € M the one dimensional processes N; are substable, then the

M -dimensional process N' = (N{, Ni,...,N},) is substable.
(it) If for some j, say j*, N}, is unstable, then N* is also unstable.

(iii) If N* is @ Markov chain defined on a countable state space, then the stability of NJg for all
Jj € M implies stability of the multidimensional Markov chain Nt.

Proof. We first prove part (i). By definition (2.4), for all j € M we havelim_, ;.o sup Pr{N} >
z;} = 0. But,

1> lim liminf Pr{N} <z;, for j =1,2,...,M}

ry—0o0 n—o00
M
> 1_2 lim limsup Pr{N]'>z;}=1.
=1 £ n—oo

Thus, limz_,e limy_.o inf Pr{N? < x} = 1, as needed. If N! is a Markov chain defined on
a countable state space, then substability implies stability since such a Markov chain always
converges to a random variable, which might be dishonest. This proves (iii). For results
concerning Markov chains defined on more general spaces the reader is referred to Meyn and
Tweedie (1992).

For part (ii) we notice that instability of N}, implies limz , oo lim;_co inf Pr{N}, < z;.} <
1. Hence,

lim lim inf Pr{N'<x} < lim th'm inf Pr{N}, <z} <1
— 00

Tje—00 t—o00 z].—»oo
which proves Lemma 5. m

Our second result is a simple consequence of the Loynes’ scheme Loynes (1962) (cf. Borovkov
(1976)). It provides stability criteria for a general single queue described by the following
stochastic equation

1 t
N = (N = YT+ X, (3.1)

with stationary input sequences.

j
ergodic process. We denote by A; = EX; and EY; the corresponding mean values of X} and

Lemma 6. [Loynes 1962), Borovkov (1976)]. Let the pair (X}, Y}) be a strictly stationary and

t . .
Y; respectively. Then the following holds

(i) if Aj < EY;, then the queue length N} is stable in the sense of definition (2.3),

11



(ii) if A; > EYj, then the queue is unstable, and limi—o, Nf = 0o (a.s.).

Proof. The proof is a direct consequence of well known results. Indeed, set W;H = N}“ —X;
it yit-1 st
and U} = /\j ~ Y}. Then,

Wit = (Wi + Ut .

and, by Loynes (1962) and Borovkov (1976) N} is stable for EU} < 0 and unstable for EU} > 0.
To prove the second part of (ii), we note that VV;'H > W’JO + Yoo Uf, and by Birkhoff’s
Individual Ergodic Theorcmn (Breiman (1968)) 4, Uf — oo (a.s.) provided EU} > 0. ®

3.1 Sufficient Conditions

We use mathematical induction to establish sufficient condition for stability of the Markov
chain N* describing the ALOHA system. This part of the proof resembles the idea already
used by Georgiadis and Szpankowski (1992).

For M = 1 the proof is easy. It suffices to note that the average drift becomes E{N'*! —
NYN' > 1} = A — EY'. Hence, the proof follows from the Lyapunov function method (cf.
Tweedie (1976), Szpankowski (1990)).

Now we assume that Theorem 1 is true for M — 1 and we prove that it can be extended to
M queues. The main idea is to consider a modified ALOHA system in which the set of users
M is partition into P = (S,U) with S # M where S is a copy of the ALOHA model that
mimics its behavior, while users in I persistently jam users in § (i.e., a user in U attempts to
send a dummy packet even if empty).

The modified system dominates stochastically the original one, as stated in (2.5). Hence,
we concentrate on proving stability condition for the dominant system represented by ﬁ;‘) =
(N;,NL). We first consider users in S, and establish stability condition for _I\ng. Note that
the set of users restricted to S is a smaller copy of the ALOHA model, with the probability of
slot availability equal to 1 — b = []xey—(;3(1 — 7&). Hence, the probability of success P, (S)
is given by (2.6). Let As = (Ai),..., Aijg)) where t; € S for 1 < 4; < |S|. Since [S] < M, by
mathematical induction arguments ﬁf,— is stable according to Theorem 1 for As € R} where

S|
Ry =J{ds: A < PL.(S) forall jeS}, (3.2)

£=1
and S, = S - {{}.

We now provide stability condition for a persistent queue j € U/. The idea is to apply
Lemma 6 to an isolated persistent queue j € Y. For this we need to establish stationarity and
ergodicity of the output process Y(S).

We proceed as follows. Let Ag € RL (cf. (3.2)), and consider a persistent user, say j € U.
The Markov chain Nfs is stable by the mathematical induction. More precisely, this Markov

12



chain is ergodic, hence there exists a unique honest stationary distribution 7 for this process.
But, (Nﬁ;,)’;“(é‘)) is another |S§| + 1-dimensional Markov chain. It is easy to see that this
chain is irreducible and aperiodic, too. Moreover, Yj(S) is bounded from the above by one,
hence (m,Y;“(b‘)) is substable. By Lemma 5(iii), this implies that the |S| + 1-dimensional
Markov chain is stable, and also ergodic. Let its stationary distribution be 7.

Now we construct a stationary version of the process (Nfs,}’j‘“(S)) by starting it with
the initial distribution #. This will imply that the process Yj'(S) for 7 € Y is stationary and
ergodic for such an initial distribution. Then, by Lemma 6 the jth persistent queue is stable

if \; < EYX(S) = P},..(S) where P}

succ

(S) is given by (2.6). This is true for every persistent
queue j € Y, and hence by Lemma 5 the process I—\I—L is stable for X € 'R% where

RE={u: X< P (S) forall jeU}, (3.3)

Uu

and the Markov chain Nj = (N§, Ny) is stable for A € Rl = RL URZ.

So far, we have established stability condition for a given partition P = (S,U) of M.
Clearly, the dominant system represented by N’ is stable if there exists a partition P such that
th is stable. Therefore, the stability region for N* becomes R/ = Uscm Rs where the sum
is over all subsets of M such that § # M.

We prove now that R’ = R where R is defined in (2.8) of Theorem 1, thatis, R = UM, R,
where Raq, = {A: A; < Pl (My), j € M}. First, however, we simplify the expression for
R'. Note that | Jscp RS = uM, R'y4, where by (3.2) and (3.3)

M
R, = J{A: Aj < Plue(Mip) forall j€ M—{k} and X< Pi.(Mi)}, (34)

=1
£k

with My, = M — {k,l}. This shows that the only partitions that contribute to the ultimate
stability region are of the form (My, {k}). Indeed, it is a simple consequence of (1 — 7¢)* >
(1—rk) where z; € {0,1}, and the following monotonicity property of the probability of success
P},..(S) (cf. Tsybakov and Mikhailov (1979), and Szpankowski (1986))

§'CS = PlelS) S Pliel(S) (3.5)

We now prove R um, = Ry, which suffices for R = R'. Clearly, Pl (M) < PI . (Mje)
(cf. Tsybakov and Mikhailov (1979), Szpankowski (1986) and (1988)). Indeed, this is true
since under the partition (My ¢, {k, £}) the kth user is never empty, hence its queue length can
be made always larger that the the queue length at user k£ under the partition (M, ¢, {7,€}).

Therefore,
Ripm, = {A: Aj < Ple(My;) forall jeM—{k} and A\ < Ph. (Mp)}.

13



Now it suffices to show that PJ . .(My;) = P!

succ

(My). But this is easy. Consider the

definition (2.6) of the probability of success, and proceed as follows

Pgur:c(Mk,j) = "‘1(1 - Tk) Z Pr{NMk.] = sz.J} H (1 - 71)21

szk,)e(-)Mk,] leMk

= n(l-r) 3 Pr{Nam,=zm} [] (1-re)™(Pr{N; =0} +Pr{N; >
ZMkGOMk e M,

= Pl (My)

This shows that R = R’, and completes the sufficient part of the proof for Theorem 1.

3.2 Necessary Conditions

In this section we prove necessary conditions for stability of the ALOHA system. More
precisely, we establish the following result, which directly implies the "necessary part” of

Theorem 1.
Theorem 7. If A € R = M., Ry where

Ri={ = (A1, ..., M) A > P~

succe

(My) and Aj > P . (M) for some je M—{k}},
(3.6)
then the Markov chain Nt is unstable. In particular, for A € Ry the kth queue N} — oo with

positive probability. B

We carry out the proof of Theorem 7 in three steps. The main idea behind the proof is to

show that:

(i) if (3.6) holds, then the kth queue under the partition (Mg, {k}) is unstable in the dom-

inant system I—\T_tp,
(ii) the last assertion can be extended to the original system (i.e., still only for queue k);

(iii) we can generalize (ii) above to other queues in the original system.

Step 1. Instability of the dominant system

Let us consider the dominant system under the partition P = (M, {k}). Define a subset
Ri(k) of the instability region Ry as

Ri(k)={x=(\1,..., M) Ax > PF

succe

(My) and A < PI,(My) forall j e M—{k}}.
(3.7)
The arrival process to a persistent queue (e.g., the kth one) does not effect the stability

condition for nonpersistent queues represented by the Markov chain Nfs Hence, for A € ﬁk(k)
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the Markov chain Nfg is stable, as proved in Section 3.1. Using the same construction as
above, we can assure stationarity and ergodicity of —N—fg as well as the output process Y)}( My).
Therefore, the stationarity and ergodicity assumptions of Loynes’ scheme hold, and we can
apply Lemma 6 to the kth queue. In particular, part (ii) implies that if Ay > EY}(My) =
Pk (M), then -]\7;c — oo (a.s.).

Step 2. Instability of the kth queue in the original system

We now prove that for A € Ri(k) the kth queue is also unstable in the original system.
We shall use a coupling argument to show that with positive probability the dominant system
and the original system are indistinguishable for A € R (k).

Consider the dominant system th where P = (M, {k}). From Step 1, we know that
for A € Ri(k) the kth queue length in the dominant system tends to infinity (a.s.). Let
N_}? = d > 0. Then, there exists a set of positive probability such that the sample paths of
m never returns to zero. Let now NE = NP = d, so on this set of positive probability, the
dominant system and the original system are identical, that is, N* = th for all t > 0. This
implies that the original system never returns to zero on these sample paths. In summary,

with positive probability the kth queue in the original system tends to infinity.
Step 3. Ertension of instability to the whole set R.

We shall prove now that if A € Ry, where Ry is defined in (3.6), then the original system,
hence the Markov chain N?, is unstable.

Consider another queue, say ¢ # k in the original system. Consider first only the region
Ri(k), and increase the the input rate A¢ (beyond PZ%,..(My)). It is known (cf. Tsybakov
and Mikhailov (1979), and Szpankowski (1986)) that such an increase will only lead to the
increase of the kth queue length. Therefore, at least for one queue, namely the kth one, we
have N} — oo with positive probability. But, since N* is a Markov chain, then by Lemma
5(ii) the whole system is unstable (nonergodic). This completes the proof of Theorem 7, and

establishes our main Theorem 1.

4. FURTHER RESULTS AND CONCLUSION

The technique proposed Section 3 is clearly not limited to the ALOHA system. It is,
however, restricted to multidimensional queueing systems since the real engine of our proof is
the Loynes’ scheme which allows for the treatment of non-Markovian subsystems (of persistent
queues). Several other multiqueue models can be treated in a similar manner. In Georgiadis
and Szpankowski (1992) we used this technique to prove the stability of the token passing ring.

To generalize our scheme, we repeat main ingredients of our proof of Theorem 1. As the

first step, we partition the set of users M into nonpersistent users S and persistent ones I.
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It is assumed that users in § form a smaller copy of the original system, while persistent
. . =t .

users in S attempt sending dummy packets even when empty. We denote by N the queueing

process representing this modified system. For our technique to work, we need the following

two properties:

(P1) Monotonicity Condition

The queue lengths in all users increase whenever dummy messages are sent by a persistent

user, that is N! <, N for all ¢ > 0.

(P2) Stationary Version of S

The set of users § is a smaller copy of the original system. We also request that the
departure process from S that effects a nonpersistent queue k£ € U is stationary and

ergondic (so Loynes’ scheme ¢an be used for establishing stability of a nonpersistent queue).

If the above two properties are satisfied, then we can carry out our analysis, and establish
sufficient and necessary condition for stability. We illustrate it again, on another multiqueue
systems (we leave, however, details of the proof to an interested reader who should follow our
footsteps from Section 3).

We shall investigate a buffered multiaccess system with conflict resolution algorithm. The
system works in a manner similar to ALOHA except that it adopts another multiaccess proto-
col, namely the so called blocked conflict resolution algorithm (blocked CRA) of Capetanakis
(1979), and Tsybakov and Mikhailov (1978).

The system works in the following manner. If there is a collision, then all users not involved
in it are blocked, and are not allowed to transmit until the current collision is resolved. The
collision is solved by a divide-and-conquer algorithm, that is, all users involved in a collision
flip a coin and only those who flipped ”tails” are allowed to transmit in the next slot. This
process is continued until all users in the current collision are successfully transmitted. The
quality of such a systemns depends on the length L! of the conflict resolution session (CRS),
where ¢ is a nonnegative integer representing the beginning of the tth CRS. More details can
be found in Capetanakis (1979), Tsybakov and Mikhailov (1978), and Szpankowski (1987).

It is easy to verify that properties (P1) and (P2) hold for the above system. Reproducing

our previous analysis, we can establish the following result.

Theorem 8. The buffered multiaccess system with a blocked conflict resolution algorithm is
stable iff* A € R with

M
R=J{A=(\,....2m): NEL(ME) <1 forall j€ M} (4.1)
k=1
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where EL(My) denotes the average session length under the partition (Mg, {k}) in the sta-

tionary regime. B

The following result is a direct consequence of Theorem 8 and elementary properties of the
protocol (cf. Capetanakis (1979), Szpankowki (1987)).

Corollary 9. The buffered CRA system with M = 2 users is stable if and only if (A,A2) € R

with

R {/\1 < l/fg =02 and XM <1- 4/\1} U {/\1 <1-4Xy and A3 < l/gg = 0.2}

{/\1/\2+4/\1<1 or /\1+4A2<1}

where the Markov chain N* is imbeded at the beginning of CRS. B

Furthermore, noting that EL,, < am 4 (, where a = 2.8867 and § = 1.2336 (cf.
Capetanakis (979) and Szpankowski (1987)), we obtain the following bound for the stabil-

ity region.

Corollary 10. The buffered CRA system is stable if A € Ry, where

1—ad iz A

Py forall je M} (4.4)

M
Ri1 = U{/\ = (M, M) A<
k=1
where the constants a and f are given above. B

Finally, it should be mentioned that our technique can be extended to multiply channels
(i.e., multiserver case) when several packets are sent simultaneously. This even works for
infinite number of servers (cf. Georgiadis and Szpankowski (1992)). For such multidimensional
models Malyshev’s criteria do not work since homogeneity property is not preserved. It might

be interesting to see whether our approach can be used to extend Malyshev’s criteria.
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