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Abstract

Paradigms of object-oriented programming are attractive for the design of large distributed
software. They notably provide a sound basis to develop applications that are casy to maintain
and reuse. However, expressing concurrency in object-oriented languages raises some diflicul-
ties. For instance, integrating concurrency together with inheritance may lead to violate the
encapsulation property of object-oriented programming. )

In this paper, we present a new strongly-typed, concurrent object-oriented language, called
Arche, that enables the development of reusable distributed softwarc. The Arche language
lias been designed so as to keep all the benefits of the object paradigm. In particular, the
Arche conditional synchronization mechanism is defined in such a way that synchronization
constraints of an existing class can be specialized and reused. Furthermore, a mechanisim that
allows a larger scale synchronization, that is, involving more than just a pair of processes, is
offered by supporting application of operations on a collection of objects. To our knowledge,
such a facility has never been addressed in the framework of strongly-typed, concurrent object-

oriented programming despite the ability to simply manage collection of peer objects it provides.
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dures, multi-operations.
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Notations
de

programmation concurrente
dans le
langage a objets Arche

Résumé

Les paradigmes de la programmation & objets sont attrayants pour la conception d’applica-
tions distribuées de grande taille. En particulier, ils fournissent une base solide pour développer
des applications faciles & maintenir et a réutiliser. Néanmoins, I’expression de la concurrence
dans les langages a objets n’est pas sans soulever des difficultés. Par exemple, intégrer a la
fois les facilités de concurrence et d’héritage peut conduire & la transgression de la propriété
d’encapsulation de la programmation a objets.

Dans cet article, nous présentons un nouveau langage concurrent a objets, fortement typé,
appelé Arche, qui autorise le développement d’applications distribuées réutilisables. Le langage
Arche a été con¢u de maniere 3 maintenir tous les avantages du paradigme objet. En parti-
culier, le mécanisme de synchronisation conditionnelle de Arche est définie de telle sorte que
les contraintes de synchronisation d’une classe existante peuvent étre spécialisées et réutilisées.
Par ailleurs, un mécanisme qui permet de synchroniser plus de deux processus est offert via
Papplication d’opérations sur une collection d’objets. A notre connaissance, une telle facilité
n’a jamais été étudiée dans le cadre de la programmation concurrente a objets fortement typée
malgré qu’elle permette de simplement gérer des collections d’objets similaires.

Mots clés : programmation concurrente a objets, héritage, sous-typage, synchronisation condi-
tionnelle, états de type, états de synchronisation, synchronisation multi-partie, multiprocédures,
multi-opérations.



1 Introduction

Besides mechanisms to deal with distribution. large distributed software design re-
quires mechanisms for structuring data and algorithms. Furthermore, distributed
applications should be easy to maintain and should exhibit qualitative features
such as reliability and readability. Object-oriented programming fulfills many of
the above desiderata and also provides paradigms that notably facilitate reusabil-
ity. However, expressing concurrency in object-oriented languages raises some
difficulties. For instance. integrating concurrency together with inheritance may
lead to violate the encapsulation property of object-oriented programming. In
this paper, we introduce a new strongly-typed, concurrent object-oriented lan-
guage. called Arche. that has been developed to simplify the construction of
reusable distributed applications intended to execute on the object-based system
Gothic [Banatre et al.91]. Among other features, the Arche language integrates

both inheritance and concurrency in a satisfying way.

1.1 Concurrent Object-Oriented Programming

As notably discussed in [Andrews et al.83]. there exist three issues that underlie
the design of any concurrent programming model. First, expression of concurrent
execution should be defined: for instance. this may be achieved through process
declaration or a parallel imperative. Second, it should be chosen if processes will
communicate by shared variables or by message passing. Finally, a mechanism
allowing expression of synchronization between processes has to be determined.
Various design concerns have led to different concurrent object-oriented program-
ming models with respect to these three issues. Let us first briefly examine so-
lutions that have been retained in existing concurrent object-oriented languages
for expressing concurrent execution and inter-process communications.

In the Actor model [Agha86], the behavior of an object is understood as a
function of its incoming messages. Actors are self-contained, interactive, and
independent components that communicate by asynchronous message passing.
Another concurrent object-oriented programming model [Agha90] tends to unify
a declarative view of objects as abstract data types with a procedural view of
objects as sequential processes. In this model, each object is a sequential process
responding to messages sent to that object. Languages that use such a model
include languages of the Pool family [America89] in which processes communi-

cate by Ada-like rendezvous [Ada83]. A variant of the above model consists in



not systernatically associating a process to each object. Objects that contain a
process are said to be active while other objects are passive data structures. This
is the approach taken in the Emerald language [Raj et al.91] in which a thread of
control originating in one object may span other objects. The Dragoon language
[Atkinson et al.91] takes the same approach for the integration of concurrency.
However, this language is not solely based on the object paradigm. Due to the
attempt to provide a practical vehicle for encouraging reuse and distribution
in a large-scale software system, the designers have enriched the Ada language
[Ada83] with the principal features of object-oriented programming. Finally,
another approach to concurrent object-oriented programming is to provide the
process notion apart from the object notion. Among other solutions, this may be
achieved through concurrent programming constructs. Languages that follow this
approach include Beta! {Kristensen et al.87] and Guide [Krakowiak et al.90]. In
the Beta language, objects may communicate by means of synchronized execution
of peculiar objects (i.e., objects that are coroutines). In the Guide language, ob-
jects communicate via shared objects. An alternative solution to the introduction
of the process notion apart from the object notion consists in offering libraries of
predefined classes that allow expressing concurrency. This is the approach taken
in Modula-3 [Cardelli et al.88] and Presto [Bershad et al.88].

From the perspective of synchronization. most of the above languages integrate
mechanisms that have been defined independently of the object paradigm. For in-
stance, the Emerald language that is based on a communication model via shared
variables uses monitors [lloare74]. On the other hand, the Pool language whose
communication model is by message passing, offers a synchronization mechanism
based on the Ada language one. It appears that the definition of a synchroniza-
tion mechanism for a concurrent object-oriented language is a difficult problem.
Most synchronization mechanisms interfere with inheritance in that local changes
in the class hierarchy require the redefinition of synchronization constraints else-
where in the hierarchy. Proper integration of both inheritance and concurrency
control has been a very active area of research and some solutions have been pro-
posed (e.g.. [Kafura et al.89. Tomlinson et al.89]). However, to our knowledge,
most of them elude the issue of code specialization (i.e., subtyping), which seems

to have only been studied in [Nierstrasz et al.91].

'Let us notice here that the Beta language is actually based on a unique general abstraction

mechanism, called pattern.



1.2 Our Approach

The concurrency model of the Arche language has been defined so as to keep all
the benefits of the object paradigm. In particular, conditional synchronization is
supported without interfering with code reuse nor code specialization. Further-
more, we have adopted an approach similar to the one undertaken in the design
of the Hermes langnage [Strom et al.91]. In the same way, Arche is a simple
Lanenaee Tor expressing computation and program composition. The compiler
toeether with the underlving object-based system are assigned the task to choose
the proper implementation with respect to architecture and performance. Hence,
procrammers can concentrate on functionality and modularity issues.

The design of Arche follows from the experience that we gained with
the stronglv-typed.  concurrent object-based language Polygoth [Lecler89,
Beuvenistevl, Banatre et al.91]. Polygoth was firstly designed to enable explicit
management of distributed and replicated data. An effort was also made to pro-
vide convenient notations to deal with distribution. Polygoth is primarily based
on the notion of multiproccdure [Banatre et al.86], which is the outcome of a gen-
cralizing approach to the integration of parallelism and procedures undertaken
in [Banatre30]. Multiprocedures extend properties of procedures to the paral-
lel framework. Like procedures. multiprocedures abstract implementation details
of (parallel} computations and allow declaration and composition of these com-
putations. A fragmentation mechanism is further offered in order to map the
multiprocedure notion onto classes. The state of a fragmented object is a collec-
tion of data logically distributed. and can only be accessed through method calls.
Methods are straightforwardly implemented by multiprocedures. Indeed, multi-
procedures enable expression of distributed computations that perfectly match
the data fragmentation. Despite the benefits of the undertaken approach for man-
aging distribution, some drawbacks have been presented in [Benveniste et al.91].
In particular, it appears to be non-suited for integrating inheritance. This has
led to the definition of the Arche language.

As a successor of the Polvgoth language, Arche is aimed at the development
of distributed applications. Its design has mainly been guided by our concern
with minimizing sources of programming errors, should it be at the expense of
other qualitative features such as flexibility and efficiency. Among other con-
sequences, this has led us to define a language belonging to the Algol family
with respect to block structure, scope rules and type-checking. The usefulness of

types in programming languages is well known. In particular, they allow support-
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ing error-detection by either static or run-time type-checking, and, when static
analysis can be performed, types enable improving execution efficiency by taking
advantage of type information during code generation. Our design choices meant
achieving a proper integration of the various mechanisms offered by a concurrent
object-oriented language instead of strengthening the expressive power of each
mechanism. In particular, provisions for synchronization have been defined so as
to keep all the advantages of subtyping and inheritance. In what follows, we do
not describe all the features of the Arche language whose detailed definition may
be found in [Benveniste et al.92]. We mainly focus on the Arche parallel features
and show how a satisfying integration of concurrency with object-oriented pro-
gramming is established. Moreover, comparisons with related work are provided
throughout the paper.

The remainder of this paper is organized as follows. Section 2 first gives an
overview of the Arche language: Object declaration, subtyping, and inheritance
are briefly described and its basic concurrency model is discussed. Section 3 then
introduces the Arche conditional synchronization mechanism, which allows de-
laying an operation execution until the embedding object is in a proper state.
This mechanism is defined in such a way that synchronization constraints may
be inherited and specialized. Section 4 describes another synchronization mecha-
nism that enables a larger scale synchronization, that is, more than just a pair of
processes may be involved. Such a synchronization has been recognized as worth-
while (e.g.. through the barrier notion [Jordan et al.89]) for various frameworks
of concurrent programming but has scarcely been examined for object-oriented
programming. Finally, assessment of our proposal and future work are discussed

in Section 3.

2 Overview of the Arche Language

The Arche language is hybrid; in addition to declaration of object descriptions,
usual types (e.g., integer, ordinal, record) are offered. Nevertheless, usual types
being almost those defined in the Modula-2 language [Wirth82], they are not

discussed here. In the following, we focus on the object model of Arche.

2.1 Types, Classes and Objects

An object declaration is composed of a view type, which defines the object inter-

face, and a class, which defines the object implementation.



Types are declared by means of constructors. The type constructor VIEW
defines a view type, which is an entity akin to an abstract data type. View
types constitute the means to integrate the notion of class interface within the
Arche type system. Among other consequences, this results in definition of highly
protected objects since objects can only be accessed through the operations of
their interface. The Arche language offers a collection of built-in view types that
have a peculiar status. In particular, we identify the pseudo view type SEQUENCE,
used for declaration of sequences (substitute for arrays in Arche), whose methods
are usual operations on sequence (e.g., CAT, APPEND, FRONT and TAIL). Let us
notice here that unlike other view types, sequences do not require definition of
classes, objects of type SEQUENCE are declared through the use of the constructor
SEQ OF followed by the type of their elements. This peculiar status of the view
tvpe SEQUENCE comes from our decision to avoid generic view types in the current
Arche definition. this aspect being under study.

Implementation details of view types are declared by means of classes. As a
first source of polymorphism, a view type may be implemented by many classes.
Thus. two objects of the same tvpe do not necessarily have the same concrete
representation. A class declaration names the view type that it implements, and
encloses a list of declarations (i.e., types, constants, variables, and procedures)
and a body. Procedures declared within a class define method implementations.
However. a class may declare more procedures than methods, extra procedures are
then qualified as local to the class. Given a class declaration, the compiler verifies
that the class does implement the specified view type. This boils down to check
that for each inethod declared within the view type, there exists an associated
procedure with same name and signature within the class. A class cannot contain
two procedures with the same name. The class body states actions that have to
be carried out when an instance of the class is created through the expression
NEW ClassName (Parameters)® The class body mainly aims at establishing a
proper initial state for the created object. However, should this block be omitted,
the instance creation consists only in the initial update of the object variables.
Created objects are all persistent, their destruction relies on a garbage collector
offered by the underlying object-based system [Puaut92]. An example of view

type together with its implementation are provided hereafter

Provisions are also made to allow creation of objects through copy of existing ones. In the

rest of this paper, we omit this additional feature whose detailed definition may be found in
[Benveniste et al.92].



Example 1

Usual expressions and commands of Arche are similar to the ones defined in Modula-2 [Wirth82].

The following view type Point defines a point interface in a two-dimensional coordinate system:

Point = VIEW(x, y: FLOAT)
GetPos : () (x, y: FLOAT);
Move : (dx, dy: FLOAT) ();
Rotate : (alpha:FLOAT) ()
END;

The view type Point is parameterized by the value of the point initial position, and provides
three methods:

- GetPos that takes no parameter and returns the point current position;
- Move that takes a translation vector as input parameter and moves the point; and
- Rotate that takes the rotation angle as input parameter and processes the requested

rotation.

A possible implementation of Point3, considering a cartesian representation, is:
p ) g

CLASS CartesianPoint IMPLEMENTS Point =
VAR X: FLOAT := x; Y: FLOAT := y;
PROCEDURE
GetPos = BEGIN RETURN(X, Y) END GetPos;
Move = BEGIN X := X + dx; Y := Y + dy END Move;

Rotate =
VAR ¢, s: FLOAT;
BEGIN
¢ := C0S(alpha); s := SIN(alpha);

X := X*¢c - Y*s; Y := X*s + Y*c
END Rotate
END CartesianPoint;

The separation of object declarations into views and classes is not new. In
particular, similitudes are to be identified with definition and implementation
modules of Modula-2. Such a decomposition offers several advantages. In Arche,
a view may be implemented by several classes thus providing a first source of poly-
morphism. Dually, enabling association of multiple views to one class has been
recognized as worthwhile to help software development (e.g., [Shilling et al.89]).
Therefore, the notions of view and class provide a sound basis towards the defi-

nition of additional mechanisms to help large software management.

3In the Arche definition, types that are non-local to a class are actually declared in compila-
tion units called libraries. Thus, the name of a non-locally declared type should be preceded by

the name of its enclosing hibrary. We have not introduced this aspect in our paper for brevity.



2.2 Subtyping and Inheritance

Subtyping and inheritance although being distinct notions [Cook et al.90] are
closely related in Arche; inheritance is only permitted when a heir class imple-
ments a subtype of the type implemented by its ancestor.

The subtyping relation, noted <:, follows from the corresponding relation of
the programming language Modula-3 [Cardelli et al.89]. In the remainder of this
paragraph, we detail only subtyping of view types even though subtyping rules are
defined for all the Arche types [Benveniste et al.92}. The subtyping relationship
applies on two view types if one is explicitly defined as being an extension of the
other. This extension is expressed through prefixing. However, this definition
does not stand for the predefined view types ANY and NULL; ANY is the greatest
view type while NULL is the smallest. Let T; be a view type, we define:

(S;) NULL <: T;
(Sz) T: VIEW ... END <: T,
(S3) T: <: ANY

Furthermore, two identical types are subtypes of each other:
(S4) let T and U be two types, if T=Uthen T<:Uand U <: T

The Arche language defines a coercion relation, noted <, in order to allow
polymorphic references. This definition directly follows from the one proposed in
[Cardelli et al.89] for the Modula-3 language. As an example of coercion rule, we
have: Given an expression e of type Y and a variable v of type V, if U <: V then
e — V.

Only single inheritance is provided. We have not introduced multiple inher-
itance, even though useful, due to its interaction with the Arche concurrency
model. The inheritance of a class C is expressed in the class header by means
of the clause INHERITS C. However, as previously stated, a class is allowed to
inherit of a class C only if its type is a subtype of the one implemented by C. A
subclass may freely access any of the entities declared in its superclass. Procedure
redefinition is explicitly specified in the clause redefines of the redefining class.
Finally, a redefined procedure can be called from its redefining entity through the
use of the command super.

The Arche inheritance mechanism is very similar to those of most strongly-

typed object-oriented languages. Inheritance is restricted to satisfy subtyping,



which results in a type-safe language. An inheritance mechanism that supports
more of the flexibility of Smalltalk inheritance [Goldberg et al.83] while allowing
static type-checking, has been proposed in [Cook89]. However, this proposal is
made in the framework of sequential programming. As an alternative to the in-
heritance mechanism for code reuse, the compositional model has been proposed
in [Raj et al.89] to meet peculiar requirements of the Emerald language. The
compositional model is less powerful than the inheritance mechanism. In partic-
ular, specialization of objects recursively defined does not seem to be addressed

in the compositional model.

2.3 Basic Concurrency Model

From the perspective of concurrency, parallelism is explicit and hence integrates
the process notion. As discussed earlier, there exist several ways for integrating
the process notion in a language based on the object paradigm. Our concern with
software correctness has led us to chose a solution similar to the one retained for
the languages of the Pool family [America89).

A process is created whenever an object is. Such a process acts on its state
as specified by the object class and its external behavior is the one specified by
the object type. A process (or object) creation leads to concurrently execute the
class body with the creating object. Once the execution of the block terminates,
the process waits for a method call.

The communication model is based on method calls. From the programmer’s
standpoint, a method call corresponds to a traditional procedure call; in partic-
ular, the caller is blocked until the callee returns. Furthermore, a method call
frees the programmer of localizing remote objects. Caller and callee are treated
asymmetrically in this communication mechanism. A method call, expressed as
dest ! Method (parameter), may appear anywhere an expression or a com-
mand is expected depending upon whether the callee returns a result or not.
Thus, the programmer chooses where a sending communication occurs in the
program, and the receiver is required to be explicitly stated. On the other hand,
reception of a method call is implicit and cannot be specified by the programmer;
it 1s controlled by the language semantics. The programmer has no means to
select a peculiar call nor can he/she identify the method caller (unless specified
as a parameter).

Furthermore, a n-readers, one-writer policy is implemented within any object

through the notions of observer and modifiers. Two kinds of procedures may
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be distinguished within an object depending upon whether they modify or read
the object state: modifiers are procedures of the first kind and observers are
procedures of the second. Distinguishing observers and modifiers requires to be
always able to label the nature of nested calls. When calls refer only to procedures
local to the enclosing class, this can easily be achieved by the compiler. On the
other hand, external calls (i.e., method calls) make complex and expensive such
an implicit labeling. Our approach enforces the use of interfaces and hence tends
to mask implementation details of view types from their users. Thus, in order
to exploit their semantics, observers have to be explicitly declared within view
types. This is expressed through the use of the clause OBSERVER. The compiler
then verifies that procedurcs implementing observers do not modify the object
state. To our knowledge. only languages of the Pool family distinguish these
two kinds of operations through the notions of method and routine [America89).
Such a separation allows a higher degree of concurrency without compromising
the association of pre- and post-assertions to procedures as, for instance, in Eiffel

[Meyer88], though these assertions are not provided in Arche.

3 Conditional Synchronization

S¥nchronization mechanisms are needed to control the order in which messages
are processed so as to preserve integrity of objects. In particular, although many
operations may be defined on an object, some operations may have to be delayed
until the object is in a proper state. For instance, considering a bounded buffer,
the operation performed to add an element to the buffer can be applied only if
and when the buffer is not full. This aspect is referred to as conditional synchro-
nization. As earlier stated, it appears that mechanisms for conditional synchro-
nization often interfere with inheritance. Former studies on the definition of a
conditional synchronization mechanism for a concurrent object-oriented language
have shown that centralizing synchronization constraints within a procedure pre-
vents these constraints from being inherited by subclasses [Kafura et al.89]. On
the other hand, expressing synchronization constraints in a decentralized way
seems to be a key approach for integrating both inheritance and concurrency
in an object-oriented language. We have therefore retained this solution. More
precisely, conditional synchronization is addressed, as in [Kafura et al.89] and
[Tomlinson et al.89], by the specification of a mutable set of available methods.
Such sets may then be inherited and enriched in subclasses.

For most of them, former work on the definition of a conditional synchro-

11



nization mechanism for a concurrent object-oriented language consider only
typeless languages. Strong typing raises additional difficulties that are related
to subtyping. Subtyping notably relies on the principle of substitutability
[Wegner et al.88], that is, it enables safe use of an object of type T in the re-
placement of an object of type U if T is a subtype of U. In the parallel framework,
this boils down to use a process in the replacement of another one. Synchroniza-
tion statements largely determine process behaviors. Therefore, the subtyping
relation should be enriched so that process behavior may be taken into account
when resorting to the substitutability principle. This has led us to integrate

synchronization information within types.

3.1 From Type-States to Synchronization-States

A view type defines the set of methods supported by its objects. Expressing
conditional synchronization requires additional means to prevent execution of an
object method under a given condition. In other words, even though the type of
a variable referring to an object “o” indicates the existence of a method M, one

“ "

should be able to express delayed processing of incoming calls to M due to “0”’s

”’s methods according to the methods

current state. Restricting execution of “o
previously executed by “o” may be compared to the identification of operations
whose application on a variable “v” are semantically correct depending on the
operations antecedently performed on “v”. As an illustration, let us examine the

following program fragments where “a” and “b” are integer variables, and “p” is

a pointer:
(1) a =b +1; b = 5;
(2) »o := 5; a = b+ 1;
(3) p~ :=bv +1; p := ADR(a);
(4) p = ADR(a); p- :=b+1;

These fragments are both type correct. However, statements of the left column
are semantically incorrect. Considering the assignment on line (1), the variable
“b” has no assigned value and hence the result of the addition is undefined. In
the same way, “p” has no address assigned when used in line (3).

The above example highlights the fact that even though the application of an
operation can be syntactically correct, it may sometimes result in semantically
imcorrect programs. In order to detect and reject such programs at compile-
time, the notion of type-state has been introduced in [Strom et al.86] for strongly-

typed languages. In this proposal, a type is not only characterized by the set of
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operations it provides but also by an automaton. The automaton associated to a
type T is defined as follows: states indicate the subset of T’s operations that may
actually be applied, and transitions correspond to applications of T’s operations.
This additional characterization of types results in a finer static checking that
allows detection of semantic errors.

Our concern here is to characterize states under which a given method call may
be selected. We enrich the definition of view types by sets of peculiar type-states,
called synchronization-states. Within a view type T, a synchronization-state “s”
defines the methods of T that may be executed by objects of type T when they
are to select an incoming message, according to the sequence of methods that
they have previously performed. Syntactically, synchronization-states of a view

type are declared in the clause STATE written as:

STATE s1: {My,, ..., M} -.o5 st {May, ..., My ).

The above declaration associates methods M; , 1 < j < ki, to the synchronization-
state s;, 1 <2< n. After its creation, an object is, by default, in the
synchronization-state that includes all the methods of its type. However, a set
of initial synchronization-states may be specified in the view header. The execu-
tion of a method may modify the object synchronization-state only if and when
the method terminates. We then say that a state transition occurred and the
synchronization-state reached by this transition is called a method’s post-state.
A method may initiate various state transitions, the set of method’s post-states

is declared in the embedding view type by means of the clause POST, written as:
POST Mi: {s1,, ..., s, }s -3 Mt {Sm,s ...y Sm, ).

The above clause means that the execution of the method M; (assuming that M;
terminates), 1 < ¢ < m, leads the enclosing object to one of the synchronization-
states s;, 1 < j < k;, for the next method call. The clause POST is a requisite
whenever a clause STATE is declared. However, not all the view methods are
required to appear within the clause POST. The absence of a method M means
that M does not change the object’s synchronization-state. Finally, when a view
type T does not declare a clause STATE, it means that any method call can always
be selected and hence that no state transition takes place while the object exe-
cutes. In other words, this implies that objects of type T are free of conditional

synchronization. We now illustrate the notion of synchronization-state.
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Example 2
We define the view type Semaphore as:

Semaphore = VIEW (i: CARDINAL) {open, close}

P 0 0O
v 00
STATE
open : (P, V};
close : {V};
POST
P : {oper, close};
v : {open}

END;

The clause STATE declares two synchronization-states: open that allows execution of methods P
and V. and close that allows only executing V, any caller of P being blocked until the enclosing
object reaches the synchronization-state open. The clause POST indicates that the execution of P
leads the enclosing object “0” to the synchronization-state open or close depending on the value
of “1” and on the operation previously executed by “o”. On the other hand, executing V always
leads the enclosing object to the synchronization-state open. Finally, the initial synchronization-
state of a semaphore object may be either open or close depending on the value passed as

1

parameter for “i”.

Care must be taken to preserve the consistent substitution of processes. The
subtyping rules given in Subsection 2.2 for view types have to be enriched in order

to support specialization of synchronization-states and post-states.

3.2 Subtyping and Synchronization-States

Let us illustrate declaration of a subtype of a view carrying synchronization in-

formation through an adaptation of the example discussed in [Kafura et al.89)].

Example 3

We define a view type Buffer that provides the interface of a bounded buffer whose elements

are of type T.
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Buffer = VIEW (n: INTEGER) empty

Put (i T O

Get Ol 1)
STATE

full : {Get};

empty : {Put};

partial : {Get, Put};
POST

Put : {partial, full};

Get : {partial, empty}

END;

We now want to define a view type, called BufQueue, that allows removing the buffer last
element. This is easily achieved by extending Buffer by the method GetRear:

BufQueue = Buffer VIEW ()
GetRear: () (i: T);
POST
GetRear: {partial, empty};
END;

Unless modified, this solution is not satisfactory because the method GetRear cannot be exe-

cuted; none of the synchronization-states includes this method.

With respect to the above example, it appears that the subtyping rule S, (see
§ 2.2, page 9) has to be enriched in order to allow establishing synchronization
constraints of a subtvpe and reporting them to the supertype. Such constraints
have to be settled according to the substitutability principle. Ideally, a refinement
relationship would have to be defined. Such a relation would allow definition
of a correspondence between the synchronization properties of a subtype and
the less precise ones of its supertype. However, as we have not yet foreseen
how refinement of synchronization constraints could be achieved, and compelled
by a type-checker, the current Arche definition offers a weaker enforcement of

the substitutability principle. Given an instance “o” of a class implementing a

subtype of T. the definition of subtyping ensures that synchronization of “0” may
always exhibit a behavior (i.e., the trace of methods it executes) common with
the one of objects of type T. Considering the extension of a view type T, this

criteria 1s met by the three following rules.

(Ry) An existing state of T may be redefined but this redefinition may

only be achieved through extension;
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(R2) A new state may be defined but it has to be defined as an extension

of a state already defined in T;

(R3) Post-states of T’s methods may be extended.

Syntactically, extension of synchronization-states (resp. post-states) is expressed
in the corresponding view clause by declaring methods (resp. states) to be
added to the existing synchronization-state (resp. method’s post-states). As
shown below, rule R; enables modification of example 3 so that the method
GetRear can be executed, while rules R, and R3; cope with definition of addi-

tional synchronization-states.

Example 4
Using rule Ry, type BufQueue can be completed as follows:

BufQueue = Buffer VIEW ()
GetRear : () (i: T);

STATE
full : {GetRear};
partial : {GetRear};
POST

GetRear : {full, partial}
END

States full and partial are extended by the method GetRear. The initial post-state of
BufQueue is the one of its supertype, no post-state appears in the view header. Should initial
post-states be mentioned in a subtype view, the initial post-state of the view type would then

be the union of these with those of the supertype.

Let us now consider definition of a subtype ReverseBuffer of Buffer that offers method Swap.
This method exchanges the two first elements of the buffer and thus must only execute when the
buffer size is greater than one. Type ReverseBuffer has then to define a new synchronization-

state.

ReverseBuffer = Buffer VIEW

Swap 2 0O 0O
STATE

atLeastTwo : partial: {swap};
POST

Swap : {atLeastTwo};

Put : {atLeastTwo};

Get : {atLeastTwo}

END;
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State atLeastTwo extends state partial by method Swap (rule R;); definition of POST specifies
that this state is the post-state of Swap and furthermore belongs to post-states of Put and Get

(rule Rg).

Given the definition of the conditional synchronization mechanism introduced
so far, expression and inheritance of synchronization constraints within classes

directly follow.

3.3 Conditional Synchronization Within Classes

Within view type implementations (i.e., classes), state transitions are ex-
pressed through the use of the command BECOME followed by the name of the
synchronization-state to be reached. A state transition expressed within an oper-
ation (e.g., a procedure) becomes effective only if and when the operation termi-
nates. The compiler is assigned the task to check whether synchronization-states
that may be reached during a method (resp. object initialization) execution are
only those defined in the clause POST of the view type for the corresponding
method (resp. in the view header). There is no restriction on the invocation of
BECOME within an operation. Should more than one state transition occur when
an operation executes, only the last transition is meaningful. On the other hand,
if no transition takes place, the object’s synchronization-state remains. Expres-
sion of state transitions is illustrated hereafter, we provide an implementation of

the view type ReverseBuffer (see example 4).

Example 5
We first propose an implementation of Buffer:

CLASS CBuffer IMPLEMENTS Buffer =
CONST max = n;
VAR in, out: INTEGER; tamp: SEQ OF T;
PROCEDURE
Put = BEGIN
tampf{in] := i; in := (in + 1) MOD max;
IF in = (out + 1) MOD max
THEN BECOME full ELSE BECOME partial
END
END Put;
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Get = BEGIN
i := tamp[out]; out := (out + 1) MOD max;
IF in = out
THEN BECOME empty
ELSE BECOME partial
END;
RETURN (i)
END Get;
BEGIN
in := 0; out := 0; BECOME empty
END CBuffer;

A possible implementation of ReverseBuffer is then:

CLASS CReverse IMPLEMENTS ReverseBuffer =
INHERITS cBuffer;
REDEFINES Put, Get;
PROCEDURE
Put = BEGIN
SUPER(1i);
IF ABS(in-out) > 1 THEN BECOME atLeastTwo END
END put;
Get = BEGIN
i := SUPER();
IF ABS(in-out) > 1 THEN BECOME atLeastTwo END;
RETURN (1)
END Get;
Swap =
VAR x: T;
BEGIN
x := tamp{in];
tamp[in] := tamp((in+1) MOD max]; tamp({(in+1) MOD max]
END Swap;
BEGIN
SUPER()
END CReverse;

The conditional synchronization mechanism that we have proposed has been

designed so as to keep all the benefits of subtyping and inheritance. Most of

the existing proposals do not address the impact of synchronization on subtyp-

ing. Furthermore, existing object-oriented languages often prevent inheritance

of synchronization constraints, and require to rewrite synchronization code. An

overview of these proposals follows.

18



3.4 Related Work

To our knowledge, stating synchronization information within types has been
scarcely examined. A notion of type for active objects has been proposed in
[Nierstrasz et al.91]. In the same way, the proposed notion is defined to meet
requirements of substitutability in the presence of active objects. However, even
though some resemblance may be identified, it should be noted that our notion of
view type has been elaborated independently of the above research. Furthermore,
this work does not seem to have been integrated in a programming language.

The interference of synchronization with inheritance has formerly been inves-
tigated in [Kafura et al.89]. This reference has guided us in the definition of our
synchronization mechanism, notably for the use of the command BECOME. How-
ever, let us point out that the mentioned reference does not address issues related
to subtyping, this proposal being made in the framework of an Actor-based lan-
guage. Still in the framework of Actor-based languages, a general strategy has
been proposed in [Agha86] for solving synchronization problems. It consists in
explicitly buffering messages that are not ready to be processed. Once the Actor
is ready to handle the message, it resends the message to itself. This approach is
not fully satisfactory in that inherited methods have to be modified to deal with
additional ones. Another approach to synchronization in Actor-based languages
has been proposed in [Tomlinson et al.89] through the notion of enabled-set. This
proposal offers similitude with the synchronization-state notion. In the same way,
enabled-sets define messages that may be executed in the next state of the object,
and they can be inherited and composed. Two properties are further introduced
on enabled-sets: synchronization specifications can be passed in messages and pa-
rameterized on the basis of the message content. However, unlike our approach,
the issue of subtyping is ignored due to the target language, only inheritance is
addressed.

Let us now examine synchronization mechanisms offered by strongly-typed,
concurrent object-oriented languages. In the Pool family languages [America89)},
each class defines a body that implements the synchronization constraints for all
methods defined in the class. The code dispatches or delays the execution of a
message depending on the state of the object. Pool does not support inheritance
of class body and thus of synchronization constraints [America et al.89]. Besides,
commands stating acceptance of incoming messages are all over the code, and a
new acceptance command would have to be written in the inherited code for each

new method added. In the Guide language, synchronization is expressed by means

19



of a control clause enclosing activation conditions [Decouchant et al.89]. An ac-
tivation condition determines the states of an object that permit the execution
of a message for a given method. Such conditions are based on synchronization
counters [Robert et al.77], which allow boolean expressions dependent upon the
number of messages that have been received, completed, or in execution. An
activation condition may also refer to any state variables of the receiver and to
the message content. Inheritance of synchronization constraints appears to be
restrictive in Guide; a control clause is either inherited or not. Thus, inheritance
may lead to rewrite a part of the control clause already declared in the superclass.
The Hybrid language [Nierstrasz87] provides a construct, called delay-queue, that
may be opened or closed to permit messages to be executed or not. When an
operation i1s defined, it may be associated with a delay-queue. As messages arrive,
they are placed in the appropriate delay-queue based on the operation that the
message 1s requesting. There is at least one shortcoming in the hybrid approach,
closing or opening new methods within inherited methods require modification

of their code.

4 Multi-Party Synchronization

Synchronization involving more than two participants has been recognized as
a useful tool for concurrent programming. The multiway rendezvous (e.g.,
[Francez89]) and the barrier notion [Jordan et al.89] are examples of mechanisms
for multi-party synchronization. Other proposals introduce multi-party synchro-
nization mechanisms that further define abstract parallel computations. For in-
stance, the Script mechanism hides low-level details that implement patterns of
communication [Francez et al.86], and the multiprocedure notion generalizes the
procedure notion to the parallel framework [Banatre et al.86] (see § 1.2). How-
ever, to our knowledge, existing multi-party synchronization mechanisms have
been designed in the context of a fixed network. Therefore, they do not deal with
dynamic concurrency where processes are dynamically generated, destroyed, or
reconfigured. Furthermore, the issue of multi-party synchronization does not
seem to have been addressed in the framework of strongly-typed, concurrent
object-oriented programming despite its benefits for processing object states in a
concurrent framework.

The simplest structure of an object state is given by a list of variables where
some variables may be typed by a view. Such a declaration enables definition of

various graphs whose nodes have a fixed arity. However, in practice, nodes with
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non-fixed arity are often needed. Even though such nodes may be characterized
by means of a linked list, a direct representation would facilitate access to peer
nodes. The predefined view type SEQUENCE allows such a representation. For
instance, we may declare the type of a figure as: Figure = SEQ OF Polygon

where Polygon is defined as follows.

Polygon = VIEW ...
Move: (v: PO0S) ();

OBSERVER
Draw: (O O;

END;

Let us now consider the movement of a figure. We want to express that all the
figure components move in an interdependent way. As there is no need for an
ordered treatment, this may be achieved in parallel. Given the notations in-
troduced so far, concurrent management of sequence elements may be achieved
through the creation of processes so as to implement asynchronous communica-
tions. This solution is not satisfactory. Its expression leads to awkward code,
which is even worst in the presence of sharing. As a sequence is not handled as a
whole but at the element level, modifying a shared sequence requires additional
synchronization. For instance, let us consider that a figure is owned by two users
that both want to move it. It is then necessary to explicitly serialize operations
applied on the figure’s elements?. In the same way, additional synchronization is
needed when series of operations are to be performed on a sequence. For instance,
let us consider a programmer that wants to move a figure and then draw it on a
screen. Explicit serialization is required if one does not want to draw the figure

until all its elements have been moved.

4.1 From Multiprocedures to Multi-Operations

In order to allow simple management of sequences, we define a new kind of call
that allows invocation of methods at the sequence level. A sequence of objects
embeds the predefined sequence operations and the methods of its composing
objects. Sequence methods that are inherited from its composing objects are to be

related to multiprocedures [Banatre et al.86, Banatre et al.89]. Thus, considering

4Let us remark here that the same problem would apply if the figure was moved sequentially.



“s”’s methods that are inherited from T are

a sequence “s” of type SEQ OF T,
called multi-operations®, and define a peculiar kind of multiprocedures.

A multi-operation signature is defined so as to express parameter passing to
each of its components; the signature is obtained by applying the type constructor
SEQ OF to each parameter type of the corresponding method declared in the
base type. For instance, given a variable F of type Figure, the signature of
the multi-operation Move of F is: Move: (SEQ OF P0S) (). Let now “p” be a
variable of type SEQ OF POS, a call to the multi-operation Move of F is written as

F ! Move(p) and is carried out as follows:

- All the objects belonging to F are synchronized;

- Input parameters are distributed among F’s components so that the :** ele-
ment of each actual parameter is given to the multi-operation’s :* compo-

nent;
- Move 1s executed in paralle] by all the components of F;

- Objects are synchronized and their respective contributions to multi-opera-

tion result -if any- are collected;

- Results -if any- are built out of each component contribution and made

available to the caller;

- Objects of F become available to execute further calls.

Finally, notice that if F is shared, the sequence cannot be modified until the call
completes. As F is an object, calls to F referring either to a multi-operation or
a predefined sequence operation are serialized. Still considering our example,
the movement of a figure F composed of four polygons, followed by its display is

expressed as:

PROCEDURE MoveFigure: (v: POS) () =
BEGIN
F ! Move(<v, v, v, v>); F ! Draw
END MoveFigure;

This solution has still some drawbacks when considering parameter passing to

the multi-operation Move; the number of translation vectors has to be equal to

5We have not retained the termn multi-method in order to avoid confusion with the notion of

multi-method existing in mulliple-dispaiching languages.
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the sequence cardinality. This significantly decreases the potential reusability of
code; should the number of figure components be modified, the multi-operation
call has to be rewritten, which further requires re-compilation of the enclosing
class. We introduce a syntactic sugar that allows expressing multicast of a pa-
rameter. Within a multi-operation call, when an expression of type T is passed
as a parameter while an expression of type SEQ OF T is expected, the expression
value is multicasted to all the multi-operation components. The above example

thus becomes:

PROCEDURE MoveFigure: (v: POS) () =
BEGIN
F ! Move(v); F ! Draw
END MoveFigure;

The proposed implementation of MoveFigure is still not satisfactory if some ele-
ments of F are shared. Calls to these elements can be interleaved with the execu-
tion of multi-operations Move and Draw. The coordinated call [Banatre et al.86]

offered by the multiprocedure notion enables preventing such a behavior.

4.2 The Notion of Coordinated Call

A coordinated call that may be issued by any multi-operation is a natural ex-
tension of the method call mechanism. All the multi-operation components join
together to call a multi-operation, and are all synchronized. When the call is
terminated, results -if any- are made available to all caller’s components before
their parallel activities resume. Naturally, the coordinated call for a single ele-
ment sequence is the traditional method call. The relationship between a calling
sequence and the called sequence is a many in many nesting. A coordinated call
1s expressed by stating COCALL before the call expression. Furthermore, pseudo-
variables are introduced so that components may specify information with respect
to their role in the embedding multi-operation (or sequence).

When a method executes as a component of a multi-operation, it may re-
fer to the corresponding sequence through the use of the pseudo-variable WE.
For instance, when an object of F executes Move in response to F ! Move(v),
WE refers to F. However, should an object “o” execute a method apart from a
multi-operation, accessing WE refers to the sequence <o>. Finally, the order of a
given object within a sequence may be known by using ME hence leading to the
equality WE(ME) = SELF within any procedure. We are now able to modify the

implementation of MoveFigure. The following method MoveDraw:
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MoveDraw: (v: POS) () =
BEGIN Move(v); COCALL WE ! Draw END MoveDraw;

is added within Polygon and MoveFigure is now written as:

PROCEDURE MoveFigure: (v: POS) () =
BEGIN F ! MoveDraw(v) END MoveFigure;

Let us remark here that the above modification proposed for Polygon is sim-
plified due to the inheritance mechanism. This example furthermore suggests

specialization of view types to use objects as sequence elements.

4.3 Related Work

The multi-operation facility may be related to linguistic constructs proposed in
the literature for concurrent programming. The FT-Actions [Jalote et al.86] al-
lows composition of parallel computations. However, the composition can only be
achieved through static nesting and the number of calling components should be
equal to the one of the callee. The Script notion [Francez et al.86] also requires
the number of calling components to be equal to the one of the callee; nonetheless,
the nesting of Scripts is dynamic. Compared to the above constructs, the multi-
operation notion enables expression of a more general nesting (i.e., n components
within m). Furthermore, the multi-operation notion is defined to cope with dy-
namic concurrency while existing proposals, including the multiprocedure notion,
are made in the context of a fixed network. The strong synchronization offered
by the coordinated call may be related to the barrier notion [Jordan et al.89]. In
the same way, notations are introduced to express that processes have to wait
for each other prior to continue their execution. However, the barrier notation
is a low level synchronization primitive while the multi-operation notion allows
definition of abstract parallel computations. Finally, Actor-based languages allow
expressing concurrent evaluation of the arguments of a functional form [Agha86].
A join continuation is further provided to synchronize the evaluation of the dif-
ferent arguments. Despite its functional nature, this last form of synchronization

is very close to the barrier notation.

5 Conclusions

In this paper, we have presented a new strongly-typed, concurrent object-oriented
language, called Arche, intended to support the development of distributed ap-

plications.



5.1 Assessment of our Proposal

In the Arche language, mutual exclusion is implicit; methods that modify the
object state (i.e., modifiers) are serialized while others (i.e., observers) may be
executed concurrently. Compared to existing proposals, this may seem as a re-
strictive choice. However, this facilitates formal setting of object properties since
association of pre- and post-assertions to procedures according to the object state
becomes possible.

Provisions for conditional synchronization have been defined so as to keep all
the advantages of subtyping and inheritance. In particular, information related
to conditional synchronization is stated within the object type. More precisely,
we have introduced a new mechanism for conditional synchronization, which is
based on the type-state notion [Strom et al.86]. Availability of object methods
at a given time is defined by synchronization-states that are declared in the ob-

ject type. A synchronization-state “s” specifies the set of methods that may

“s”  This additional characterization of

be executed when an object is in state
types relates subtyping to the behavior of resulting processes. Thus, when an
object is to be used in place of another one through the use of subtyping, its
behavior as a process is also determinant in the validity of the substitution. In-
dependently of our research, integration of synchronization information within
types for active objects has been studied in [Nierstrasz et al.91]. However, to
our knowledge, this work has not been incorporated within a programming lan-
guage. As for conditional synchronization mechanisms, the most related to ours
are those of [Kafura et al.89] and [Tomlinson et al.89]. Nonetheless, these pro-
posals are made in the framework of the Actor model and thus avoid the issue of
subtyping, only inheritance of synchronization properties is addressed. Finally, as
discussed previously, most strongly-typed, concurrent object-oriented languages
do not support straight inheritance of synchronization properties. Moreover, none
of these proposals considers the impact of concurrency control on subtyping. In-
tegration of synchronization information within view types has led us to restrict
inheritance to satisfy subtyping; a class can inherit from another class C only if
it implements a subtype of the type implemented by C.

The Arche language supports application of operations on a collection of ob-
jects through the multi-operation notion, which is based on the multiprocedure
notion [Banatre et al.86]. This facility permits declaration and composition of
parallel computations hence resulting in a general dynamic nesting of n com-

ponents within m. To our knowledge, such a facility has never been addressed



in the framework of strongly-typed, concurrent object-oriented programming de-
spite its ability to simply manage collection of peer objects. Furthermore, in
addition to the benefits of the multi-operation notion discussed in this paper and
deeper examined in [Benveniste92], it also offers advantages from the perspective
of fault-tolerance. Study of error recovery in asynchronous systems has led to
identify the decomposition of a parallel application into parallel sub-actions as
essential for the design of fault-tolerant distributed software [Campbell et al.86].
As multi-operations can be composed through coordinated calls, a large parallel
operation may be defined in terms of smaller ones. Furthermore, replication has
been recognized as worthwhile to enforce fault-tolerance in a distributed system:.
Multi-operations allow simple management of copy consistency. Among other so-
lutions, a straightforward implementation consists in invoking a multi-operation
any time a replicated entity is modified, the invoked sequence being composed of
all the objects that own a copy. Benefits of the multi-operation notion for fault-
tolerance are further increased due to the Arche exception handling mechanism
[Issarny92] that provides basic support for writing robust and reusable concur-
rent applications. We have not detailed this aspect in our paper for brevity. The
interested reader is referred to the above reference in which the use of the Arche
exception handling mechanism and multi-operation notion to program robust,

distributed applications is examined.

5.2 Future Work

A compiler for the Arche language has been implemented in the framework of the
INRIA/Bull project Gothic at the research institute IRISA (Rennes, France). The
compiler generates C code that is intended to execute on the object-based system
Gothic [Banatre et al.92]. The Gothic system notably provides complex built-in
operations to help management of Arche parallel features (e.g., multi-operations,
coordinated call). The current implementation of Arche has still to be enhanced
to support efficient and fair execution of multi-operations. This is a difficult
problem that requires further research prior to be solved. In particular, we have
to design an efficient protocol to solve concurrent multi-operation calls whose
respective destination sequences share common objects. This problem may be
seen as a generalization of the problem that underlies the effective implementation
of the input-output construct of CSP [Buckley et al.83].

Throughout this paper, we have emphasized our concern with software correct-

ness. Formal semantics along with good specification, verification and validation
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techniques for Arche appears to be an attractive area for future research. In par-
ticular, the issue of software correctness has to be investigated. We have pointed
out that the n-readers/l-writer policy implemented within objects provides a
sound basis towards the definition of assertions for procedures. However, the
Arche language does not enforce this feature unlike, for instance, the Eiffel lan-
guage [Meyer88]. Morcover, composition of object properties so as to define prop-
erties of a whole application has also to be examined. Definition of a proof theory
for a concurrent object-oriented language (i.e., a subset of Pool [America89]) has
been proposed in [America et al.88]. Nonetheless, this work eludes some lan-
guage features; for instance, the original Pool communication model is replaced
by CSP-like communications. Besides examining formal aspects, we are also con-
cerned with integration of additional mechanisms within Arche so as to provide

the programiner with better supports for development of large software.
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