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Abstract

We introduce Persistent Term Rewriting Systems (PTRSs) by restricting ways of redex-
creation during reductions in Orthogonal Term Rewriting Systems (OTRSs,[4], [7]). In particu-
lar, Recursive (Applicative) Program Schemes (RPSs, [3]), considered as TRSs, are persistent.
We establish criteria for weak and strong normalization of terms in PTRSs and prove that
they are decidable. The decidability of weak normalization implies immediately that RPSs do
not have full computational power. We find a decidable, necessary, and sufficient condition for
syntactical equivalence of PTRSs. We also prove that the reducibility problem is decidable in
PTRSs. Finally, we design an optimal, sequential normalizing strategy for PTRSs. In particu-
lar, if ¢ is a normalizable term in an RPS, then the number of steps in the optimal reduction
of t to normal form coincides with the minimum number of redex families (in the sense of [2])
contracted in reductions of ¢ to normal form.

Propriétés décidables et normalisation optimale
dans les systémes de réécriture persitents

Résumé

Dans cet article, nous introduisons la notion nouvelle de systéme de réécriture de termes
persistent. La sous-classe des systémes de réécriture persistents s’obtient & partir de la classe
générale des systémes de réécriture orthogonaux, en restreignant les possibilités de création de
radicaux. Les schémas de programmes récursifs, par exemple, sont des systémes persistents.
Nous établissons ici une caractérisation des propriétés de normalisation faible puis forte dans
le cas des systémes persistents et prouvons que ces propriétés sont décidables. La décidabilité
de la normalisation faible suffit & montrer que les systémes persistents n’ont pas la puissance
des machines de Turing. Nous présentons d’autres résultats de décidabilité dans les systémes
persistents : ’équivalence syntarigue de deux systémes est décidable (et nous en donnons un
critére simple), ainsi que le probléeme de la réductibilité. Enfin, nous construisons effectivement
une stratégie séquentielle normalisante et optimale qui s’applique & tous les systémes persistents.
En outre, pour tout terme t normalisable, le nombre d’étapes de la réduction optimale qui
calcule la forme normale de ¢ est égal au nombre minimal de familles de radicaux (au sens
de [2]) contracté par une réduction normalisante issue du terme ¢.



1 Introduction

The complexity of a rewrite system can be characterized by relating left-hand-sides and right-
hand-sides of rewrite-rules rather than by the structure of left-hand-sides only, as specified by
left-linearity, left-normality of O’Donnell [11], and strong sequentiality of Huet-Lévy [5]. We sug-
gest classifying orthogonal TRSs (which do not have critical pairs, i.e., are left-linear and non-
overlapping) depending on

(a) whether creation of a redex depends only on a rewrite rule or whether the arguments of the
contracted redex and the context in which it is contracted also take part in the creation, and

(b) what kind of absorption of redexes that are outside of the contracted one is possible within
arguments of created redexes.

The simplest TRSs are “development-like” systems, which we call non-creating, since no creation
of new redexes is possible. The Recursive Program Schemes (RPSs) fall in the class of persistent
systems (PTRSs), where the creation of a redex depends only on the rewrite rule; actual arguments
and context do not matter. Therefore RPSs are also inside-creating, i.e., each created redex is
inside the contractum of the contracted redex, and non-absorbing, i.e., new redexes cannot absorb
subterms (in particular redexes) that are outside the contracted redex. In this classification, left-
normal systems (where function symbols precede variables in left-hand-sides or rules), such as the
A-calculus and Combinatory Logic, fall into non-left-absorbing systems, where the created redex
cannot absorb a subterm to the left of the contracted redex. One can define non-absorbing and
non-right-absorbing systems as well. In outside-creating systems, each created redex contains a
symbol above the contracted redex. These classes are all different in terms of the normalization
and termination behaviour of terms. For example, non-creating and outside-creating systems are
strongly normalizable (i.e., all reductions are terminating); for non-absorbing systems, any out-
ermost strategy is normalizing; in non-left-absorbing systems, the leftmost-outermost strategy is
normalizing, and so on. Here we study PTRSs, since they have very rich syntactical theory.

Huet-Lévy’s [5] idea for constructing normalizing reductions is to find the redexes that need to
be contracted in order to reach a normal form [5] or, according to Maranget [9], that cannot be
erased by contraction of other redexes only. Our approach [6] is to determine which subterms of a
term (redexes in particular) are essential in the sense that they contribute to the finite or infinite
result of computation. Essential subterms can be characterized using a descendant relation, which
allows the tracing of all subterms (in particular redexes after their contraction). We define the
descendant of a contracted redex and all of its pattern-subterms, which are rooted at non-variable
positions of corresponding rewrite rules, to be the contractum. Descendants of other subterms,
which are in arguments of the contracted redex or outside it, are defined in the usual way. Thus a
subterm is essential if it has a descendant under any reduction and is inessential otherwise.

The main feature of PTRSs is that any free subterm, i.e., a subterm that is not a pattern-
subterm of a redex, remains free under any reduction. Thus free subterms never take part in
the redex-creation. This implies that whether an argument of a redex is essential or not depends
only on the rewrite rule. Thus each rule has its essentiality indicator, indicating which arguments
are essential. Therefore a subterm is inessential iff it is in an inessential argument of a redex,
i.e., there is a redex that makes the subterm inessential. Using these properties, we establish
criteria for strong normalization and for weak normalization (i.e., existence of a normal form). For
example, a term is normalizable iff all of its essential free subterms are normalizable. This holds
iff all of its essential redexes are semi-finite, meaning that left-hand-sides of corresponding rules



are normalizable. Fortunately, all the needed information can be extracted from essential rule-
trees, which are trees with rules as nodes and redexes corresponding to successors have essential
occurrences in right-hand-sides of ancestors. For example, redex is semi-finite iff the corresponding
essential rule-tree is finite. But to construct the essential rule-trees, we must be able to find all the
essential redexes in a given term. For this we need to know the essentiality indicators of the redexes,
which in turn can be found after accomplishing the construction of essential trees. However, there
is a way out of this circle, since we can stop the construction of an essential rule-tree as soon as
we detect a cycle in it (i.e., two occurrences of the same rule one above another), since in this case
the tree is obviously infinite and the corresponding redexes are not semi-finite. The bulk of section
6 is devoted to the algorithms for constructing essential rule trees, finding all essential redexes in
a given term, finding essentiality indicators of rules, and decision algorithms for weak and strong
normalization, which does not need to make actual transformation of the input term.

Note that decidability of weak normalization for PTRSs implies immediately that persistent
languages, for example RPSs, do not have full computational power. Indeed, the existence of
an interpretor for, say A-calculus, in a PTRS would imply decidability of weak normalization for
A-terms, which is not valid [1].

Further, we study the question of optimal normalization of terms in PTRSs. The Berry-Lévy
(2] approach to the question for RPSs is to formalize a sharing mechanism, which was proposed
by Vuillemin [12] and which leads to a graph representation of RPSs [10], by the family relation.
They suggest to reduce all redexes in the leftmost family in one step. This approach makes it
possible to avoid reductions of useless redexes and manages the duplication of redexes by counting
the contractions of redexes “of the same origin” as 1 in their definition of the cost of reductions.
The merit of this approach is that it is applicable also for the A-calculus [8]. However it is still
possible to have a feasible, sequential, optimal strategy for PTRSs. In particular, we show that
contraction of innermost essential redexes leads to normal form in the least number of steps and
that all essential redexes can be found efficiently. We also design an algorithm for finding lengths
of optimal reductions.

Since weak normalization is decidable, for any PTRS R one can construct corresponding ir-
reducible PTRS IR(R) (with right-hand-sides of its semi-finite rules in normal form), which is
syntactically equivalent to R, meaning that any term ¢ has R-normal form iff it has an IR(R)-
normal form and they coincide. Further, we show that syntactically equivalent PTRSs may differ
only with right-hand-sides of non-semi-finite rules. This criterion leads to a decision algorithm for
syntactical equivalence of PTRSs. Finally, we show that the reducibility problem is decidable in
PTRSs, i.e. given two terms t and s, it is decidable whether ¢ is reducible to s or not.

2 Properties of essential and independent subterms

We refer to [4] and [7] for introductions in TRS theory.

Notation We use R for TRSs; t,s,e,0 for terms; r for rewrite rules; u,v, w for redezes; P,Q
for reductions. The left-hand-side (resp. the right-hand-side) of a rewrite rule r is denoted by
LHS(r) (resp. RHS(r)). We write s € t if s is a subterm of t. A one-etep reduction, in which a
redex u in a term t is contracted, is written as ¢t — s or t — 3. We write P : t - s if P denotes a
reduction of t to s, comprising 0 or more steps. §; or simply @ denotes the empty reduction of a term
t, although 9 is also used to denote the empty set. A normal form, nf for short, of t is denoted by ‘t.



If the last term of P coincides with the initial term of @, then P+ @ denotes the concatenation of P
and Q. | P] denotes the length, i.e., the number of steps, of P. WN stands for (weak) normalization
(i.e., existence of a nf) and SN stands for strong normalization (i.e., termination of all reductions).

Definition 2.1 (1) Let r: ¢t — s be a rewrite rule in an OTRS R and v be an r-redex. Subterms
that correspond to variables of ¢ are the arguments of v and the rest is the pattern of v. Subterms
of v rooted at the pattern are called the pattern-subterms of v. The arguments, pattern and pattern-
subterms are defined analogously in the contractum of v.

(2) Let ' = &' and e be the contractum of u in s. For each argument o of u there are 0 or
more arguments of e. We call them (u-)descendants of o. Correspondingly, subterms of o have 0 or
more descendants. By definition, the descendant of each pattern-subterm of u is e. It is clear what
is to meant under descendants of subterms that are not in u. The notion of descendant extends
naturally to arbitrary reductions.

(3) Let ¢ 5 s'. Descendants of all redexes of ¢’ except u are also called residuals. A redex w in
s’ is called a new redex or a created redex, if it is not a residual of a redex of ¢.

Notation If F is a set of redexes in ¢t and P : t —+ s, then F/P denotes the set of all residuals
of redexes from F in s. If F = {u}, then we write u/P for {u}/P. In the following, F will also
denote a complete F-development, where the residuals of redexes from F are contracted as long as
possible. Similarly, if u € ¢, then u will also denote the reduction t = s.

Definition 2.2 Let Q : ¢t - s and t = e. Then the residual Q/u of Q by u is defined by induction
on |Q| as follows. If @ = 0, then Q/u=0.. If @ = Q1 + v, then Q/u = Q1/u+ v/(u/Q).

Definition 2.3 Let P:t - s and Q :t - e. Then the residual P/Q of P by Q and the residual
Q/P of Q by P are defined by induction on |P| as follows.

(1) If P =0, then P/Q =0, and Q/P = Q.

(2)If P= Py + u, then P/Q = P,/Q + u/(Q/P) and Q/P = (Q/Py)/wu.
We write PUQ for P+ Q/P.

Definition 2.4 We call the reductions P : t + ¢/ and Q : s = s’ strictly equivalent (written
P=Q)ift=s,t =3, and P-descendants and Q-descendants of any subterm of ¢ are the same
occurrences in t’ and s'.

Theorem 2.1 (Strict Church-Rosser Theorem) Let P and @ be any coinitial reductions in an
OTRS R. Then PUQ ~ QU P.

Proof Similar to the ordinary case. One has only to check that reduction steps v and v in a term
“strictly commute”: v+ v/u ~ v+ u/v.

Definition 2.5 We call a subterm s in t essential (written F.S(s,t))if s has at least one descendant
under any reduction starting from t and call it inessential (written I E(s,t)) otherwise.

Lemma 2.1 Let sg,..., sk € ¢ such that [ E(s;,t) forall ¢ = 0,...,k. Then there exists a reduction
P starting from ¢ such that none of the subterms so,..., st have P-descendants.

Proof It follows from Theorem 2.1 that, for any reductions @1 and Q. starting from 2, if s € t does
not have a Q,-descendant or a Q;-descendant, then s also does not have descendants under QU@
and Q, U Q. Thus, if P; is a reduction starting from ¢ such that s; does not have P;-descendants
(P; exists since I E(s;,t)), then we can take P = (...(P U P)U...U F).
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Lemma 2.2 Let t = t' and s € t. Then IE(s,t) iff, for every u-descendant s’ of s, TE(s,t').

Proof (=) Let IE(s,t). Then s does not have descendants under a reduction P starting from t.
By Theorem 2.1, P+ u/P =~ u+ P/u. Hence, ¢’ does not have P/u-descendants, i.e., T E(s,t"). («)
If all u-descendants of s are inessential in t’, then, by Lemma 2.1, there is a reduction P starting

from t' in which none of them have descendants. Thus s does not have u + P-descendants, i.e.,
T1E(s,t). .

Corollary 2.1 Let P :t - t’ and s € t. Then IE(s,t) iff all P-descendants of s are inessential
in t’. In particular, if ¢’ is a normal form, then ES(s,t) iff s has a P-descendant.

Lemma 2.3 Let t 5 t' and e € s € t, and let € be a u-descendant of e. Then s has a u-descendant
that contains e’.
Proof By considering all relative positions of u and e, using Definition 2.1.

Lemma 2.4 Let e € s € t and ES(e,t). Then ES(s,t).
Proof By Lemma 2.3.

Lemma 2.5 Let s be a pattern-subterm of a redex u € t. Then ES(u,t) iff ES(s,t).
Proof Let t = t'. The contractum of  is the unique descendant of u, as well as of s. Hence the
lemma follows from Corollary 2.1.

Notation We write t = (t,//es,...,tx//ex)e if €1, ..., e, are non-overlapping proper subterms in e
and t is obtained from e by their replacement with ¢,, ..., %, respectively.

Definition 2.8 We call a subterm s in t free (written F(s,t)) if s is not a proper pattern-subterm
of a redex in t. We call s € t independent (written I(s,t)) if for any reduction P starting from ¢
any P-descendant of s is free.

Definition 2.7 Let t = (t1//81,...,tx//3n)s and let P :s = eg =3 ¢; 3 ... Let us construct the
reduction P||(t):t = 0p =3 0; 23 ... as follows. If the pattern of vy does not overlap with s,, ..., sy,
then the corresponding subterm of of vg in og is a redex, and we take ug = 0j. Otherwise ug = 0.
In the first case, 0, is obtained from e; by replacing the descendants of s;,...,s, with ¢;,...,t,
respectively, and in the second case by replacing the contractum of vy with oj. Hence, in 0; we can
choose the redex u; analogously, and so on.

Remark 2.1 The reduction P||(t) depends not only on P and ¢, but also on the choice of sy, ..., sk,
but the notation will not give rise to ambiguity.

Lemma 2.6 Let t = (t1//81,...,ts//8n)s, the subterms s;,...,8; be independent and essential
in s, and 8x41,...,8n be inessential in s. Further,let P :s -+ s’ and Q = P||(t): t = ¢'. Then

(1) The term ¢’ can be obtained from s’ by replacing the descendants of sy,...s; with t,...,t
respectively, and by replacing the descendants of sg41,...,8,. The replaced occurrences of t;,...,%
in ¢’ are the only descendants of ¢;,...,8 € t.

(2) If e and o are corresponding subterms in s and ¢, then e has P-descendants iff o has Q-
descendants; each @-descendant of o is in the subterm that corresponds to some P-descendant
of e.

(3) If P is normalizing, then, for all j = 1,...,k, s; has a descendant in s’, which is a nf of s;.

(4) If P’ is a reduction starting from ¢ in which infinitely many contracted redexes are outside
the descendants of s;,...3; and do not contain them as pattern-subterms, then P||(¢) is infinite.
Proof (1)-(3) can be proved by induction on |P|, and (4) follows from Definition 2.7.



Corollary 2.2 Let t = (t1//81,...,tx//5n)s, where 38;,..., s are essential and independent in s,

subterms Sg41,...,9, are inessential in 8, and ?,,...,% are independent in t.
(1) If " and ¢’ are any corresponding subterms in s and ¢, then ES(¢',s) iff ES(?,1).
(2) If s is weakly normalizable, then s, is weakly normalizable for all : = 1,..., k.

(3) If s is weakly normalizable and ¢; is weakly normalizable for all i = 1,...,k, then ¢ is weakly
normalizable and the normal form !t of ¢ can be obtained from !s by replacing the descendants of
S1,..-,8k, Which are occurrences of lsy,..., '8¢, with !ty,...,!tx respectively.

(4) If s is strongly normalizable, k = n, and ¢; is strongly normalizable for all i = 1...n, then
t is strongly normalizable.

Lemma 2.7 Let t be a term in an OTRS, let I(s,t), P : t -+ ¢ and let s have a P-descendant
s’ € t'. Then there exists a reduction Q : s - s’ such that any subterm e € s has a P-descendant
in s’ € t' iff e has a Q-descendant in &'

Proof Easy induction on |P|.

Corollary 2.3 Let t be a term in an OTRS, let ES(e,s), ES(s,t), and I(s,t). Then ES(e,t).

3 Criteria for strong and weak normalization

Definition 3.1 (1) Let t 5 s in an OTRS R, and let v € s be a new redex. We call v generated if
its pattern is in the pattern of the contractum of u.
(2) We call an OTRS R persistent if for each reduction step in R any created redex is generated.

Lemma 3.1 Let ¢t be a term in a PTRS, let e be free in ¢, and let t 5 s. Then any descendant of
e in s is free, i.e., e is free iff it is independent.
Proof By considering all relative positions of e and u.

Definition 3.2 Let r be a rule in a PTRS. We call the sequence of numbers of essential arguments
of LH S(r) the essentiality indicator of r (written EI(r)). By definition, any r-redex has the same
essentiality indicator.

It follows from Corollary 2.2.(1) that if i € EI(r), then the i** argument of any r-redex u is
essential in u.

Theorem 3.1 Let ¢ be a term in a PTRS.

(1) Each outermost redex in t is essential.

(2) If s is a free essential subterm of t and e is essential in s, then e is essential in ¢ as well.

(3) A subterm e is inessential in ¢ iff e is in an inessential argument of an essential redex of t.
Proof (1) Immediate.

(2) By Lemma 3.1 and Corollary 2.3.

(3) (=) Since IE(e,t), e is inside an outermost, hence essential, redex. Let u be the innermost
among essential redexes that contain e. It follows from Lemma 2.5 that e is in an argument s of u.
Since there is no redex in s that contains e, we have ES(e, s). But u is free in t and s is free in u.
Thus, by (2), IE(e,u) and /E(s,u). (<) By Corollary 2.3.



Definition 3.3 (1) We call a redex in a PTRS R trivial if it is a LHS of a rewrite rule in R. We
call two redexes u and v similar (written u ~ v) if they are instances of the same rule.

(2) We call a redex u finite if its similar trivial redex is SN, and call infinite otherwise. We call
a rule r € R finite if the trivial r-redex is finite and call infinite otherwise.

(3) We call a redex u semi-finite if its similar trivial redex is WN and call strictly infinite
otherwise. We call a rule r € R semi-finite if the trivial r-redex is semi-finite and call strictly
infinite otherwise.

Theorem 3.2 Let t be a term in a PTRS. Then ? is strongly normalizable iff each redex in t is
finite.

Proof (=) Obviously, any redex u in t is SN. Thus, by Corollary 2.2.(4), the trivial redex similar
to u is SN as well. (<) By induction on the number n of redexes in t. The case n = 0 is trivial.
So let n > 0, u be an innermost redex in t, and s = (z//u)t. By the induction assumption, s is
SN. Since arguments of u are in nf and u is a finite redex, Corollary 2.2.(4) implies that u is SN.
Since t = (u//z)s, we have again by Corollary 2.2.(4) that t is SN.

Theorem 3.3 Let t be a term in a PTRS. Then t is weakly normalizable iff each essential redex
in t is semi-finite.

Proof (=) By Corollary 2.2.(2), any essential redex u in ¢ and all essential independent subterms
of u are WN. Thus, by Corollary 2.2.(3), the trivial redex similar to u is WN as well. (<) By
induction on the number n of essential redexes in ¢. If n = 0, then, by Theorem 3.1.(1), ¢ is a nf and
hence t is WN. So suppose that n > 0. Let u be an innermost among essential redexes in ¢ and v
be the trivial redex similar to u. By the assumption, vis WN. It follows from Theorem 3.1.(1)-(2)
that essential arguments of u are in nf. Thus, by Corollary 2.2.(3), u is WN. Let ¢’ = ('u//u)t.
By Corollary 2.2.(1), t’ contains n — 1 essential redexes. Thus, by the induction assumption, ¢’ is
WN. Hence tis WN.

Definition 3.4 Let R be a PTRS and r € R.

(1) The r-tree (resp. the essential r-tree) is the maximal tree with rules as nodes and r as the
root such that a redex corresponding to a node has an occurrence (resp. an essential occurrence)
in RHSs of its ancestor node.

(2) We call R hierarchic (resp. essentially hierarchic) if there exists a function f : R - N
such that if ' € R is a successor (resp. an essential successor) of an r” € R, then f(r") > f(r').
(Under “r' is an essential successors of r"” we mean that an r’-redex has an essential occurrence in
RH S(r")). We call such an f a hierarchic (resp. an essentially hierarchic) enumeration of R.

Theorem 3.4 Let R be a PTRS, r € R and u be an r-redex. Then u is a finite redex iff the r-tree
is finite.

Proof (=) If the r-tree has an infinite branch rg,ry,..., then one can construct infinite reduction
of the trivial r-redex v 2 t; 23 t; 3 ..., where v; is an ry-redex created by v, v, is an ry-redex
created by v, and so on. (<) By induction on the height n of the r-tree. If n = 0, then contractum
s of the trivial r-redex v is nf. If n > 1, then by the induction assumption, each redex in s is finite.
Hence, by Theorem 3.2, s is SN. Thus, v is also SN, i.e., u is finite.

Theorem 3.5 Let R be a PTRS. Then the following are equivalent:
(1) R is strongly normalizable;



(2) all trees in R are finite;

(3) R is hierarchic;

(4) all redexes in R are finite.
Proof ((1)=(2)) As we have seen in the proof of Theorem 3.4, existence of an infinite branch
would imply existence of infinite reduction.

((2)=(3)) For any r € R, let f(r) be the height of the r-tree. It is easy to see that f is a
hierarchic enumeration of R.

({3)=(4)) Let f be a hierarchic enumeration of R and r € R. Let us prove by induction on
n = f(r) that the trivial r-redex v is SN. If n = 0, then the contractum s of v is a nf and so v is
SN. If n > 1, then by the induction assumption each essential redex in s is semi-finite. Hence, by
Theorem 3.2, sis SN. Thus v is SN, i.e., any r-redex is finite.

((4)=(1)) By Theorem 3.2.

Lemma 3.2 Let 7’ be a successor of r in the essential r-tree. If u is an essential r-redex in ¢ and
t = s, then s contains an essential r'-redex created by u.

Proof By Definition 3.4, the contractum e of u contains an essential r’-redex v created by u. By
Corollary 2.1, ES(e, s). By Lemma 3.1, e is free in 3. Thus by Theorem 3.1.(2), ES(v, s).

Theorem 3.6 Let R be a PTRS, r € R, and u be an r-redex. Then u is a semi-finite redex iff the
essential r-tree is finite.

Proof (=) Hf the essential r-tree has an infinite branch rq,ry,..., then by Lemma 3.2, we can
construct infinite essential reduction of the trivial r-redex v = t; 3 t, 2 ..., where vy is an
essential ry-redex created by v, v; is an essential rp-redex created by v, and so on. (<) By
induction on the height n of the essential r-tree. If n = 0, then contractum s of the trivial r-redex
vis anf. If n > 1, then by the induction assumption, each essential redex in s is semi-finite. Hence,

by Theorem 3.3, s is WN. Thus v is WN, i.e., u is semi-finite.

Theorem 3.7 Let R be a PTRS. Then the following are equivalent:

(1) R is weakly normalizable;

(2) all essential trees in R are finite;

(3) R is essentially hierarchic;

(4) all redexes in R are semi-finite.

Proof ((1)=(2)) As we have seen in the proof of Theorem 3.6, existence of an infinite essential
branch would imply existence of an infinite essential reduction.

((2)=(3)) For any r € R, let f(r) be the height of the essential r-tree. It is easy to see that f
is an essential hierarchic enumeration of R.

((3)=(4)) Let f be an essential hierarchic enumeration of R and r € R. Let us prove by
induction on n = f(r) that the trivial r-redex v is WN. If n = 0, then by Theorem 3.1.(1) the
contractum s of v is a nf, and so v is WN. If n > 1, then by the induction assumption, each
essential redex in s is semi-finite. Hence, by Theorem 3.3, s is WN. Thus v is WN, i.e., any
r-redex is semi-finite.

((4)=(1)) By Theorem 3.3.



4 Optimal reductions

Lemma 4.1 Let t = s, ¢/ LA s, un~u, ES(u,t), ES(¢/,t'), and let e and €' be corresponding
pattern-subterms in contractums o and o' of u and v’ respectively. Then ES(e, s) iff ES(¢€’, ).
Proof It follows from ES(u,t), ES(u/,t'), and Corollary 2.1 that ES(o,s) and ES(¢/,s'). By
Lemma 3.1 and Corollary 2.2.(1), ES(e,0) iff ES(€/,0’). But by Lemma 3.1, 0 and o' are free.
Thus by Theorem 3.1.(2), ES(e, s) iff ES(¢', ).

Definition 4.1 We call a redex u € t innermost essential if u is an essential redex that does not
contain essential redexes.

Theorem 4.1 Let ¢t be a term in a PTRS. Contraction of innermost essential redexes gives a
reduction of t to normal form with the least number of steps, whenever the normal form exists.
Proof Let P:t =1ty =2 ... - t, be a normalizing reduction starting from t and Q : t = 39 =3 s; >
... be an innermost essential reduction. It is enough to assign a number n; < n to each ¢ < |Q] in
such a way that ¢ # j implies n; # n;. We show by induction on i that there is a number n; < n
such that ES(un,,ts;) and u,; ~ v;.

(1) Let 7 = 0. Since vg is essential in ¢ and t, is a nf, it follows from Corollary 2.1 that at least
one essential residual of vg is contracted in P. Thus we can take as ng a number such that u,, is
an essential residual of vg. Obviously, v ~ up,.

(2) Suppose that for each i < m, we have already defined n; < n such that ES(u,,,t,,) and
un, ~ v;, and assume that ¢ = m. Consider two possible cases: (a) vy, is a residual of a redex
v’ € t. It follows from ES(vp,8,) and Corollary 2.1 that ES(v’,t). Thus, as before, there is a
number n,, such that u,_ is an essential residual of v’. (b) There is a number k such that v,, is a
residual of a redex v* € si generated by vx_;. By the induction assumption, u,,_, is essential and
Up,_, ~ Vk—1. Let { = ng_; +1 and w* € #; be the redex generated by u,,_, that corresponds to v*.
By Lemma 4.1, ES(v*, s¢) iff ES(w™,t;). But by Corollary 2.1, ES(v., ) implies ES(v*, sx). Thus
ES(w*,t;). Hence at least one essential residual of w* is contracted in P, i.e., there is a number
n, such that u,  is an essential residual of w*. Thus u,, ~ v, and ES(u,,,,t,,. ). Hence n; can
be constructed for each ¢ < |@|. Since @ is innermost essential, any essential redex in s; has at
most one residual contracted in Q. Hence, ¢ # j implies n; # n; and this completes the proof.

Definition 4.2 Let R be a PTRS. Let us define numbers ||r|| and ||u|| for any semi-finite rule r € R
and any r-redex u by induction on the height of the essential r-tree as follows. Let u,,...,u,, be
all essential occurrences of redexes in RHS(r). Then [|r|| = 172, |Jusl| + 1 and [|uf| = ||=||.

Theorem 4.2 Let R be a PTRS, ¢ be a normalizable term in R, and u;,...,u, be all essential
occurrences of redexes in . Then the greatest lower bound I(¢) of lengths of normalizing R-
reductions starting from ¢ coincides with "%, |Jull.

Proof It can be proved by induction on the height of the essential r-tree that for any r-redex u
with arguments in nf the length of the rightmost innermost essential normalizing reduction starting
from u is ||u||. Thus the length of the rightmost innermost essential normalizing reduction starting
from ¢ is 3.7 ||u;|| and the theorem follows from Theorem 4.1.

Corollary 4.1 Let R be a non-creating OTRS, i.e., such an OTRS in which no redexes are created
during reduction steps, and let ¢t be a term in R. Then the greatest lower bound I(2) of lengths
of normalizing R-reductions starting from ¢ coincides with the number of essential redexes in t.
(Developments can be represented as reductions in non-creating OTRSs).



5 Syntactical equivalence

Definition 5.1 ([7]). A reduction P is called outermost-fair if P does not contain a term with an
outermost redex which infinitely long stays an outermost and which is never contracted.

We shall use the following theorem of Klop [7].
Theorem 5.1 ([7]). Outermost-fair reductions are normalizing in OTRSs.

Definition 5.2 Let R and R’ be the OTRSs with the same alphabet. We call R and R’ syntactically
equivalent (written R ~ R') if a term ¢ has an R-nf iff it has an R'-nf and these nf’s coincide.

Lemma 5.1 Let R = {r;:t; — s;|i € I} be an OTRS, s; -» ¢;in Randlet R’ = {r}:t — ¢]i € I}.
Further, let u be an R-redex and « — o in R'. Then v —» o in R.

Proof Let u be an rj-redex, j € I. Then the reduction obtained from the R-reduction t; — s; —» ¢;
by replacing variables with corresponding arguments of u is a reduction © —» o in R.

Theorem 5.2 Let R = {r;:t; — s;|i € I} be an OTRS, s; » ¢; in Rand let R' = {rl:t — ¢;]i €
I}. Then R ~ R'. In particular, R ~ I R(R).

Proof Let P:t =ty — t; — ... be an outermost-fair reduction in R’. Then, by Lemma 5.1,
there is a reduction @ : ¢t = 39 = 8, = ... % 8, » ...in R, where s;, =¢t; (i = 1,2,...) and
Qi : Sk, —* Sk,,, is constructed as in Lemma 5.1. Let u,, € s,, and k; < m < k. Since P is
outermost-fair, none of outermost residuals of un, in sk, (if any) stay outermost in Q, i.e., Q is
outermost-fair as well. Now the theorem follows from Theorem 5.1.

Definition 5.3 We call a semi-finite rule r : ¢ — s in a PTRS R irreducible if s is in R-nf.
IR(r):t —!s is the irreducible rule corresponding to r. R is irreducible if each semi-finite rule in
R is irreducible. The irreducible PTRS obtained from R by replacing all semi-finite rules with the
corresponding irreducible rules is denoted by IR(R).

Theorem 5.3 Let R and R’ be irreducible PTRSs with the same alphabet. Then R ~ R’ iff R
and R’ are identical except for the RHSs of strictly infinite rules.
Proof (=) Let r:t — s be a rule in R with s in R-nf. Since R ~ R’, t has the same nf s in R’
By Theorem 3.1.(1), ¢ contains an essential R’-redex u. By Theorem 3.3, u is semi-finite in R'.
Since R ~ R/, uis not in R-nf and it contains an R-redex v. Thus the trivial R-redex t contains an
R-redex v. By the orthogonality of R, v must coincide with ¢, and hence t = u = v. Thus ¢ is also
an R'-redex. Let t = Cley,...,€ex], where C[] is the pattern of t in R', and let o = Clz;,...,z4).
Since o is an R'-redex, we can prove by analogy that o is also an R-redex. Since t is a trivial
R-redex, it follows from the orthogonality of R that o = C[zy,...,zk] = Cley,...,ex] = t. ie., t
is a trivial R'-redex. Hence, r € R'. Now consider a strictly infinite R-rule r’ : ¢’ — s’. One can
prove by analogy that t’ is the LHS of an R'-rule and s’ does not have an R’-nf, since it does not
have an R-nf.

(<) By Theorem 4.1, if a term ¢ has an R-nf, then an innermost essential R-reduction P:t =3
t, 4 ... "5 ¢ leads to its R-nf t,. By Theorem 3.3, u; is semi-finite in R. Since the sets of
semi-finite rules in R and R’ coincide and the sets of R-redexes and R'-redexes are the same, P
is also a normalizing R'-reduction. Thus if ¢ has an R-nf, then it has the same R’-nf. Since the
converse is also valid, we have R ~ R'.
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6 Decidable properties in PTRSs

Definition 6.1 Let a = 79, ..., and 3 = 13, ..., 7, be paths of a tree with rules as nodes. We call
o and B similar if m = n and r; and r! are occurrences of the same rule, i = 0,...,m. We call a a
cycle if 7o, ..., Tm—1 are occurrences of pairwise different rules and ro and r,, are occurrences of the
same rule.

Lemma 6.1 Let R be a PTRS containing n rules, and let ,r' € R. Further, let T be the r-tree
(resp. the essential r-tree) and T), be the top-subtree of T' of the height n.

(1) Each rule that occurs in T occurs also in T,.

(2) If T contains a cycle, then T}, also contains a cycle.

(3) If '-tree is finite and occurs in T, then it occurs also in Ty,.
Proof (1) Let us show by induction on k that (a): a rule having occurrence of the depth k in
T occurs also in T,,. If k < n, then (a)x is obvious. Suppose that (a); is valid for any k < m.
Let r* be a successor of a node r” of the depth m in T. By the induction assumption, (the rule
corresponding to the occurrence) r” has an occurrence r4 of the depth d < n in T;,. If d < n, then
obviously r* has an occurrence of the depthd+ 1 < nin T,. If d = n and 8 = ro,...,rq is a path
from the root rg = r to rq, then B contains at least two occurrences of some rule. Let r; and r;
be such occurrences, 0 < ¢ < j < n = d. Then the path that is similar to r;,7;41,...,74 and starts
from r; is in the top-subtree of T of height n — 1. Hence r” occurs in T,, as a node of depth less
or equal to n — 1. Thus r* has an occurrence in Ty, i.e., (a)m41 holds and (1) is proved (see the
picture below, where i = 1, j = 3 and m = n = 6).

r=r7"r
I1
S
T2 ~ -
a—
r -
T4

Ts5

Te

(2) Similarly to the proof of (1) one can show that the upmost cycle is inside T,,. Otherwise,

the path from the root to the top of the cycle would contain occurrences of the same rule.
(3) Similar to (2).

Proposition 6.1 Let R be a PTRS containing n rules and r € R. For each rule in the r-tree we
can establish whether it is finite or not as follows.

Algorithm 6.1 Construct the top-subtree T, of height n of the r-tree T'. If the height of T}, is

less than n, then each rule in T is finite. Otherwise, r is infinite and a rule 7’ from T is finite iff
7’-tree occurs in T,.
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Proof From Theorem 3.4 and Lemma 6.1.

Proposition 6.2 Let R be a PTRS, » € R, r;...7, be all essential successors of r, and let the
essentiality indicators EI(ry),..., EI(rx) be known. Then EI(r) can be found as follows.

Algorithm 6.2 Let r : t — s and z; be i-th argument of t. Check for each ¢ whether z; has an
occurrence in s that is not in an inessential argument of an r;-redex, j = ¢,...,k. Then ¢ € EI(r)
iff z; has such an occurrence in s.

Proof From Corollary 2.1 and Theorem 3.1.

Proposition 6.3 Let t be a term in a PTRS; let corresponding rules of essential redexes of ¢t be
semi-finite and their essentiality indicators and corresponding irreducible rules be known. Then
we can (a) find all essential redexes in t and (b) find the normal form !t of ¢ using the innermost
essential strategy as follows.

Algorithm 8.3 (a) Mark all outermost redexes in t; in essential arguments of marked redexes
mark all outermost redexes and so on, as long as possible. The marked redexes are all the essential
redexes in t.

(b) Choose an innermost marked redex in ¢ and reduce it using appropriate irreducible rule.
Reduce obtained term in the same way, and so on, as long as possible.

Proof (a) By Theorem 3.1. (b) By Corollary 2.1 and Theorems 3.3, 3.6 and 4.1.

Proposition 6.4 Let r:t — s be a rule in a PTRS, let 7, ...7, be all its essential successors, and
let IR(ry),...,IR(rx) and EI(ry),..., EI(rs) be known. Then IR(r), EI(r), and EI(IR(r)) can
be found as follows.

Algorithm 8.4 Using Algorithm 6.3, find !s. IR(r):t —!s is the irreducible r-rule. If z; is the
i-th argument of ¢, then i € EI(r) = EI(IR(r)) iff ; occurs in !s.

Proof EI(r)= EI(IR(r))follows from Corollary 2.1. The rest follows from Proposition 6.3.

Proposition 6.5 Let R be a PTRS containing n rules and » € R. We can establish whether r is
finite and if so, for each rule in the r-tree find its essentiality indicator and corresponding irreducible
rule as follows.

Algorithm 8.5 Construct the top-subtree T, of height n of the r-tree. If it contains a branch of
length n, then r is infinite and the algorithm stops. Otherwise, choose a leaf ry in T, find IR(ry)
and EI(r;) using Algorithm 6.4, and mark r;. Choose an unmarked leaf or an unmarked node
all successors of which are marked and use Algorithm 6.4, and so on, as long as possible. The
algorithm stops after finding I R(r) and EI(r).

Proof From Propositions 6.1 and 6.4.

12



Definition 6.2 (1) Let ¢t be a term in a PTRS R, Fp = {r',...,r*} be a set of R-rules, and let
EI(r"),..., EI(r") be known. Let us define Fg-essential redezes in t as follows. Mark all outermost
redexes in t; in essential arguments of marked r'—, ..., r*—redexes mark all outermost redexes and
so on, as long as possible. Then the marked redexes are the Fr-essential redezes in t.

(2) Let r € R. A local r-figure is a tree of the form

SN, o

where 7y ...7; are (not necessarily all) successors of r. We call (1) the initial local r-figure if
T1,...,7% are all such rules that r;~,...,r,—redexes have outermost occurrences in RHS(r). If
Fg is a set of R-rules such that Fr-essential redexes in RH S(r) are exactly the occurrences of
r1—,...,Tr—redexes, then we call (1) the local r-figure corresponding to Fg or just the local Fr-r-

figure.

Remark 6.1 Obviously, the initial local r-figure is the @-r-figure.

Lemma 6.2 Let r be a rule in a PTRS, Fg be a set of its successors, (1) be the local Fg-r-figure,
and let {ry,...,7¢} C Fg. Then (1) is the essential local r-tree.
Proof By Proposition 6.3.(a).

Proposition 6.8 Let R be a PTRS containing n rules and let r € R. We can find a cycle in the
essential r-tree if r is strictly infinite and otherwise construct the essential r-tree (the height of
which is less then n) and find irreducible rules and essentiality indicators for rules in the essential
r-tree as follows.

Algorithm 6.8 First step: Construct the initial r-figure Ty

SN,

If k = 0 then find IR(r) (it coincides with r) and EI(r) using Algorithm 6.4. The essential r-tree
is constructed. It is just r and the algorithm stops. If £ # 0 and some r; coincides with r, then the
algorithm stops by finding the cycle r,r;. Otherwise proceed by performing the second step.

m'* step (m > 1). Choose in the figure Ty, 1, constructed in (m—1)** step, either any unmarked
leaf r* or any unmarked node r* all successors of which are marked. If such a node does not exist,
i.e., each node in T},_; is marked, then the algorithm stops; T,,_; (without marks) is the essential
r-tree, and essentiality indicators and irreducible rules for all rules in the essential r-tree are found.
Otherwise:

(a) If 7* is a leaf and is not irreducible, then construct T, from Ty,_; by substituting the initial
local r*-figure for r*,

(b) If r* is not a leaf or is an irreducible leaf, then mark r*, using Algorithm 6.4 find TR(r*)
and EI(r*), and construct Ty, from T,,_; by adding new brothers Tagtr - Ty of 7°

13
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where the local r*-figure in T,, corresponds to the set of all marked successors of r+ in T),_;.
If in Ty, there is a cycle, then the algorithm stops. Otherwise proceed by performing the next
step.

Proof It follows from Lemma 6.2 that in the case (b) of the m** step r{,...r) are all essential
successors of r*. Hence Algorithm 6.4 is applicable and Algorithm 6.6 works. Since in each step of
Algorithm 6.6 either new nodes are created or an unmarked node is marked, it terminates eventually
by finding a cycle or by constructing the essential r-tree. Now the lemma follows from Theorem 3.6.

Theorem 6.1 Let R be a PTRS containing a finite number of rules and ¢ be a term in R. Then
strong normalization is decidable for R and t. The decision algorithms are as follows.

Algorithm 8.7 (a) Using Algorithm 6.1, for each rule in R establish whether it is finite or not. R
is strongly normalizable iff each rule in R is finite.

Algorithm 6.8 (b) Using Algorithm 6.1, for each rule from R whose corresponding redex occurs
in t establish whether it is finite or not. Then ¢ is strongly normalizable iff each such a rule is finite.

Proof By Theorem 3.2, Theorem 3.5, and Proposition 6.1.

Theorem 6.2 Let R be a PTRS containing a finite number of rules. Then it is decidable whether
R is weakly normalizable or not. A decision algorithm is as follows.

Algorithm 6.9 Using Algorithm 6.6, establish for each rule in- R whether it is semi-finite or not.
R is weakly normalizable iff each rule in R is semi-finite.

Proof By Proposition 6.6 and Theorem 3.7.

Theorem 6.3 Let t be a term in a PTRS with a finite number of rules. We can establish whether
t is weakly normalizable or not and in the case of positive answer find its normal form ! in the
. least number of steps using the following algorithm:

Algorithm 6.10 Using Algorithm 6.6, for each rule whose corresponding redex occurs in ¢ estab-
lish whether it is semi-finite or not, and in the case of positive answer find corresponding irreducible
rules and essentiality indicators. If at least one strictly infinite redex is not in an inessential argu-
ment of a semi-finite redex, then t is not weakly normalizable and the algorithm stops. Otherwise
replace all strictly infinite redexes by extra variables and using Algorithm 6.3 find its normal form.
It coincides with !2.
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Proof By Propositions 6.3 and 6.6, Corollary 2.2, and Theorems 3.3 and 5.2.(1).

Theorem 6.4 Let t be a term in a PTRS with a finite number of rules. Then the greatest lower
bound [(¢) of lengths of normalizing reductions starting from ¢ can be found using the following

Algorithm 8.11 Using Algorithm 6.6, for each rule whose corresponding redex occurs in ¢ estab-
lish whether it is semi-finite or not and find essentiality indicators of semi-finite rules. If at least one
strictly infinite redex is not in an inessential argument of a semi-finite redex, then I(¢) is infinite.
Otherwise, using Algorithm 6.3, find all essential redexes uy,...,ui in t and using Definition 4.2
find numbers ||uy |}, ..., |lukl. Then I(t) = ¥, Jlu].

Proof By Propositions 6.6 and 6.3 and Theorem 4.2.

Theorem 6.5 Let R and R’ be PTRSs with the same alphabet containing a finite number of rules.
Then it is decidable whether R ~ R’ or not. A decision algorithm is as follows.

Algorithm 8.12 For each rule 7 : t — s in R, establish using Algorithm 6.10 whether s is weakly
normalizable or not and find R-nf of s if it exists. Replace all semi-finite rules in R by corresponding
irreducible rules, constructing this way IR(R). Do the same for R’. Then R ~ R’ iff IR(R) and
IR(R') are identical except for the RHSs of strictly infinite rules.

Proof By Theorems 5.3, 5.2, and 6.3.

Theorem 6.8 Let t and s be any terms in a PTRS R with a finite number of rewrite rules. Then
it is decidable whether ¢ — s or not.

Proof First observe that ¢t -» s iff there is a term ¢’ obtained from f by an outermost reduction
such that the top-symbol of t’ coincides with the top-symbol of s and t/ -+ s. Now we prove the
theorem by induction on the length of s.

(1) Suppose first that ¢ and s are not redexes. If top-symbols of ¢t and s coincide, then the
decidability of t -» s follows from the induction assumption. Otherwise ¢ cannot be reduced to s.

(2) Let t be a redex and s be a non-redex. Further,let P:¢t —¢; — ... — t; be an outermost
reduction, where n is the number of the rewrite rules in R. If at least one term ¢; is not a redex
and ¢; is such a term with the minimum j, then ¢t —+» s iff ¢; = s and the decidability of ¢; —» s is
established as in the case (1). Otherwise, contraction of outermost redexes gives a “cyclic” reduction
containing only the terms that are already in P. Hence ¢ cannot be reduced to a non-redex, in
particular to s.

(3) Let both t and s be redexes. If among terms in P there is a redex similar to s, then we can
use the induction assumption. If among terms in P there is no redex similar to s but there is a
non-redex ti, then ¢t cannot be reduced to s. Otherwise, similarly to the last case in (2), all terms
in the infinite outermost reduction starting from ¢ are redexes that are not similar to s. Hence ¢
cannot be reduced to s.
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