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Abstract

Matching is recognized as the most difficult step in stereo vision. Many algorithms have
been proposed but they are not robust enough. The reason for this, in short, is that the
available matching constraints are not effectively used. In fact, the design and the imple-
mentation of a stereo algorithm are closely coupled issues. To obtain a robust algorithm,
constraints should be appropriately used. In addition, noise in the data must also be taken
into account explicitly and effectively. Therefore, in this paper, we discuss thoroughly the
stereo matching problem, beginning by a brief discussion on the choice of matching prim-
itives. Then matching constraints are discussed in detail and their use justified, especially
on the disparity continuity and the choice of a concrete measure of this constraint. Qur
main contributions are the following. (1) By making realistic assumptions, we show that a
disparity gradient (DG) fimit as small as 0.2 can be used. Support from neighboring points
is not weighted in order to make full use of structural (shape) information, which is made
possible by the small DG limit. (2) Noise (due to discretization and dislocation) is fully
taken into account and effectively dealt with in the implementation. This in turn makes
the use of a small DG limit possible. (3) Disparity discontinuity along an edge chain can
be dealt with by requiring only piecewise continuity. In fact, it is frequently observed that a
edge chain results from different surfaces due to the edge detection and linking. Abundant
tests have been performed, mostly on complex real scenes. Three of them are shown and
analyzed in this paper. The new algorithm proves to be robust and efficient.

Key words: stereo matching, disparity continuity, small disparity gradient limit, shape
information, discretization noise, edge dislocation.



Un Algorithme Robuste et Efficace
pour la Mise en Correspondance
Stéréoscopique

Résumé

Le probleme de mise en correspondance (matching) est I'étape la plus difficile en stéréo.
Beaucoup d'algorithmes de matching ont été proposés mais rares sont ceux qui sont ro-
bustes. La raison en est, en un mot, que les contraintes de matching disponibles ne sont
pas exploitées de maniere efficace. En effet, la conception d'un algorithme stéréo et son
implémentation sont des problemes étroitement liés. Afin d’obtenir un algorithme robuste,
non seulement les contraintes doivenent étre utilisées de maniere appropriée, mais le bruit
de données doit étre pris en compte explicitement et effectivement. Ainsi ce papier se pro-
pose de donner une analyse compléte du probleme de stéréo. Nous commengons par une
breve discussion sur le choix de primitives de matching. Ensuite nous discutons comment
utiliser des contraintes, en particulier celle de la continuité de disparité et comment choisir
une mesure concréte pour cette contrainte. Un algorithme est proposé en basant sur ces
analyses. Nos contributions sont les suivantes. (1) En adoptant une approche probabiliste
et des hypotheses réalistes, nous démontrons que une limite de gradient de disparité de
0.2 peut &tre utilisée. (2) Les bruits dans les données sont explicitement prises en compte,
concernant en particulier celui dans la position des primitives. (3) Le chainage bruité est
également traité. Par chalnage bruité, nous entendons |'existance de chaines de contours
ayant des éléments provenant de plusieures surfaces dans I'espace. De nombreux tests ont
été effectués, dont trois d’entre eux sont analysés dans ce papier. Ce qui permet d'affirmer
la robustesse et |'efficacité de I'algorithme.

Mots clés: matching stéréo, continuité de disparité, petite limite de gradient de disparité,
information de forme, bruit de dislocalisation.
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1 Introduction

The recovery of 3-D structure of scene is one of the fundamental problems in computer
vision. The use of stereopsis as a passive technique for this purpose has been widely
investigated over the past years. While the underlying principle - triangulation - is
straightforward, the task of identifying (matching) homologous items in two (or more)
images has proved to be very difficult[3, 4]. (This problem is commonly referred to as
correspondence problem). Research in this area has been conducted in two directions.
Theoretical work attempted to model human (or, more generally, biological) stereopsis
in order to provide a general computational framework{17, 16, 18]; whereas most efforts
have been made in the development of stereo algorithms for practical applications[4, 8].

Marr considered the stereo as a low-level module[16}, which is supported by Julesz’s
famous random-dot stereogram experiment[16]. In their computational theory, Marr
and Poggio[17] proposed two constraints for the correspondence problem, uniqueness
and continuity, both based on physical observations. Mayhew and Frisby[18] introduced
another constraint called “figural continuity”. These constraints govern the interaction
between good matches, that is, global consistency. Global constraints, together with
local ones such as similarity and epipolar geometry, constitute the base and starting
point for the design of stereo algorithms.

However, theoretical works do not show us how the available constraints should
be explored in an algorithm, neither how they should be implemented in a computer
program. Rather, one is free in making his own choices in the design and implemen-
tation. Concretely, one must consider the following problems in the design of a stereo
algorithm: What primitives are to be used? How should the continuity constraint be
used? Admitting the existence of a disparity gradient (DG) limit, what value should be
chosen? How to cope with noise in the data? How to choose an adequate compromise
between conflicting requirements? etc..

Different answers to these questions lead to different algorithms. The fact that
many stereo algorithms have been proposed and new ones are still emerging comes
from the fact that existing algorithms are not robust enough. The reason for this, in
short, is that the available matching constraints are not effectively used. So in this
paper, we first make a thorough discussion on these problems, based on which we
propose a new algorithm. Our main contributions are the following:

1. By making realistic assumptions, we show that a DG limit as small as 0.2 can
be used (appendix C). Support from neighboring points is not weighted in order
to make full use of structural (shape) information, which is made possible by the
small DG limit (§ 4).

2. Noise (due to discretization and dislocation) is fully taken into account and ef-
fectively dealt with in the implementation. This in turn makes the use of a small
DG limit possible (§ 3 and § 4).
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3. Disparity discontinuity along an edge chain can be dealt with by requiring only
piecewise continuity. In fact, it is frequently observed that a edge chain results
from different surfaces due to the edge detection and linking (§ 4).

The remainder of this paper is organized as follows. We first discuss briefly matching
primitives (§ 2). Then we give a detailed analysis of the matching problem (§ 3),
focusing on the points listed above. Based on this analysis, our new algorithm is
described (§ 4). After experimental results are reported (§ 5), a general performance
evaluation will be given (§ 6). Finally, we conclude with some perspectives (§ 7).

2 What to match?

At sight, this question would appear inappropriate, because the choice of matching
primitives should depend mainly on the imaging system and the application. However,
this choice must also take into account practical considerations, i.e., the matching
primitives should be general, available, and matchable.

Generality means that primitives should convey the majority of useful information
in any given scene. Availability means there must be techniques to extract them reli-
ably. Finally, matchability means the there must be way to apply effectively matching
constraints.

Many types primitives are found in the literature. They vary from low-level ones
such simple intensity pixels, edges, intermediate-level ones such contours (made up
of linked edges), line segments, curves, corners, regions, to high-level ones such as
structured forms. But rare are those satisfying all of the three requirements mentioned
above. Roughly speaking, lower level primitives can be extracted more easily the
high level ones. Primitives easy to obtain are difficult to match, and vice versa. For
example, regions would be ideal for surface recovering. But region segmentation itself
proves to be a very difficult problem. No currently available segmentation algorithm
available yields satisfactory results. Intensity pixels are widely used in area-based
algorithms(13, 10]. However, apart from the sensitivity to perspective distortion, these
methods operating intensity often fail at occluding boundaries of surfaces, because such
locations cannot be coped with correctly unless they are already detected, which again
require a non-trivial prior segmentation. This is particularly unacceptable considering
the fact that a great deal of information about a scene is found at such locations.
In fact the disparity continuity constraint, which should allow to select good matches
or suppress false ones, cannot be exploited appropriately(13, 14] (In [10], it is even
completely ignored). Line segments may be interesting to describe indoor scenes, but
are not suitable to scenes containing complex forms as found in outdoor situations.
Further the extraction of line segments suffers from spurious merging and splitting.

Edges represent sharp variations in image intensity. In general they describe perti-
nent events in a scene such as object boundaries, region marks, occluding boundaries
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of surfaces, or shadows of objects in 3-D space. They can be extracted easily using
efficient edge detectors such as those described in [8, 7). Further, by careful use of avail-
able matching constraints, edges can be matched reliably. Particularly, the disparity
continuity constraint can be appropriately applied. We add also that linked edges are
ready to be fitted to curves or line segments, allowing thus both indoor and outdoor
scenes to be described.

In short, we have seen that matching primitives and matching methods are related
issues. Among all types of primitives, edges seem to be the most attractive. In the
algorithm presented below, linked edges are used as input data. But this does not
necessarily mean that edges should be the only type of matching primitives. Rather, we
can think of algorithms working on different primitives which operate in a cooperative
way (see § 7).

3 The Matching process

Matching is a search. To carry it out, constraints are needed to find a unique solution.
In stereo matching, as noted by Marr ([16], p.115), the available constraints are usually
necessary, yet not necessarily sufficient. Furthermore, the stereo matching is not a
mathematically well formulated problem.

In an ill-constrained search, as is the case for stereo matching, the following obser-
vations are relevant, when the search space increases:

e the probability of error increases;

¢ the computational cost also adds up, often in a more rapid manner.

Stereo matching in general, suffers primarily from the first problem, referred to as
the false target problem{17]. To reduce the search space, one first restricts the regions
where corresponding primitives are looked for. Then the properties of these primitives
are examined: only primitives with similar properties are retained as candidates. At
this stage, local constraints are sufficient yet the solution is not unique.

To approach the solution, candidate matches are submitted to global consistency
checking using some additional constraints. The global constraints may or may not
be sufficient. The underlying idea is that while good matches tend to be mutually
consistent (in terms of disparity continuity, e.g.), this is generally not the case for false
ones. Therefore global constraints can be used for two purposes: (1) match selection;
(2) false match detection and elimination. Notice that in practice the two operations
are usually performed separately.

Thus two central problems in resolving the stereo matching are:

e restriction of search space;
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o efficient use of global constraints,

We note that these considerations are to a certain extent in conflict with the require-
ment to match as many as possible image primitives. Thus compromises must be
made. In addition, one must take into account the noisy and discrete nature of the
input, which is decisive in the design of a stereo matching algorithm. This will be
highlighted along the discussions below.

3.1 Local constraints

Local constraints include epipolar geometry and similarity. They are intended to limit
the number of candidate matches for a given primitive in one image.

Epipolar geometry

The epipolar geometry allows to restrict the search in one dimension, i.e., on lines
called epipolar lines. For non-parallel stereo setups, since image coordinates are discrete
values whereas an epipolar lines are calculated in a continuous space, the search region
consists of points immediately above and under the epipolar lines, i.e., it is a “ribbon”
of 2 pixel width, rather than a simple straight line (Figure 1).

Epipolar line

Figure 1: Epipolar line in a discrete image.

Similarity

Except for extreme cases, surface patches in a scene projected into two cameras
form similar image patches. This local similarity information is primary and has been
extensively used in searching. In case of edges, gradient magnitude and orientation can

be used. However the following problems inhibit the excessive emphasis on the use of
this information:

e the presence of noise;

4

e the perspective distortion, which produces the deformed image patches and even-
tually dissimilar patches at occluding boundaries.
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Thus a strict similarity criterion is meaningless, especially at occluding boundaries.
In other words, retained candidates should not be discriminated in the subsequent
steps for deciding good matches.

3.2 Global constraints

Global constraints are derived from physical properties of scenes. Marr and Poggio
[17] made the following relevant observations (1) a given point on physical surface has
a unique position in space at any one time; (2) matter is cohesive and separated into
objects. Furthermore, the surfaces of objects are generally such that the changes in
surface are very small compared with their distance from the viewer.

Marr and Poggio [17] proposed two constraints based on their observations:

1. Uniqueness. Each item from each image may be assigned at most one disparity
value.

2. Continuity. Disparity varies smoothly almost every where over the image.

These constraints are rather general and not ready for use unless some conditions
are satisfied. This is the case for the disparity continuity constraint in area-based
algorithms.

Mayhew and Frisby [18] introduced the notion of figural continuity which states
that in an image a chain of connected edge points probably represents the projection
of a continuous curve in 3-D space. This figural continuity is directly justified by Marr
and Poggio’s second observation and suggests the disparity continuity along any edge
chain. This constraint can be readily applied to edge chains, yet a concrete measure
of continuity remains to be determined. Also care should be taken for the case where
an edge chain results from different surfaces. In such a case, the disparity is at best
piecewise continuous.

3.2.1 Disparity continuity constraint

Given two points in the space and their projections in the two image planes, Burt and
Julesz {5] define disparity gradient (DG) as the ratio of the difference of disparity to the
separation of their cyclopean images for binocular fusion. They also showed evidence
of the existence of a DG limit in human vision system.

Inspired by the experience of Burt and Julesz, Pollard, Mayhew and Frisby propose
to impose a DG limit for the disambiguation purpose in their algorithm [22]. They
analyzed in detail the significance of imposing such a constraint, whereas their efforts
to prove the existence of a DG limit of 1 (corresponding to human vision ability) does
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not seem convincing and meaningful. In fact, in [26], a proof is given that a DG limit
of 2 exists provided that scene surfaces are opaque.

It has been reported in [22, 23] that small DG limit provides better disambiguating
power. It would be more straightforward to say that a small DG limit yields more
reliable matches, or allows smaller error percentage. The authors also pointed out that
the choice of a DG limit should be a compromise between disambiguating power and
generality - the ability to cope with as wide a range of surfaces as possible. We propose
to use a small DG limit. By small, we mean a DG limit much less than 0.5. The choice
of DG limit will be discussed in detail in § 3.4.

3.2.2 Uniqueness

Marr and Poggio’s uniqueness constraint cannot be immediately applied to image
points (or edges). In fact, a pixel has physical size and each pixel results from a
small portion of a surface. It is not difficult to imagine a situation in which a same
portion of a sloping surface in a scene form a certain number of pixels in one image,
but more (or less) in another one.

When a small DG limit is used, perspective distortion, if any, will not be significant.
Moreover with the epipolar geometry constraint, the worst case in applying the unique-
ness constraint on edges is that some points among connected edges find no match, yet
others do. In case where connected edges result from sloping surfaces and lie on an
epipolar line, it is generally out of the question to match them unambiguously. Notice
that for the first case, an interpolation is feasible to fill the holes (unmatched points)
by making use of their matched neighbors and the figural continuity.

3.2.3 Ordering

This constraint states that the relative positional order of image primitives along an
epipolar line in one image, is preserved in the other image. The constraint is a con-
ditional one because of the existence of the so-called forbidden zone[27]. When the
opacity assumption is verified, the ordering constraint is valid for most real cases and
should be useful for stereo matching.

From an implementation point of view, the following remarks can be made. First,
to use it, the stereo pair should be rectified. Second, when integrated in the matching
process, as in (2] and [19], computational efficiency does not seem satisfactory. Finally
if this constraint is used to detect matches which violate it, it is not possible to decide
from which match the violation arises. In [23] a solution based on the sum of “matching
strength” is proposed but not justified. In short, the ordering constraint is, for us,
somewhat restrictive, either in its use or in computational efficiency.
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3.3 Coarse-to-fine control structure

The coarse-to-fine matching strategy was originally proposed as part of Marr and
Poggio’s human vision theory [17]. However, we are attracted more by its practical
merit in the sense that it allows to limit the search space and thus to reduce greatly the
number of false matches. The idea is to guide the search of potential matches using
matches established at a coarser level, which should be reliable. A supplementary
benefit is the reduction of computational cost (see [14] for an analysis).

One has to note that false matches at coarser levels may lead to false matches at
their subsequent levels. But this is, in general, much less significant compared to errors
made by methods matching directly at full resolution, at least with ihe results reported
and to our knowledge.

3.4 Geometric constraints: determining appropriate values

Following the work by Arnold and Binford[1l], Stewart gave a more detailed analysis
on the derivation of geometric constraints in stereo[24, 25]'. Based on the assumption
that line segments in space are distributed uniformly on a Gaussian sphere, some prob-
ability density functions (PDF’s) are derived, among which are the PDF of orientation
difference between corresponding line segments and the PDF of the disparity gradient.

We are concerned with the determination of the threshold on orientation difference
and the DG limit. As one can see, small thresholds on these parameters allow less can-
didate matches to be retained, i.e., the disambiguation process can be eased. But how
small can they be, precisely? We show that a threshold of /6 on orientation difference
(appendix B) and a DG limit as small as 0.2 (appendix C) can be used, allowing more
than 90% of surfaces to be treated. This is done by making use of Stewart’s results
and some realistic assumptions. Notice that all derivations are realized in continuous
domain, care should be taken in dealing with noise due to image discretization and
dislocation in edge detection (see § 3.4.1).

In {22, 23], a DG limit of 0.5 has been proposed, which will enable 92.5% of scene
surfaces to be coped with at the relative depth Z = 5 (see appendix A). Since a limit
of 0.2 is sufficient to deal with the majority of surfaces, a DG limit greater than 0.2
can be said to be a sacrifice to the overall matching performance knowing that small
DG limit allows a better disambiguating power.

3.4.1 Implementation problem
Let a chosen DG limit to be DGy. Imposing such a DG limit is to say
|Adisp]|
——=— < DG
dist ~ 0

'This does not mean that we agree with all the points presented in these papers.
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where Adisp denotes the disparity difference between a pair of points and dist their
image distance. The inequality above can be rewritten as

|Adisp| < DG, - dist = Adispy(dist) (1)

Thus the DG limit is translated into an allowed disparity difference: Adispo(dist) =
DGy - dist. The computation involves image coordinates and the latter suffer from
discretization error. In the case of edge features, there exists also dislocation errors.
These errors should be taken into account. This is done by adding a constant Ad to
the allowed disparity difference, i.e., Adispg(dist) = DGy - dist + Ad. In practice, Ad
is in the order of 1 2 pixels.

The effect of the term Ad is illustrated by Figure 2. In the figure are shown two

....................

Left Contour Right Contour

Figure 2: Edge dislocation in discrete image.

corresponding chains. However, two elements of the right chain are not lined up as
it should be because of dislocation in the edge detection. Obviously, the two matches
(a,a’) and (b, ') should be consistent on the criterion of disparity continuity. Without
the term Ad, a DGy < 1 would fail to consider (a,a’) and (b,b') to be consistent
because dist,,r = 1 and thus Adispo(dist) < 1. However, by adding the constant term
Ad, this case can be quite easily and naturally treated. Moreover, doing this does not
imply sacrificing the disambiguating power, for a small DG limit can still be used.

In closing this section, we point out that a same constraint (e.g., DG limit) can be
implemented quite differently in different algorithms. However, it does not make sense
to tune parameters derived in the continuous domain for ideal cases without being
able to cope with noise properly. This explains in part why different algorithms using
similar constraints perform quite differently.
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4 The Algorithm

In this section, we describe an algorithm based on the discussions in the previous
sections?. The matching constraints implemented in this algorithm are: epipolar ge-
ometry, similarity, disparity continuity, and uniqueness. The coarse-to-fine strategy
is adopted: each image of the original stereo pair is consolidated to form a pyramid
of images representing different resolution levels. Feature extraction is carried out
independently for each level.

4.1 A voting scheme for matching

Our algorithm is basically a voting scheme, as illustrated in Figure 3, in which points
on the chains A and B in the left image are supposed to match points on the chains C
and D. We proceed the matching point by point and epipolar lines are supposed to be
parallel to the horizontal axis of the image planes. The matching is divided into two
steps: searching candidates and choosing matches.

.C
% b
Neighborhood I—‘-\ !
¢a éa éa’”’
Neighborhood 2 .
..... . i v
Left Image Right Image

Figure 3: A voting scheme for matching.

In the first step, for each edge point in the left image, candidate matches are
searched in the right image. The search is performed by applying a similarity criterion
on the epipolar lines within a predefined interval. Thus each point in the left image
may have more than one candidates, or no candidate at all. For example, in the figure,
the point a may have three candidates: a’, a” and a".

2An early presentation can be found in [9], where the stereo algorithms developed at INRIA are
presented and compared.
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In the second step, candidate matches of point are submitted to a global consistency
checking to determine a match. Consider the point a in the figure. First, we define a
neighborhood of a, N; for example. Now let us take the candidate (a,a’) and look at
the candidates of all neighbors of a. The neighbor b has one candidate (b,%’). Obviously
the pair (a,a’') and (b,b’) will give rise to a disparity gradient near zero, thus less than
a predefined DG limit DG,. So we call this “b vote for (a,a’) or (a, a') receives a vote
(termed as support in the algorithm. See next section) from b”. But (a,a”) won’t
receive vote from b because the pair (a, ") and (b, V') yields a disparity gradient bigger
than DGg. The same happens to (a,a”). Similarly, (a,a’) will receive vote from almost
every other neighbor. Both (a,d") and (a,a”) may receive some votes, for example,
from some neighbors on the vertical part of the chain A, but not from all points in Nj.
Thus the candidate (a,a’), which receives more votes from its neighbors than (a,a")
and (a, a"), is retained as a good match. The same operation is applied to every point
in the left image.

Several remarks are to be made here. First, if a smaller neighborhood is adopted, N;
for example, then it may happen that (a,a’) and (a,a”) even (a,a”) will have the same
number of votes. In such a case, we will not be able to decide the best match from the
candidates. This is in fact a case reduced to a repeating pattern. Therefore, taking an
appropriate (not too small) neighborhood size is critical for the disambiguation. This
is rather natural due to the fact that bigger neighborhood conveys more structural
information.

Second, the predefined DG limit DG, does affect the disambiguating process. The
bigger DG, the bigger the allowed disparity difference (see (1)). The allowed disparity
difference increases with the distance. It will not be surprising to see that the candidate
match (a,a”) will receive as many votes as (a,a’) if DGy is big (> 0.5, e.g.), which
make the disambiguation impossible. However, if DGy is small (0.2, e.g.) it will receive
less votes and (a, a') receives the most votes. This is why a small DG limit is preferred
for the disambiguation.

Third, this voting scheme has no restriction on the way the corresponding points
are linked into chains in the two images. As in Figure 3, the points on the chains A and
B in the left image will be matched to those on C and D without any problem. This
difference in configuration of points affects only the neighborhood for any given point.
As long as a small DG limit and a reasonably big neighborhood are adopted, the result
of matching remains the same. This feature is important because primitive extraction
is basically a low-level operation that does not guarantee to yield edge chains with
exactly the same configuration.

Fourth, as one may notice, the votes are not weighted, which is made possible by
using a small DG limit (See justification in the next section).
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4.2 Implementation

The algorithm is divided into the following steps: (1) candidate searching; (2) score
computation; (3) match validation; (4) noise suppression; (5) selection of matches
among candidates; (6) edge chain fractioning; (7) disparity interpolation. The same
operations are applied to all resolution levels.

The first time the match validation is done, it may happen that some matchable
points are still unprocessed. The score computation and match validation can be
iterated in order to match more points.

Candidate searching

Given a point to be matched, the search takes place along the epipolar line associated
with the point within a disparity range, either estimated (at the coarsest level) or
predicted (at finer levels). Edges encountered in the search region are then submitted
to similarity examination. This involves G and 6, the gradient norm and gradient
orientation, respectively. Those satisfying the following conditions are retained as
candidates:

|G - G'| < AG,
6 — 8] < Aby

where AGj is the threshold for the difference in gradient norms; and A6, that for the
difference in gradient orientations.

Computing score

This operation can be thought of as counting the votes a candidate match receives, just
as described in the precedent section. But the terms “vote” is replaced by “support”
and “number of votes” by “score”, since some modification and refinement are under
way.

Suppose we have a edge chain C composed of L ordered points: C = {p;,? € [1, L]},
each point having a list of candidate matches: M; = {m;,j € [1,n,]}, where n,; the
number of candidates of the ith point p;. Thus the score of the candidate m;;, defined
as the sum of support it receives, is formulated as follows:

Score (myj) = Y. maz{Support (m,;lmu), my € My} (2)
ex€EN(e;) ]

where N (e;) denotes e;’s neighborhood and Support (m,;|my) the support m,; receives
from Mgl of €k.
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N(e;) is an interval defined on C around e;, expressed as [Ny, Np]. Given the
predefined radius of neighborhood NS, we have

N {1, ifi- NS <1 L if i+ NS> L:
1:

i1+ NS otherwise

i— NS, otherwise and Nz = {

The determination of Support (m,;|lmx) is shown in Table 1: where dist(e;, e) is

Table 1: Support determination.

Support (my;|mu)

|disp(m;;) — disp(mg)| | mu is a candidate | my, is a validated match
< dist(e;,ex) - DGy + 1 1 2
> dist(e;, ex) - DGo + 1 0 0

the city distance between e; and ey, i.e., |Au(e;, ex)| + |Av(e;, ex)].

Several notes are in order. First, city distance is used for its simplicity. In the worst
case,
|Au(es, ex)| = [Av(es, ex),

|Au(e;, er)| + |Av(e;, ex)| = V2. \/Au(ei,ek)2 + Av(e;, ex)?,

DG, can be thought to be multiplied by +/2. It won’t be significant for a small DG,.
However, the computation is greatly reduced. In addition, we build look-up table
for the allowed disparity difference, using the fact that the “distance” involves only
integers.

Second, zero disparity difference is favored in support determination (Table 1). In
case where more than one candidates of e, can gives support, the maximal support is
taken into account (see (2)).

Third, the support is not weighted by dist(e;,ex), in contrast to most other al-
gorithms such as [20]. This is very important. It is clear that weighting support by
distance penalize support from distant neighbors and the structural information can-
not be fully used. Indeed, weighting was intended to reduce the influence of noisy
candidates, especially when a relatively big DG limit is used. But one must know
that weighting support only makes the disambiguating process more sensitive to noise,
for it implies using small neighborhood. Our algorithm imposes strict constraint on
candidates that give support by using a small DG limit. The perturbation of noisy
candidates can thus be reduced to a very low level.

Fourth, once retained, candidate matches are considered “equal”. Similarity is not
involved in the score computation.

Fifth, in principle, the bigger the neighborhood radius NS is, the better the match-
ing result. But bigger NS gives rise to increased computational cost. An alternative
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allowing the use of big NS without increasing the computation cost consists in sampling
neighbors, using every 2 or 3 neighbors for the score computation.

Finally, score computation is by nature a parallel process.

The score computation is performed in both images of the stereo pair.

Validating matches

As in {20, 11), matches are validated in a reciprocal manner. Suppose a point e in the
left image and a point €' in the right image are involved in a candidate match, i.e.,
{e, €'} is in the candidate list of e and {¢', e} that of ¢'. If both {e,e'} and {¢’, e} have
the maximal score, the two candidates are validated. As can be expected, this manner
of validation allows to greatly reduce the number of false matches. Matched points
are no more considered as candidate of any unmatched point, in order to impose the
uniqueness constraint.

Noise suppression

Noisy matches are those which violate the figural continuity and DG limit constraints,
translated into disparity continuity in the algorithm. A validated match of a point is
suppressed if it is not consistent with validated matches of the neighboring points at
either side of the point. Here the disparity continuity is required in a single-sided way.

Selection of matches among candidates

After some iterations of the score computation and match validation, there are un-
matched edge points which have matched neighboring points and hold still a candidate
list. We pick up as matches those candidates satisfying the DG limit. This opera-
tion has the same purpose as interpolation to fill-in holes (unmatched points) on a
chain, but matches obtained in this way are guaranteed to correspond to physically
existing points. The disadvantage is the increased computational cost compared to the
interpolation.

Edge chain fractioning

Edge chains are cut at locations where the disparity is continuous at only one side.
This can be considered as part of depth segmentation [15]. Moreover, the operation
prevents the disparity interpolation from being performed between edges underlying
disparity discontinuity.
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Disparity interpolation

Once noisy matches are eliminated and chains with discontinuous disparity fractioned,
the interpolation of disparity can be performed with safety for unmatched points in a
chain.

5 Experiments

The algorithm has been tested on numerous stereo pairs, including indoor, outdoor and
synthetic scenes. By doing so, we hope to evaluate the performance of the algorithm,
in particular its robustness, a critical measure for all stereo algorithms.

The three scenes we show here are chosen for their complexity. The depth variation
in the scenes is important, permitting to see whether occluding boundaries can be well
dealt with.

Evaluation of stereo algorithms based on results is always a tough task due to
lack of well-defined procedures, criteria, and database with ground truth. So here we
give both numerical results and images for qualitative analysis. Different views of the
results of 3-D reconstruction are also provided to allow a visual evaluation. Analysis,
qualitative and/or quantitative, will be made as well, whenever possible.

In this section, we first report the parameters used in the experiments. Then the
results are presented and analyzed.

5.1 Input data

The stereo imaging system uses two CCD cameras and is calibrated.

The input consists of essentially chains made up of connected edges. Edges are
detected by the edge detector described in [7]. Edge linking is performed by using
the algorithm presented in [12] and the chains serve as support for global consistency
checking . Each edge point is associated with its magnitude and orientation.

5.2 Parameter set
We summarize the parameter set involved in the algorithm.

1. Similarity criteria: AGy and A#b.
They are both fixed to 7/6 in our experiments. Note that raw images have 256
gray levels.

2. Neighborhood size: NS. -
It is fixed to 30 pixels, corresponding to a neighborhood of [—30, 30].
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3. Radius of search region for estimated disparity: [—3, 3], in pixel.
4. Disparity gradient limit: DGy. We have fixed it to 0.2.
5. Width of the epipolar ribbon: fixed to 2 pixels.

6. Disparity range.
They are variable and in a calibrated stereo system are supposed to be known.
The values we use are found in Table 2.

7. Number of iterations for the score computation and match validation.
It is fixed to 3.

During the whole test, only the disparity range is changed accordingly. The rest
of the parameter set remains the same for all stereo pairs. Although all parameters
are modifiable, they affect little on the matching results, provided that these lie in
reasonable intervals. The failures reported result rather from the characteristics of the
images (e.g., repeating patterns) than from inappropriate choice of certain parameters.

5.3 Results
Synthetic scene

This scene contains a cylinder, a cone, an ashtray, a torus, and a calibration grid. The
surfaces of the first three objects are textured. From Figure 4, we can see that almost
all edge points visible to both views are matched. The 3-D visualization® shows that
no false match is found. Zigzags in the reconstructed scene are due to the discrete
effect in edge position. Notice that textures (including squares on the grid in a large
sense) have been correctly matched. This is because the directions of repetition do not
coincide with that of epipolar lines, rather than that our algorithm is able to deal with
repeating patterns (see § 6).

Rocks and grid

This scene contains rocks and a calibration grid on the ground in front of a wall. Due
to the small depth, the perspective distortion is important, especially for the rocks.
This explains why only 55% (=9372/17047) of edge points find their potential matches
(see Table 2). Still, edges resulting from main structures of the scene are well detected
on both images and matched.

Nonetheless, the matching suffers from the repeating squares on the grid. Only a
portion of edge points of these are matched and this owing to the coarse-to-fine control

3Reconstructed points of a same chain are linked. This same is true for all 3-D visualizations.
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Figure 4: Synthetic scene. (a) Original image (View1). (b) Edge image (View 1). (c)
Edge image (View 2). (d) Matched and reconstructed edges (View 1). Reconstructed
scene: (e) Top view. (f) Side view. (The images are arranged in left-to-right and
top-to-down order. The same is true for other scenes.)
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structure. Part of the chains on the top of the grid are not well matched, probably
due to two factors: (1) they lie on the epipolar lines; (2) the calibration and thus the
computation of epipolar lines are not of good quality. This is also why zigzags in the
reconstructed scene are more noticeable than those in the synthetic scene.

Road

This is a complex road scene composed of moving objects (cars, van, cyclist), road
markings, trees, etc.. Edges are well matched. The line indicated by an arrow in
Figure 6(f) results from the false edge points on the right side of the images.

The numerical results are resumed in Table 2. The CPU time is measured on a Sun
SPARCworkstation IPC.

Table 2: Numerical results.

Disp Nb of points Nb of matches CPU
Scene range T C \ N[ P I F | time (s)
Synthetic [0, 70} | 14374 | 12074 | 9990 | 15 | 649 | 1548 | 12143 94.3
Rocks and grid | [50, 97] | 17047 | 9372 | 7451 | 68 | 475 | 2834 | 10598 | 115.0
Road [-40, 10] | 18265 | 12278 | 10510 | 44 | 541 | 2304 | 13204 [ 97.9

total number of edge points in the left image (or View 1; the same for the rest);
number of points having at least one candidate match;
number of matches obtained by the match validation procedure;

number of noisy matches among V (suppressed);

vz < Q3

number of matches picked up from candidate lists and satisfying the disparity
continuity constraint;

I: number of matches obtained by disparity interpolation;

F: final total number of matches;

From Table 2 we can know that over 80% of points having candidate matches
are validated within 3 iterations, with about 80% in the first iteration. Among final
matches, up to 25% are obtained by interpolation. The chain fractioning guarantees
the safety of this operation.
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Figure 5: Rocks and grid. (a) Original image (View1). (b) Edg.e image (View 1). (c)
Edge image (View 2). (d) Matched and reconstructed edges (View 1). Reconstructed
scene: (e) Leftside view. (f) Rightside view.



22 Rapport de Recherche INRIA - Décembre 1992

E@L}m 5% \ﬁﬁji

‘7&)(09 \E"c@ mq

) ojhe [«s@a
] l ,

\1\5’?/ 23!5050:‘5"\’ (V:?

i fu LI 7 | w’/ AN SeU
Dnan]N‘QP\"‘ “1 3 %\"&’3%» (g b h:‘lls I
__—\ 51’\ Jéﬂ} ,.qu/‘\l__g )——-__——_—'\\::‘ | )
SITnlEs, i 5| | Sy e
2% /_:(g = J/Gy);—‘ fgggl[]-_é-| J’/——{\J-ﬁl
m Yl P
Dﬂ\ S/ ﬂ E 'J\
N

Figure 6: Road scene. (a) Original image (Left). (b) Edge image (Left). (c) Edge
image (Right). (d) Matched and reconstructed edges (Left). Reconstructed scene: (e)
Top view. (f) Left top view.
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6 Evaluation of the general performance

Apart from the scenes presented in this paper, we have tested our algorithm on the
JISCT* Stereo Evaluation Package® which includes 45 stereo pairs (or triplets). Based
on all our experiments, we have self-evaluated the performance of the algorithm in
general. The result is shown here.

We focus our attention on the following aspects: (1) robustness; (2) CPU time; (3)
failures and ill-fitted cases.

6.1 Robustness

Robustness has always been our primary concern during the development of this algo-
rithm.

Except the problems discussed in the next section, the robustness of the algorithm
is evidenced by the following points:

1. The parameters in the algorithm are practically insensitive to different types of
scenes.

2. The use of DG limit allows to cope with stereo images which have undergone
relatively significant perspective distortions.

3. By relying more on the global consistency constraint and only imposing a rough
similarity criterion, occluding contours can be well matched.

4. The algorithm is not restrictive vis-a-vis the shape of chains. In fact, a group of
points lying on a same chain, as long as they come up to form candidate matches
with their counter parts in the other image, will be maximally scored, regardless
how the counterparts are grouped, i.e., the shape of chains these counterparts
form. This can also be seen in Eq. (2).

5. Except for cases the algorithm is unable to cope with (§ 6.3), the majority of
matchable points are matched.

6. The error percentage is quite small, owing to the use of the small DG limit which
is made possible by the constant term taking into account the dislocation of edges
in discrete images.

*Abbreviation for JPL, INRIA, SRI International, CMU (Carnegie-Mellon Univ.), and Teleos.
51In the context of the JISCT Stereo Evaluation process aiming at the evaluation of the effectiveness
of existing stereo algorithms. B
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6.2 CPU time

The CPU time is divided into two parts: that spent on the extraction of primitives
and that on the matching. The part for the matching in general dominates the part of
extraction primitives, despite of the additional time needed to obtain edge images at
coarser resolutions.

In matching, the score computation is the most time-consuming. We observe that
among validated matches, over 70% result from the first iteration. So in principle, there
is no question if the number of iteration is set to a minimal number, say, 2. The rest
of the matching can be completed by the following steps - selecting matches among
candidates and interpolation.

As discussed in § 4.2, an alternative to reduce further the time for the scoring is
to use some kind of sampling technique. Also in § 4.2, we mentioned that the score
computation is parallelizable. So to further speed up the matching process, special
hardware and/or parallel architectures can be used.

The overall execution time does not appear to be excessive, but rather short. We
indicate also that no special effort has been done to optimize the source code.

6.3 Failures and ill-fitted cases

Failures are found principally with repeating patterns. Here we consider chain segments
parallel to the scanlines as a special case of repeating patterns, with the edge point
being the smallest element.

As to the inability in the presence of significant perspective distortion, we think
that the problem lies rather in what to match than in how to match. In fact, in such
cases, corresponding features are not available because of the dissimilarity of image
patches. However, we believe that in most application contexts, a stereo system should
be arranged in such a way that perspective distortion, if present, is reasonably small.

Another failure case concerns scenes some portions of which do not contain sufficient
salient features or markings (including apparent occluding contours), as in the rocks
scene.

In summary, our algorithm fails in two typical cases: the one related to repeating
patterns, the other to the lack of salient features. The first problem is inherent to
binocular stereo and is still open; the second is a proper problem of the algorithm
(cf. area-based methods work well on textured regions, which do not necessarily have
salient features).
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7 Conclusion and perspectives

In this paper, we have made a thorough analysis of stereo vision, concentrating on the
correspondence problem. In particular, the importance of the ability of coping with
noise has been emphasized. This has led to a simple edge chain based stereo algorithm
in which noise is dealt with explicitly and efficiently. The algorithm is fully tested on
various scenes and it turns out to be fast and robust in normal circumstances.

The result obtained with this algorithm might have insufficient richness of the
disparity information. However, since the algorithm yields reliable matches, we think
it is particularly promising to combine this algorithm with other schemes such as area
correlation based ones, which suffer from occluding contours.
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A Parallel setup and relative depth

Technically speaking, a parallel setup is hard to obtain. However, there are two advan-
tages in considering such a system. First, mathematical relations are simpler. Second,
results derived from it remain valid, qualitatively, for other non-parallel setups. To us,
qualitative remarks are more important because noise in data and non-parallel setups
make it impossible to use results derived derived for a parallel setup in continuous
domain.

In & o el setuy of stereo system (Fig. 7), there exists an inverse proportionality
relatic .. :he gisparity and the depth:

51
Zz

d=u2—u1:—

where f is the focal length of the cameras and B the ha<-line length.

A P(x,y,z) A
——— e AN
Al \|f
(0] > X
C] (0) 0! 0) CZ(B, 0’ 0)

Figure 7: A parallel setup of stereo system.

When discussing the disparity, it is more convenient to consider the relation between
d and z2/B. It is also more relevant, since when talking about the distance, the notion
of nearness of farness is related to the baseline length of the system. We call z = 2/B
relative depth. Thus d is only related to Z and all derivations remain valid no matter
what the baseline length B is. In the following, the term depth should be referred to Z.

In real applications, we have often a minimal depth Z,;, in mind. Scene events
within Z,,, will not be considered. The reason for this is twofold: (1) the common
view field of the two cameras can be reasonably big beyond this depth; (2) the region
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for candidate searching is also limited. Assuming Zpn;, = 5 is, if not too reserved,
realistic. For example, if B = 0.4m, Zj,,n = 5 corresponds to a minimal depth of 2m.
As to Z,..z, it changes from scene to scene and may also be subjective, as for Z,-

B Threshold on orientation difference

Stewart derives in {24] a PDF (an approximative form) as follows:

_ d*fsinay
"~ 2wsin® ap[f2¢? + ?P3/2’

pa(aL,aR,Z) 0<aL,aR<7r,

where ( = cosay — sinay cot ag, ar and apg are the orientations of the projections of
a line segment in space in the left and right images, respectively.

Using relative depth and simplifying ¢ into { = sin (ag — ar)/ sin ag, we get

Zsinap sin ag

4r(a ~au‘3 = 3 1
Patar.ar. %) 2r{sin® ag + 22sin® (ap — )]3/2

(3)

This equation shows clearly that ar and ap tend to be equal, which agrees with
our intuition. Further, for a given orientation difference, the probability decreases with
the depth 2. This function is illustrated® in Figure 8, where 7 is fixed to Zpi, (= 5).

Figure 8: The PDF of the orientation of the projections (a; and ap in degrees.

®This is also given in [1}, but not the explicit equation.
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It can be seen that the flattest part is around {a; = 7,ap = 7}. In other words,
the largest orientation difference should be found in the case where the projection of
a line segment in one image is vertical. Take an extreme case, say, for ay = 7. The
probability that the orientation difference is less then Aa will be

f:jA:pa W,QR,Z dQR
A ( ) (4)

f(; pa(7r7 ag, Z)daR

P(loy — ag| < Aa,2) =

Fixing a Aa, this probability decreases when the depth Z increases. For example, if
Aa = /6, then P(|la; — ar| < Aa,5) = 94.5% and P(lar — ag| < Aa, 10) = 99.9%.
If we consider Zn.i;» = 5, the probability 94.5% above represents the worst case, both
for projection orientations and for the depth. This means that a threshold Aa of n/6
is big enough to treat the majority of edge features in images.

Although the above example also suggests that given a probability of the allowed
orientation difference, more difference should be allowed when the depth increases (i.e.,
a varying threshold), we think that 7/6 is plausible, for the following reasons. First,
in real cases, the system setup is in general non-parallel. The result above only gives
us a qualitative idea of the order of the probability, but not an exact value to rely on.
To us, it suffices to know that it is safe to use such a threshold. Second, the threshold
cannot be too small because of the noise in orientation measures. Third, it is simpler
to use a fixed threshold than a dynamic one.

C The disparity gradient limit

Stewart derives another PDF (also an approximate form) concerning the disparity
gradient as follows in [24]:

z-DG
(22- DG* + 1)3/¥

poc(DG,z) = 2 —00 < DG <

or
. z-DG
pDG(DG,Z) — (1 T DG2)3/2’0 < DG < (5)
where DG is the disparity gradient, defined as the ratio of disparity difference of the
endpoints of a line segment over the length of the segment in one image’.

Our problem is to find a DG limit which allows the majority of surfaces in a scene to
be treated. Here the “majority” means “> 90%”. In [21], the authors have considered
the cumulative probability at different depths, expressed by the following equation:

DGy
P(DG < DG,) = /0 poc(DG, 5)dDG

7 Although this definition is different from that using cyclopean distance asin [21], it is not surprising
to see that the derivations are the same. This is due to approximations made during the derivation.
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~ This function is drawn in Figure 9.
1 | P

DGo=0

5 6 8 10 12 14 16 18 20

Figure 9: The cumulative probability on a DG limit.

From (6), we can see that at z = 5, over 70% of the scene surfaces can be correctly
treated using a DG limit of 0.2, whereas about 30% of them will present a DG beyond
this limit and not be dealt with correctly. However, surfaces resulting in DG beyond

0.2, when projected into images, represent in general only a small part of the entire
“images, because of their (deep) sloping nature with respect to the image plane. It
makes sense to consider that image patches resulted from these surfaces cover less than
30% of the entire image. In such cases, only less than 10% of image features may not be
correctly handled, using a DG limit of 0.2. In other words, at z = 5, DGy = 0.2 allows
more than 90% of image primitives to be correctly dealt with. It is worth noting that
(1) the ability of a DG limit to deal with sloping surfaces increases with the depth,
(2) all objects in a scene are not at Z, but range from Zn,;, t0 Zma., and (3) for
deep sloping surfaces, some may not be visible to both cameras, or the dissimilarity
is so large that corresponding scene features cannot be detected in both images with

available techniques. These observations make us more confident about the use of a
DG limit of 0.2.
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