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Abstract

Consider the parsing algorithm due to Lempel and Ziv that partitions a sequence of
length n into variable phrases (blocks) such that a new block is the shortest substring not
seen in the past as a phrase. In practice the following parameters are of interest: number of
phrases, the size of a phrase, the number of phrases of given size, and so forth. In this paper,
we focus on the size of a rando:nly selected phrase, and ithe average number of phrases of a
given size (the so called average profilc of phrase sizes). Thlese parameters can be efficiently
analyzed through a digital search tree representation. For & memnoryless source with unequeal
probabilities of symbols generation (the so called asymmetric Bernoulli model), we prove
that the size of a typical phrase is asymptotically normally distributed with the average
value and the variance explicitly computed. In terms of digital search trees, we prove the
normal limiting distribution of the typical depth (i.e., the length of a path from the root
to a randomly selected node). The latter finding is proved by a technique that belongs to
the toolkit of the analytical analysis of algorithms®, but which seems to he novel in the
context of data compression.

ALGORITHME DE LEMPEL-ZIV: PROFIL MOYEN ET ISTRIBUTION
LIMITE DE LA TAILLE D'UNE PHRASE

Résumé

Considérons algorithme d’analyse lexicale de Lempel-Ziv qui partitionne une suite de longueur
n en phrases variables (blocks) de telle sorte qu’un nouveau block est le sous-mot le plus court non
encore rencontré précédemment en tant que phrase. Les parameétres suivants sont d’un grand intérét
pratique: nombre de phrases, taille d’une phrase, nombre de phrases de taille donnée. Cet article
est consacré a la taille d’une phrase choisic au hasard et au nombre moyen de phrases de taille
donnée (le profil moyen de la taille des phrases). Ces parametres peuvent étre analysés efficacement
a ’aide d’une représentation en arbre digital de recherche. Lorsque la source est sans mémoire,
avec des probabilités inégales de génération de symboles (modéle assymétriqgue de Bernoulli), nous
démontrons que la taille d’une phrase typique est asymptotiquement Gaussienne et nous donnons
explicitement. ses moyenne et variance. En terme d’arbre digital de recherche, nous prouvons le
caractére asymptotiquement Gaussien de la profondeur d’un sommet (c¢’est-a-dire la longueur du
chemin de la racine & un sommet choisi au hasard). Ce dernier résultat est démontré par une
technique appartenant aux outils de “’analyse analytique d’algorithmes”, approche qui semble étre
nouvelle dans le contexte de la compression de données.
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anthor wishes to thank INRIA (projects ALGO, MEVAL and REFLECS) for a generous support. In addition,
support was provided by NSF Grants NCR-9206315 and CCR-9201078 and INT-8912631, and from Grant
AFOSR-90-0107, and in part by NATO Graut 0057/89.



1. INTRODUCTION

The heart of several universal data compression schemes (cf. [32}) is the parsing algo-
rithm due to Lempel and Ziv [17]. It partitions a sequence into phrases (blocks) of variable
sizes such that a new Dblock is the shortest substring not seen in the past as a phrase. For
example, the string 110010100010001000 is parsed into (1)(10)(0)(101)(00)(01){000)(100).
There is another possibility of parsing, as already noticed in [31], and explored by Grass-
berger [8] and Szpankowski [24], that allows overlapping in the course of creating the parti-
tion. For example, fo1 the above sequence the latter parsing leads to (1)(10)(0)(101)(00)(01)
(000100). In this paper, we only consider the former parsing algorithm.

These parsing algorithms play a crucial réle in a universal data compression scheme and
its numerous applications such as efficient transmission of data (cf. [17], [31], and [28]),
discriminating between information sources (cf. (7], [30]), test of randomness (cf. [30]),
estimating the statistical model of individual sequences (cf. [29], [30]), and so forth. The
parameters of interest to these applications are: the number of phrases, the number of
phrases of a given size, the size of a phrase, the length of a sequence built from a given
number of phrases, etc. Some of these parameters have been studying in the past as the
first-order properties, that is, typical behaviors in the almost sure sense. Very few results
~ with a noble exception of the paper by Aldous and Shields [1) - are available up-to-date
concerning the second order properties such as limiting distributions, large deviation results,
concentration of mean, etc.

Recently, Gilbert and Kadota 7] argued for the necessity of such investigations. The au-
thors of [7] used numerical evaluations to obtain qualitative insights into some second-order
behaviors of the Lempel-Ziv parsing algorithm. In particular, they studied the length of a
sequence ohtained from the first m phrases, and the length of the mth phrase. In this paper,
among other results, we provide for memoryless sources (the so called Bernoulli model) the
limiting distribution for the latter quantity. We obtain these results by transforming the
problem into another one on digital trees (cf. [1], [15]).

We consider a special type of digital trees, namely a digital search tree (cf. [5], [6], [15],
[16]). This tree is constructed as follows (see also Figure 1). We consider m, possible infinite,
strings of symbols from a finite alphabet ¥ (however, for the simplicity of presentation we
further work only with the binary alphabet ¥ = {0,1}). The first string is stored in the root,
while the second string occupies the left or the right child of the root depending whether
its first symbol is ”0“ or "1“. The remaining strings are stored in available nodes (that are

directly attached to nodes already existing in the tree). The search for an available node



(0)

(01)

Figure 1: A digital tree representation of Ziv’s parsing for the string 11001010001000100. . .

follows the prefix structure of a string. The rule is simple: if the next symbol in a string
is ”1“ we move to the right, otherwise move to the left. The resulting tree has m internal
nodes. The details can be found in [15] and [20].

The Lempel-Ziv parsing algorithm can be efficiently implemented using the digital search
tree structure. For simplicity, we assume that the first phrase of the Lempel-Ziv scheme is
an empty phrase. We store it in the root of a digital search tree, and all other phrases are
stored in internal nodes. When a new phrase is created, the search starts at the root and
proceeds down the tree as directed by the input symbols exactly in the same manner as in
the digital tree construction. For example, for the binary alphabet, ”0* in the input string
means to move to the left and ”1“ means to proceed to the right. The search is completed
when a branch is taken from an existing tree node to a new node that has not been visited
before. Then, the edge and the new node are added to the tree. The phrases created in such
a way are stored directly into the nodes of the tree (cf. Figure 1). In passing, we note that

the second parsing algorithm discussed above (with overlapping between phrases) leads to



another digital tree called the suffix tree (cf. [8], [24], [26]}).

We consider the Lempel-Ziv algorithm in a probabilistic framework. We assume that
a string of length = is generated according to the Bernoulli model. That is: symbols arc
generated in an independent manner with "0 and 71 occurring respectively with probability
pand g=1~—p. If p = ¢ = 0.5, the the Bernoulli model is called symmetric, otherwise it
is asymmetric.

The Leinpel-Ziv algorithm can he analyzed into two different frameworks. Either - as
suggested by Gilbert of Kadota [7] — with fized -wumber m of parsed words, or — as originally
discussed in Lempel and Ziv [17] — with fized length n of a sequence to be parsed. The former
model falls exactly under the digital search tree framework with independent strings, and
we further call it the digital trece model. Therefore, any new result in this endouver will lead
to a new finding in the area of digital trees, and reverse: we can apply many known results
on such trees (for a survey see Mahmond [20]) to our problem. The latter problem is harder
since by fixing the length of a string we introduce some dependency among phrases (even if
they are still do not overlap!). Nevertheless, this dependency is not strong enough to spoil
the analysis, and we shall prove that the digital search tree results can be extended to the
Lempel-Ziv model, as we shall call the latter model.

Hereafter, we stick to some notation that we shall use throughout the paper. We always
denote by n the length of a single string that is parsed, while m is to represent the number
of independent strings used to built a digital tree or the number of parsed words used to
construct a single string (of a random length!).

In this paper we report two main findings, namely: for both models we prove that the
length of a randomly selected phrase (and the average number of phrases of a given size)
is normally distributed around its mean with the variance of order O(logn). We treat
separately the symnetric Bernoulli model since the variance in this case is O(1).

Digital trees, that is, tries, compact tries known also as Patricia tries, and digital search
trees have been extensively analyzed in the past in the case of fired number of independent
strings (cf. [5, 6, 10, 13, 14, 15, 16, 18, 22, 25]). In particular, the average length of the
internal path length (i.e., the sum of all depths) and the average size of a digital search tree in
the symmetric model was analyzed by Konheiin and Newman [16], Knuth [15], Flajolet and
Sedgewick [5], and Flajolet and Richmond [6]. The average depth and the variance of the
depth for the asymmetric Bernoulli model is given in Szpankowski [25] (the symmetric case
was also analyzed in Kirschenhofer and Prodinger [12]), while the variance of the internal
path length in the symmetric Bernoulli model was investigated in Kirschenhofer et al. [14].

Finally, Louchard [18], and Aldous and Shields [1] for the symmetric Bernoulli alphabet



obtained the limiting distribution of the deptl. As mentioned above, in this paper — among
other results — we directly extend Louchard’s result to asymmetric Bernoulli model, while
in a forthcoming paper we intend to generalize some of the Aldous and Shields [1] results
concerning the limiting distribution of the internal path length.

On the other hand, for the Lempel-Ziv parsing algorithm mostly only first-order prop-
erties have been investigated, with an exception of the work by Aldous and Shields [1]. It is
well known that for a stationary and ergodic source the number of phrases is almost surely
equal to (nh/logn) where I is the entropy of the alphabet. For the symimetric Bernoulli
alphabet Aldous and Shields [1] proved that the number of phrases is normally distributed
with mean n/ log, n and variance ©(n/ log3 ») (for the coefficient at n/log3 n in the variance
see [11], [14]). The first-order property of the length of a phrase in the Lempel-Ziv parsing
algorithm was recently reported by Ornstein and Weiss [21]. Finally, Gilbert and Kadota
[7] analyzed numerically the nunber of possible messages composed of m parsed phrases,
as well as the length of a phrase in the digital tree model.

The paper is organized as follows. In the next section we formulate our main results and
present some consequences of them. The proof concerning the limiting distribution of the
depth in a digital tree is presented in Section 3.1, while the Lempel-Ziv model is analyzed

in Section 3.2

2. MAIN RESULTS

Let us first consider the digital tree model in which the number of parsed words is fixed
and equal to m. These words are statistically independent and satisfy the Bernoulli model.
Out of these words we build a sequence (of random length) according to the Lempel-Ziv
scheme. Alternatively, we can construct a digital search trees from these m strings. Then,
the length of a randomly selected phrase is the same as the length of a randomly selected
depth (i.e., the path from the root to a node). Traditionally, in the area of digital trees this
depth is denoted as D,,, and we shall adopt this notation. More precisely, let D,(%) be the
length of the ith phrase (or the ith depth), where 1 < 7 < m. Then, the typical depth D,,

is defined as

1 :
Pr{D,, <z} = ;gPl'{Dm(z) <z}. (1)
Furthermore, we denote by L,, the internal path length of the digital search tree, that is,
L, =32, D,.(7). Note that L,, is the length of the sequence produced by the Lempel-Ziv
parsing scheme from these m parsed words. Finally, we denote by B,,(k) the number of
nodes in the digital search tree at level k. Clearly, it is equal to the number of phrases of

length % in the Lempel-Ziv scheme.
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The situation is similar, but not the same in the Lempel-Ziv model in which a sequence
of fixed length n is parsed into phrases. Let M, and M, (k) denote the number of phrases
and the number of phrases of size k, respectively, produced by the algorithm. Let also
D,[;Z(i) be the length of the i¢th phrase in the Lempel-Ziv model, where 1 < ¢ < M,,. By
the typical phrase length D,I(,,{ or shortly DLZ we denote the length of a randomly selected
phrase.

The typical depth D,{’Z in the Lempel-Ziv model can be estimated as follows

my
Pr{DL? =k} = 3 Pr{DE? = k|M, = m}Pr{M, = m} (2)

m=my
where m, and my are the lower and the upper bounds for the number of phrases. It is easy

to see that there exist constants «; and a4 such that
mp = ayvn < M, < agnflogyn =my . (3)

Indeed, the minimum number of phrases occurs only for two strings: either all zeros or all
ones, and then Z{Z’i D, (i) = n, hence the lower bound my = ©(y/n). For the upper bound,
we consider a complete binary tree with the internal path length equal to n. Naturally, the

number of nodes in such a tree is O(n/ log, n).

It

According to (2), one needs to estimate the conditional probability Pr{DL% = k|M,,
m} in order to assess the distribution of DLZ. It is tempting to assume that Pr{D%? =
k|M, = m} = Pr{D,, = k} where the right-land side refers to the depth in the digital tree
model. But, this is untruc due to the fact that in the Lempel-Ziv model we consider only
those digital search trees whose internal path length is fixed and equal to n. Clearly, this
restriction affects the depth of a randomly selected node (think of a digital tree built from
the string 11111...111 which is very skewed). Fortunately, we shall prove in sequel that
Pr{DL% = k|M,, = m} = (1 + O(\/log n/n))P1{D,, = k}.

In passing we note that the internal path length of the associated tree Lps, in the

Lempel-Ziv model satisfies the following relationship (cf. [11])
LMn—l <mn S LMn * (4)
which is useful in estimating the limiting distribution of M,,.
We first consider the digital model, and let B,, (k) := EB,,(k) be the average number
of internal nodes at level k in a digital tree built over m independent strings. As in Knuth

[15] (cf. [24]), we have the following relationship between the depth D,, and the average
profile B, (k)

Pr{D,, =k} = y . | (5)



This follows from the definition (1) of D,, and the definition of B,, (k).
We shall work initially with the average profile, and we define the generating function
B, (u) = %2 B, (k)u* which satisfies the following recurrence (cf. [15], [24])

m

Bun(u)=1+u) () 14" 7 (B () + Buo(w) (6)
=0 7
with Bg(u) = 0. This recurrence arises naturally in our setting by considering the left and
the right subtree of the root.
A general recurrence of the above type was analyzed in Szpankowski [24] (cf. see also
Flajolet and Richmond [6] for interesting extensions). A slight modification of Theorem 2.4

in [24] directly leads to the exact solution of (6), namely:

B,.(u) =m = (1 —u) i(-nk(’:) Qr_2(u) (7)
k=2
where
k+1 , '
Qu(w) = JI(1 - wp’ = ug’). ()
=2

We consider the symmetric and the asymmetric cases separately. For the symmetric
model, we exactly compute tlie coefficients at u* of B,,(u) (i.e., B,,(k)) directly from (7).
For the asymmetric model, we use Goncharov’s theorem (cf. [15]) applied to the probability
generating function D,,(u) = B,,(u)/m to establish the limiting normality of D,, (for details
see Section 3.1). In the latter case we need one more result from [24] that is provided below

for the reader convenience.
Fact 1. (i) The average ED,, of the depth becomes as m — oo

ED,, = % (101-‘; m+y-1+ g— +6+ b(m)) + O(log mn/m) (9)
. }

where I is the entropy, H = plog? p + qlog? ¢, v = 0.577... is the Euler constant, §(m) is

¢ fluctuating function with a small amplitude, and

_ x p*logp + ¢**+1log g

o= 1= ph+1 — gkl

k=1
(ii) The variance of Dy, for large m satisfies

_ 2
var D,, = -Hh—3h logm + A + A(m) 4+ O(log? m/m) (10)



where A ts a constant and A(m) is a fluctuating function with « sinall amplitude. In the

symmetric casc, the cocfficient at log m becomes zero, and then (cf. [14)])

2
var D, = 1 + ! T - B+ A(mn) + O(log? m/m) (11)
log? 2 6

where

=1 1
=§;2i-1 : ﬂ=§(21—1)2

and A(m) is a periodic function of logam. B

In Section 3.1 we prove our first main result concerning the limiting dmtubutxon of D,,

(hence, also for the average profile B, (k)).

Theorem 1. (i) For the symmetric Bernoulli modcel the limiting distribution of D, is
_2-'('+1)/2 —(z-l—i)
— 9a—1 i+1 -
"Pinoo Pr{D,, = « +log, m} = 2 (1 + 2;( 1) Ss— ¢ (12)
for such real = that x + log, m is integer, with Qi = H;;l(l - 277).
(ii) In the asymmetric casc, the limiting distribution of D,,, 1s normal, that is,

Dm - ED"L
Voar D,,

where ED,, and var D,, are given by (9) and (10), respectively. Moreover, the moments of

— N(0,1) (13)

D, converges to the appropriate moments of the normal distribution. More prectsely, for

any complez 1

92
c-—19c, log 'mE(C'?Dm) = 60297108 m (1 + O( (14)

0/
\/logm))
where ¢; = 1/h and ¢c; = (H = h%)/1>. B
Remark 1. The limiting distribution for the symmetric case was obtained before by
Louchard [18] by a different method that the one presented in Section 3.1. It should be

noted that the limiting distribution of D,, for every real x does not exist. We can, however,

write
oz 0=i(i+3)/2 .
limn sup Pr{D,, <r} - — |14 ;7 E (-1 e exp(—m2-E"1)) | =0
m—0o0 2Q°0 = Qi

(15)
where z is any real number. Moreover, in the symmetric model we can, following Louchard,
also give exact distribution of the depth. More precisely,

2&( 1) =k+19(=kK)(i=k+1)/2
Q] ka 1

Pr{Dm<]+1}— (21“ 1+Z (1-2"‘)’"“) (16)



for all integers 7 > 1. O

Now, we turu our attention to the Lempel-Ziv model. Before we present our main
finding, we review some known results for the number of phrases M,,, which we further need

to analyze the depth DLZ. Aldous and Shields [1] proved the following deep result.

Fact 2. In the symmetric Bernoulli model

Mn - EAln
-, 1 17
vvarM, N, 1) (a7

where N(0, 1) denotes the standard normal distribution, with EM,, ~ u/log, n and var M, ~

O(n/login). m

Remark 2. In fact, the authors of [1] established a stronger result, namely, the limiting

distribution of M, (k). O

There is no corresponding limiting distribution for M,, for the asymmetric model. How-

ever, Jacquet and Szpankowski (11} conjectured the following:

Conjecture. In the asymmetric Bernoulli model

Mn - EA{‘IL
vvar M, N1 (18)

where EM,, ~ nh/log, n and varM, ~ c;h3n/log® n with h being the entropy. Moreover,

moments of M,, converge to the appropriatc moments of the normal distribution. In other

words, for some compler 9 the following holds

(,'—ﬁ‘/"/QhE (C’,M" lngn/\/nhsq) N 6192/2 (19)

where ¢y ts defined above. W _
Here is the idea of the proof for the above conjecture. Consider the relationship (4)

which can be rewritten as (cf. [11])
Pr{M, > m} = Pr{L,, < n}. (20)

Hence, knowing the limiting distribution of the internal path length in the digital tree model
will suffice to compute the limiting distribution of M,,. We simply appeal to the renewal
equation as in {11] (cf. Theorem 17.3 in Billingsley [2]). Using the idea of Jacquet and
Régnier [9], we shall prove the limiting distribution of the internal path length L,, (cf. [11]

for more details).



In passing, we note that the above approach turns out to be successful in estimating
the coefficient at n/log) n in the variance of M,, in the symnetric case. Indeed, using the

result of {14] we prove in [11] that

varM,, ~ (C' + 8(log, 7"))10;3 n (21)
2

for the symmetric Bernoulli model where §(log, n) is a fluctuating continuous function with
period 1, mean zero, and amplitude smaller than 107¢. The constant C' has an explicit, but
complicated formula as derived in [14], and its numerical value is C = 0.26600... with all
five digits significant.

We are now ready to present our result concerning the Lempel-Ziv model. We again
point out that the difficulties of analyzing it arise from the fact that Pr{D,, = k} #
Pr{Dp,, = k|M, = m}, so we cannot directly applied Theorem 1. Nevertheless, the

following is true. The proof is delayed till Section 3.2.

Theorem 2. (i) The length of a randomly sclected phrase for the symmnetric Bernoull:

model has the following limiting distribution

i Lz 1 1 & . 12—£(£+1)/2 gm(am1mi)
lim Pr{D}? =z + log,(n/logym)} = 271 [ 1+ — Y (-1)"* ———c
T— 00 Qoo 2 Qi
(22)
for such rcal & that & 4 log,(n/log, n) = j is an integer. If ¢ 1s any rcal number, then the

Limiting distribution docs not caist, but (15) still holds with m replaced by n/log, n.

(i) For the asymmetric Bernoulli model the typical depth DEZ is normally distributed. Morc

precisely,
DEZ — ¢y log(nhi/ log n)

Ve log(nh/logn)
provided our Conjecturce is true. In fact, the rate of convergence is 1+ O(1//logn). =

— N(0,1) (23)

Remark 3. (i) Extcnsions. It is plausible that our analysis can be extended to the Marko-
vian model in which the next symbol in a sequence depends on a finite number of previous
ones. Such an extension was already obtained for the depth D,, in another digital tree,

namely trie (cf. Jacquet and Szpankowski [10]).

(ii) Almost Sure Belaviors. Surprisingly enough, the almost sure behavior of D,, and DL
are not implied by Theorems 1 and 2. In fact, D,,/logm and DLZ /logn do not converge
almost surely. The same applies to the length of the last phrase, or the depth of insertion,

which we denote as ¢,,. Indeed, this is a consequence of the profound results of Pittel

10



(22] concerning digital trees. He proved, among other things, that £,,/logm converges
in probability to 1/h, bhut does not converge almost surely. Let p,u, = min{p,¢} and
Pmax = max{p,q}. Then,

“m -1 . £1u -1
lim inf = (a.s.) litn sup =

= . (24)
m—oo logm  log puin m—oco 10gM  10g Prnax

The same is true for D,, and D,[{Z (cf. [11, 25, 26]).

(iii) Average Profile. The average profile B,, (k) directly follows from Theorem 1 and (5).
The limiting distribution of the profile B,, (k) is much harder to obtain. Aldous and Shields
[1] established it for the symmetric case. In the asymmetric case the limiting distribution is
unknown. For the digital tree model it is easy to establish a recurrence for B,, (k). Define
Bk (w) = EuP(*)_ Then (cf. [11])

T

m+1(u)_ Z (1>[,(17“ lBk 1( )Bm I(U)

=0
with BO(u) = L. This recurrence is much harder to solve that the one for the average profile
since the above recurrence is a multiplicative one, while the recurrence (6) has an additive
form. O

3. ANALYSIS

In this section we prove Theorem 1 (cf. Section 3.1) and Theorem 2 (cf. Section 3.2).
Those proofs, as it turns out, require quite different approaches, and they might be useful

in the analysis of other problemns on data comnpression, and are of their own interests.
3.1 Digital Search Tree Model

We study a digital search tree built from m independent strings generated according to
the Bernoulli model. We consider separately the symmetric model and the asymmetric one

since they required quite different techiniques to establish the claimed results.
A. SYMMETRIC BERNOULLI MODEL

We pick our analysis where we left it in Section 2, that is, from recurrence (6) which -

as we indicated - has solution (7). More precisely:

Bm(u) =m- (1 - ‘ll.) i(_l)k (1:) Qk-?(u) (25)
k=2

where

k
Qr(un) = H (1-u277). (26)

11



Since the formula for Q;(w) is relatively simnple, we can extract coefficients of B,,(u) "by
hand”.

Note that Qx(1) = Qeo()/Qoo(u27*%), and, as in Louchard [18],

1 S —
= — , Qo) = — u' R (27)
Guld = 275G, )=- L
where (i41)/2
., 2710
R; = (-U'“T (28)

with Q; = Q:(1). Let now u*{f(u)] denote the coefficient at u* of f(u). Note that

u™ u -1
[Qr—a( w)] Z Ql‘zl (k-1)

Hence applying this to our basic solution (25) we obtain

Jt+1 9l

“J.+I[Bm “, Z R1+l { ( _ 2-—1)m —1- ,,n/2>

Z‘ZR’ ‘( 2-‘)"'—1—m/2) .

Finally, after some tedious algebra one obtains (16) as in Louchard [18], and taking m — oo

we easily derive part (i) of Theorem 1 (see also Mahmoud [20], Ex. 6.12).
B. AsyMMETRIC BERNoOULLI MODEL

In this case, we rather work with the probability generating function D, (u) for the

depth which is equal to B,,(u)/m, that is,

Du(u)=1- 1" - - ("‘)Qk 2(u) (29)

Let pu,, = ED,, and of = varD,,. Fact | implies p,, ~ c¢;logm and 02 ~ ¢,logm
where ¢; = 1/l and ¢; = (H — h?)/h3. We use Goncharov’s theorem to establish the normal
distribution of D,, by showing that the following holds

liin c""""/""'D (c'9/""‘) = "/? (30)

m—oo

where ¥ = iz for imaginary i. However, helow we prove a stronger result; namely we show
that (30) holds for uny complex ¢, and hence this will automatically establish convergeuce

of moments (since every analytical function has its derivative).



We now derive an asymptotic expansion for the probability generating function D(u)
around « = 1. We assume u = ¢", and due to a,, ~ logm, we define v = ¥¢/0,, — 0.
Hereafter, we use the complex variable v that tends to zero as m — oc.

Note that 1 — D,, (u) given in (29) has the form of an alternating sum. Such a sum can
be handled either by Rice’s method (cf. [5]) or by the Mellin-like approach (cf. [15], [27]).

The Mellin-like approach is recalled below for the reader convenience.

Len'ma 3. (Szpankowski [27]). Let fi be any sequence such that it has an analytical
continuation f(s) in the compler plane (i.c., f(k) = fi) such that f(s) does not grow faster

than exponential for large s (for details see [27]). Then

2mi J_3/2-ic0

m m —-3/2+4i00 .
Z(—n"(/c)fwL [ n) feymds + e, (31)
k=2 ] -

where T(s) s the ganana function, and the error term e, ts of order magnitude smaller

than the leading term. B

We use Lemma 3 to obtain precise asymptotics of D(w). (In fact, we can use it to
re-derive the average ED,, and the variance narD,, of D,, given in Fact 1.) To do so,
however, we need an analytical continuation of Qx(«). Denote it as Q(u, s), and note that
(cf. 5], [24])

(1,0) _ Qo(w)

32
(w,8)  P(u,s) (32)

P
Qlu,s) = 5

where P(u,s) = [I50,(1 — up**? — ug*7).

Using now Lemma 3 we obtain

_ ~-3/241c0
1- D, (u)= 1 u/ F(s)m™*Q(u,—s — 2)ds + smaller order terms , (33)

m ~3/2~ic0

where the "smaller order terms“ come from ¢,, and can be savely ignore in further compu-
tations (see for example [10] for more details).

We need to assess the integral in (33), but this is easy since we can apply the residue
theorem. Note that the gamma function has its singularities at s_.; = —1 and sy = 0,
0+1,42,..) of

P(e",—s — 2) of the denominator of Q(e¢", —s — 2). That is, sf;(v) are zeros of

and in addition we have infinite numnber of zero s} (v) ( = 2,3,..., k

p—si(tl)-2+j + q—si(tl)—2+j —e V. (34)

It turns out (cf. [5], [10], {15}, [20], [24]) that the dominating contribution to the

asymptotics comes from sﬂ(v). In this case, one can solve equation (34) (cf. [9] and [10])

13



to derive

N s_a_ v _ 1l A
oM =7-3-3-5\5 13

for integer j > 2 and v — 0. We also note that S(s}(v) # 0 for k # 0. |
Let now R}(v) denote the residue of (1—¢"p™ k(=247 4 ¢vg=sk()=2+3)=1 ¢ o (4), and

let ¢g(s) = T'(s)Q(u,s). Then, by Cauchy’s theorein we obtain

v 1(1 H),Uz+0(,,,3) (35)

1- D, (e") = Ri(v)g(sd(v))(1- ")l 4 Z R‘é(v)g(sg(v))(l - c")m—lm"é(")

=3
+ 3 ST Ri(0)g(sh(0))(1 - ¢"ym i) (36)
k=—o00 3=2
k#0

We consider now the above three terms separately:

A.j=2and k=0
Note that v = #/a,, = ¥//cylogm. Hence by (35)

; 9 /1 92
m—% = mexy (;_l O(im + %) .

In addition, the following holds: R3(v) = 1/h + O(v), and g(s3(v)) = —h/v + O(1),
and finally 1 — ¢ = v + O(1). Therefore, we obtain

C—I’llnl/("ruRS(")!](S?)(,’]))(1 _ e—n)m—sg(v) — 6192/2 (37)

B.j>3and k=0

In this case we can repeat the analysis from case A to get
e~ nmlom B2y g(s3(0))(1 = e_")m_’g(“) — 0(7712_]6”2/2) , (38)
so this term is of order magnitude smaller than the first term in (36).

C.k#0

Fix j = 2. Then, as in Jacquet and Szpankowski [10] we can prove that

S R)(H())(1 - ¢")mtmmE0) < OpmR6EW)
"reo
But, we also know ([9], [10]) that R(s(v)) > s4(R(v)), so finally by (35) the above
sum becomes
f: R}(v)g(s}(v))(1 - e")m‘lm’sz(") = m'n(’g(”))O(va(sg("))"g(m")))
Ty
= m RO O(wvm)

14



for some . Finally, consider consider general ;7 > 3. As in the case B, we note that

m=*k(") contributes O(m?77), so this term is negligible.
Putting everything togethier, we note that for v - 0 or m —
e“”“"'/”'"D,,‘(e"/""‘) = (.'02/2(1 + O('mn"ﬁ“z) +0(1/m)) — 2 (39)
which proves part (ii) of Theorem 1.

3.2 Lempel-Ziv Model

We now prove Theorem 2. To assess the distribution of DEZ we need to estimate the
conditional probability Pr{DL% = k|M, = m} (cf. (2)). We have poiuted out hefore that
Pr{D,[;Z = k|M, = m} # Pr{D,, = k} where D,, is the depth in the digital tree model
already estimated in Theorem 1. Nevertlieless, we show that these probabilities are not far
away.

In sequel we prove the following two facts that suffice to establish Theorem 2:

A. For large n
Pr{DL% = k|M, = m} = (1 +0(y/log n/n)) Pr{D,, = k} . (40)
B. For the asymmetric alphabet when n — oo
E(JieD'I:z ~ EciaDnh/log n s (41)

that is, the limiting distribution of DL is asymptotically the same as the limiting
distribution of the depth in the digital tree model with m = nh/logn nodes. A similar

statement is also true for the symmetric model.

A. REpucIiNG TO THE DiGITAL TREE MODEL

Let us first fix the number of phrases m. Then, as in the digital tree model Pr{D,, =
k} = Em(k)/m, and by Theorem 1

= m (k = ¢ log m)?
Bm k)~ — _—_— 42

(k) V2rc;logm exp ( 2¢c;log m (42)
for k = O(log m), where as before ¢; = 1/l and ¢; = (H — h?)/h3. Furthermore, we define
Zm(k) := B,,(k)— B,,(k) as a random variable that represents the deviation of B,,(k) from

its mean.



Clearly, the number of nodes at level k, B,,(k), is related to the internal path length
L, by L,, =Y i, kB,. (k). We assume that

L,, —cymlogm
Veamnlogm

which directly implies our Conjecture by the renewal theorem (cf. [2], [11]). In fact, we

— N(0,1), (43)

should have conjectured (43), and then (18) is a direct consequence.
Consider now the Lempel-Ziv model. We must estimate the average number of internal
nodes at level k under the condition that L,, = n. As the first step, let us vary the number

of nodes m by introducing a parameter ¢ such that mlogm/h = nt. Clearly,

ht r log
m = (1 log log n

- log n

+O(1/logn)> (44)

log n

and by (43) L
t— nt

Vhean

where X, is a Gaussian non-Markovian process with EX, = 0 and varX, = t. In passing,
we note that X, = 3 [t kZ,(k)//lcyn.

In order to capture properties of the Lempel-Ziv model, we introduce a random variable

- X¢, (45)

7 which represents the first tiime L, attains level n.. More precisely, 7 = min{t : L; > n}.

Equivalently, 7 can be defined as (cf. Fig. 2)
T =min{t: X, > cv/n(1-1)}, (46)

where ¢ = 1/v/hc,. Then,
E{B.(k)lr = o}

m

Pr{DLZ = k|M, = m} = (47)

We need to estimate EB (k) := E{B.(k)|r = t}. Let X; = y and X; = z. From

Figure 2 we see that

y ~ cvn(l-1) n-oo, (48)
z = c/n(l-1). (49)

Hence, by (48) 7 is asymptotically normal with E7 = 1 and var 7 = heo/n (i.e, 7 = 1 (pr.),
but in fact 7 = 1 (a.s.)). As a direct consequence of the above, we also re-discover that

EM,, ~ nh/lognEt ~ nh/logn and varM,, ~ (h*n?/log?n) - var v ~ nh3c,/ log? n.

16



e/l - 1)

Figure 2: Illustration to the analysis.

Now we wrestle with the computation of EB, (k). Note that conditioning on 7 = 1, is

equivalent to conditioning on X, = . Hence,
EB(k) = By (k) + E{Z,(k)|X, = =} . (50)
Moreover, since ty = 1 + O(1//n)
Biy(k) ~ Bi(k) = O(n/log*/* n) (51)

where the right-hand side equation follows from (44).
To assess the error we need to estimate E{Z,(k)|X, = z}. For this we need a more

precise estimate of 7. The following lemina. is well known (cf. [19]).

17



Lemma 4. Consider an ordinary Brownian wotion B(t). Definc

r=mf{t: pt + B(t)o/V/n = «a} .
LetT = 7 — afp. Then, the asymptotic density f(t) for T becomes

—-nT?3

t) = o T _—
@) V2rao “r ( 20xr?

T= 0(71;) and the relative error in the density ts also 0(71;-) |

)(1 +CiT + 0(T?)) (52)

To apply Lemma 4, we refer to Durbin [3] from whom we concluded that X is locally
around 7 like a Brownian motion. In our case, a/pt = 1 , ¢ = 1 and the crossing time
X, = z and T are related as * = —c¢/nT. Hence, by (52) of Lemma 4 we see that the

density f(z) of the crossing value X, = = is given by

T (1+0l)
Vr ‘v

Our goal is to estimate [ f(x)E{Z.(k)|X, = x}dx. First of all, we observe that Theorem

fle) ~ (53)

1 and (40) imply for every k

2

[%

Moreover, the following two estimates are easy to establish:

E{Z\(k)| X1 =y}dy=0. (54)

Z.(k) = Zy(k) + O(n|T|/ logn) = Z\(k) + O(v/nz/logn) , (55)

and y = X; becomes

v= X+l =2+ Y2l (56)

174
where C' is a constant and £ a random variable distributed according to the standard normal
distribution. Note that T = O(1/y/x), heuce = = y — \/H€/u'/* + O(1//n).
Putting everything together. From (53), the density of f(z) in terms of y becomes

-4

3/2{

¢,(J)~__(1+C J1/4 +Care

Then, by (54) and the above

| I@EEZ WX =5} ~ [ w0 (BLZE)|X = v} + O(ay/ log ) dy
= O(vVn/logn) . (57)

18



This completes the proof of (40) since By, = O(n/log®?n), as noticed in (51).
B. FINISHING THE PROOF

We first consider the asymmetric alphabet, and prove part (ii) of Theorem 2. From

Theorem 1 (cf. (14) and (39)) we conclude that for some real 8
E (e‘eD"') = exp (i0c1 log m — (1/2)8%c; log m) (1 +0 (0/\/log m)) , (58)

where D,, is the depth in the digital tree model. Let now f(n) = y/log(nh/logn) Define
F(6) = Ee%Dz?/1(") Then, from the ahove

F(6) = E {exp (ifcy log M,/ f(n) = (1/2)8%c2 log M./ f*(n)) (1 + O(8//Tog M)} . (59)

Let &, := (M, — EM,,)//var M,, then by our Conjecture Ee”¢n/904) — exp(9?/(2¢%(n)))
for some complex # and real-valued function g(n). Note that log M,, = log(nh/logn) +
log(1 + &.¢//n) for some constant ¢, due to EM, ~ nhlogn and varM, ~ cn/logn.

Therefore, from (58), (59) and the above one obtains

F(8) = exp(ibeyy/log(nh/logn) — (1/2)8%¢,)

E <(,-ar%“'8“+fﬂc/ﬁ’ (1+ 0(1/@)))

for some complex ¢, where ¢~1(n) = f~N(u)(1+0O(1/f(n)). But, according to (51) O(v/n) <
M, < O(n/log, n), hence log(1 + &,,¢/+/n) = O(1). Therefore, by the bounded convergence
theorem (cf. [4]) we immediately obtain Ec(?/90:))los(1+&nc/v7) ;1 and finally

e—10a \/lng(uh/lngn)F(a) — (:—c202/2(1 + O(I/\/l_og_‘ll)) , (60)

which completes the proof of part (ii).

Now, we turn our attention to the syminetric alphabet, and establish part (i) of Theorem
2. Since in this case we have exact distribution for D,, (cf. (16)) we can easily by-pass
most of analytical difficulties. Therefore, we rather present a sketch of the proof leaving
most of the details to the interested reader. We consider the limiting distribution (12)
as a conditional distribution with M, = m. The only term needed to be investigated
is 27¢727"7'"" where = = j - log, M,,. Note that for such z it becomes 2727777 =
(29 /M,,)e=*Mn where a = 27741+, By the result of Aldous and Shields (1]

M, = +£,‘0(\/"/1<T3n)= — (1+ 6001/ V/wTogn) (61

log, 1 logy n
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where £, — N(0,1). To complete the proof it suffices to estiinate the following integral

f,‘—"”/ log, 1 /oo e—arO(y/n/ log} ) IF C—un/ logy 1(14+0(1/1og? 1)) (14 O(l/ loe? .
—_— (x) = ogn
n/logyn Joo 14 20(1/\/nlog n)’ e() n/log, n &

where F¢(x) is the standard normal distribution function. Clearly, the above proves part

(1), and this completes the proof of Theorem 2.
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