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Abstract

We address the problem of monitoring a linear functional (¢, r)g of an unknown vector z of an
Hilbert space E, the available data being the observation z, in an Hilbert space F, of a vector
Ar depending linearly of 2 through some known operator A € L{(E ; F). When E = E; x Ey,
¢ = (¢1,0) and A is injective and defined through the solution of a partial differential equation,
J.L. LIONS (1988, 1990) introduced sentinels s € F such that (s, Az)F is sensitive to z, € E;
but insensitive to 22 € F,. In this paper, we prove the existence, in the general case of i)
a generalized sentinel (s,0) € F x E,where 7 D F with F dense in F, such that for any a
priori guess zg of r, one has : < s, Ax > x5 +(0,70)g = (¢, %)E, where £ is the least squares
estimate of z closest to zp, and ii) a family of regularized sentinels (s,,0,) € F X E which
converge to (s,0). Generalized sentinels unify the least square approach (by construction !)
and the sentinel approach (when A is injective), and provide a general frame work for the
construction of “sentinels with special sensitivity” in the sense of J.L. LIONS (1990)).

Résumé

On s’intéresse a la surveillance d’une fonctionnelle linéaire {¢,2)g d’un vecteur inconnu z
d’un Hilbert E, lorsque lI'on dispose d'une observation z, dans un Hilbert F, d’un vecteur
Az dépendant linéairement de z par l'intermédiaire d’une application linéaire 4 € L(E ; F).
Dans le cas ou £ = Ey x Ey, ¢ = (¢;.0) et A est injectif et défini via la résolution d'une
équation aux dérivées partielles, J.L. LIONS (1988,1990) a introduit la sentinelle s € F telle
que (s, Az)F soit sensible 3 2; € E, mais insensible a 7 € E,. Dans l'article qui suit, nous
montrons ’existence, dans le cas général. i) d’une sentinelle généralisée (s,0) € F x E, ol
F D F avec F dense dans F, telle que pour tout estimé a priori zo de z on ait < s, Az > r
+(o,z0)E = (¢, Z)g ol Z est 'estimé de z au sens des moindres carrés le plus proche de 2q.
et ii) d’une famille de sentinelles régularisées (s,,0,) € F' x E qui converge vers (s,0). Ces
sentinelles généralisées unifient les approches par les moindres carrés (par construction !) et
par les sentinelles (lorsque A est injectif), et fournissent un cadre général pour la construction
de “sentinelles & sensibilité spéciales” au sens de J.L. LIONS (1990).
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1 Introduction

The notion of sentinel was introduced by J.L. Lions (1988) for the monitoring of a few compo-
nents, say 2, € R and z, € R, of an unknown vector z of some Hilbert space F, the available
data being the observation z, in some llilbert space F, of a vector Az depending linearly on
2 through a known operator A € L(E; I).

Example :

Let Q be a regular and bounded domain of R® ; the pressure y in an aquifer located in
and produced through two wells at locations §, and S; is given by :

—Ay+ Y= f]ésl + f2532 in
%“‘f =g on 09

where f1, fo € R, are the production rate of the wells and g € L?(99) the (usually
unknown) boundary alimentation rate. In case where f; and f; are not directly accessible to
measurement, one may be willing to monitor these two flow rates using a measurement z of the
pressure y taken on some observatory w C 2, where w is an open subset of 2, which usually
contains neither S; nor S;. This example can be cast in the previous abstract framework by
setting :

xlzfla 1?2=f2
E=RxRx L*0Q), F=L%w)
Az =(f1,f2’g)€E-’ Az :yl“"e F

We shall refer througout the introduction to this example to illustrate the various notions
of sentinels. W

If one splits £ as E = R x R x E, where E is the space of the uninteresting unknown
quantities (in the example E = L2?(9Q) is the space of the unknown boundary data g), the
idea behind sentinels consists in defining a function S(z;,22,%) by :

(LS-1)  S(x1,22,%) = (s, A2)F

where s € F -the “sentinel”- is chosen in such a way that the function S is sensitive to changes
in z; and z, :

(LS - ii) Qﬁ(rl,xg,.i) = q; # 0 ] = 1,‘2
311:]'

but insensitive to the unknown and uninteresting quantities # :
0§ -
(LS = i) 07(1'1,:1:2,3;) =0.

This sentinel function S(y,2,,%) can be evaluated casily each time a measurement z € F
of Az is available by simply computing the scalar product (s, z)p.

In the example, a sentinel s is a function of L?(w) such that, whenever a measure z € L?(w)
of y |, is given, the simple calculation of [ sz yields a number sensitive to the two production
rates f; and f;, but insensitive to the boundary data g¢.

A theory of sentinels (J.L. Lions, 1992) has been developped, which searches for an s € F
which satisfies (LS — ¢) and (LS — ii7) only, and whose non triviality is ensured by requiring
that :



1 .
(LS —iv) 2 | s = ho ||}= Min

where hg is some given a priori guess. In the applications, choosing hg irregular enough
ensures that s # 0, so that (LS ~ i) will be “generically” satisfied - but it is not included
explicitly in the theory.

A more natural way of ensuring the non-triviality of s would be to require that it satisfies
the three original properties (LS — i), (LS —ii) and (LS —4i7) for given (non zero) sensitivities
aj, j = 1,2, as suggested in J.L. Lions (1990), where an example of such sentinel is given.
This approach is the one which has been used in the numerical calculation (Ainseba, 1992,
Kernevez, 1993, reintroduce condition (LS — ii) in the objective function and use hy =~ 0),
and is the one we shall follow. But, instead of using (LS — 2), (LS — ii) and (LS — ¢ii) as
a definition, we shall make a detour and define our generalised sentinels via least-squares,
which was often considered as a (more conventional) competitor to the sentinels.

The least-squares approach consists in :

¢ First, estimating the whole vector z of unknown quantities by solving :
. 1 2 .
(P) find & € E, close to zg, such that 3 [| Az — 2 ||gp= Min

where z € F is the measured quantity, and z¢g € E is an a-priori guess, which is
required to ensure uniqueness of £ in the (usual) case where A is not injective. (In the
example, solving (P) amounts to estimate simultaneously the flowrates f; and f, and
the boundary data g, the result here being independant of the a priori guess zg, as the
operator A happens to be injective).

e Second, extracting from & the usefull information on the monitored quantities :

ileR, jZER,

(In the example, this amounts to throw away the estimate § of the boundary data, and
to keep only the estimates f; and f; of the production rates).

When the monitoring has to be repeated many times, the computational advantage is
clearly on the side of the sentinels (one scalar product each time opposed to one full op-
timization run !). When only one variable is being monitored, numerical calculation have
shown (Ainseba, 1992) that the two approaches give quantitatively similar results.

We introduce in this paper a more general notion which includes both approaches : if one
defines the generalized inverse of A by :

(GI) Al :(z,20) — & solution of (P),

which is a bounded linear operator on 7’ x E, where F' is the dense subspace of F' made of
all z for which (P) has a solution, and if one defines a monitoring vector ¢ € F by :

c=(a,02,00e E=RxRx E = F',



then cgAt is a bounded linear operator from F’ into R, so that there exists always s € F and
o € E such that :

(GS) (¢, ¥)E = (e, ANz, 20))E = (8. 2)5p + (0, 20)E

holds for any z € F/ and 29 € E. We call the couple (s, ) a generalized sentinel. It satisfies :

1 . .
> | s]I°= Min, o€ KNerA.

By definition, generalized sentinel always cxist (in opposition to the original sentinels
defined by (LS)), but they give an information (c¢,#)g which, in general, depends on the
chosen a priori guess xg € E. However, we shall sce that when the operator A is c-injective,
i.e. satisfies the sentinel hypothesis :

(S) Az =0== (¢,2) =0
then ¢ = 0, and (GS) implies that : »
o127 + agzy = (¢, 2)g = (¢, %) = (s, Az)rp forallz € F
which shows that the sentinel function :
S(a1,22,8) = (8, A2) 550

associated, in the original sense of J.L. Lions, to the generalized sentinel s € F satisfies the
original definitions (S — ¢ to iv) of the sentinels (with hg = 0!). Notice that the monitoring
vector ¢ € E corresponds to the sensitivity vector (ay, az,0) of the sentinel function S : S'is
a “sentinel with special sensitivity ¢” in the terminology of J.L. Lions, 1990, where ¢ can be
chosen freely in F.

However, the generalized sentinel s is not in F, but in a larger space F, where F is a
completion of F for the norm :

. v 1/2
(s i + 0 £5 %) _
f=r1+f8, fleTmA, fKeKera®

This space F is the one introduced by the Ililbert Uniqueness Method (HUM) (J.L.
Lions, 1988) in order to give a sense to dual control problems for any target in E.

In the case of the example, the operator A4 is injective, so that the sentinel hypothesis
(S H) is satisfied. Hence we see that there always exists a generalized sentinel s € F such
that :

< sy lw>Fr=afi + aafa,

where a; and «; are any a priori given “sentivities”. Of course, this formula is not practical
for the computation of a) fi + a3 fz, as it requires the evaluation of a duality between F and
F’ instead of a scalar product in L?(w). But we shall see that, replacing the least-square
problem (P) by a regularized vection (P,) one can define a family of regularized sentinel
(Sn,0s) with s, € L%(w) = F and o, € E such that (corollary (3.10) belows) :

o



fw Sn Y |u= 0'lfl + O'2f2 - (ana(fla f219))E
o, —0in F,

and which can be used for the actual estimnation of ay fi + a fo.

The paper is organized in three parts :

In paragraph 2, we give a synthetic presentation of the Hilbert Uniqueness Method in
the context of linear least squares, duality and regularization. This section contains known
material, or a slight generalization of thereof {sce J.L. Lions 1988 a) for the HU M technique,
and, among many others Tikhonov and Arsenin 1977, Groetsch 1984, Engl et al 1989, Chavent
and Kunisch 1992 for the regularization aspects). This paragraph will introduce the main
tools for the next paragraph on sentinels : How to replace the solution of (P) (or of its
HU M-relaxed version) by the solution of an (possibly HUM or HU M? relaxed) associated
dual problem (DF), and how to approximate the solutions of (P) and (DF) by regularization.

In paragraph 3, we define the generalized sentinels as suggested above, and investigate
their relationship with the original sentinels. We show that generalized sentinels (s,0) € FxXE
are given by the solution of a H U/ Af-relaxed sentinel dual control problem, with target c € E.
We indicate also how to approximate (s,0) € F X E by a sequence of regularized sentinels
(8n,0n) € F X E, show how to determine s, and o, through either a dual or a primal
regularized control problem, and give convergence results of (s,,a,) to (s,0).

Finally, we shall illustrate shortly in paragraph 4 the results of paragraph 3 on an example.

2 HUM, Duality and Regularization

Suppose we are given :

(2.1) E,F = two Hilbert spaces

(2.2) A€ L(EF)
We shall use thoughout the paper the following decomposition of E and F :

=TmA* + Ker/ b Trd™ = Kerddl
(2.3) {E_I’"A + KerdA , with ImA KNerA

F=TmA+ KerA® , with TmA = KerA*L,

and the according decomposition of any = € E and f € F will be denoted by :

(2.4) z =zl + .’v"'_ . with 2 € TmA*, 2N € KerA
' F=fl+fN | with fl e TmA, fN € KerA*.
Given :
(2.5) z € F, o €FE

we consider in this paragraph the resolution of the primal problem :

(P) find # € F, close to zg, s.t. —;: | Az = z ||*= Min,



which has a solution as soon as the data z satisfies the primal regularity condition :

(PR) z€ImA+ KerA

When ImA is closed, then I'm A+ KerA® = F and the problem (P) is_said to be wellposed.
When ImA is not closed, then ImA + KerA* is only dense in F, and the problem (P) is

said to be illposed. We shall make in the sequel no hypothesis on the closedness of ImA.
The solution & of (), when it exists, is given by :

(2.6) # = &l + &% with A& =21, &K =2k

Similarly, if we are given :
(2.7) "€ E, foeF
we can consider the resolution of the dual problem :
. 1
(D) find f € F, close to fg, s.t. 3 | A*f — 2" ||*= Min,

=

which has a solution as soon as the data z* satisfies the dual regularity condition :

(DR) z* € ImA* + KerA

According to the closedness of ImA*, the dual problem can be wellposed or illposed, and
its solution f, when it exists, is given by :

(2.8) f=f"4 fXwith A~ ff =21, fK = K.

Of course, as :

(2.9) ImA closed <= ImA®* closed,

primal and dual problems ar simultaneously wellposed or illposed.

We shall recall, in this paragraph, how the use of the Hilbert Uniqueness Method (H U M)
of J.L. Lions (1988) can allow to get rid of the regularity hypothesis (PR) or (DR) required
to ensure the existence of solutions to (P) or (D), making thus possible a systematic use
of duality to replace the solution of (P) by that of (D) (and conversely !), and how the
regularization technique enables us to calculate approximate solutions to these problems.
Most of the results of this paragraph are already known, but we have tried to give a synthetic
presentation which will serve as a basis for the section on sentinels.

We shall turn the four subspaces occuring in the decomposition (2.3) of E and F into
Hilbert spaces by equipping them with the norm induced by F or F :

A, || |Ig) . (Kera, || |lg)
(2.10) TmA, || |I) . (Kera®, || |Ir)
. are Hilbert spaces
We shall also turn ImA(resp.ImA*, ImAA*) into an Hilberts space, using the fact that

A is one-to-one from ImA* on ImA(resp.A* is one-to-one from ImA on ImA*, and AA* is
onc-to-one from ImA on I'mAA™) .



(ImA, || l1ma) , where || Az! ||rma=ll 27 ||5

(ImA*, | llimas)  » where || A*f/ lrma-=Il £ (I

(ImAA*, || limass) , where || AA™f! || maas=[l f! |IF
. are Hilbert spaces

(2.11)

The three space in (2.11) are dense respectively in :

(ImA, |l lF)
(2.12) (ImA*, || ||g) _
(ImA, || lima) and (ImA, || ||F),

so that one can identify dual spaces of (2.12) to subspaces of the dual spaces of (2.11) (see
also figures 2.1 and 2.2) :

ImA* C ImA* C (ImA*)
(2.13) ImAA* C ImA C ImA C (ImA)Y C (ImAA*Y
... all inclusions being continuous and dense.

One checks easily that :
Vel € TmA* , || &' ||(tma-y=| A2’ ||IF

(2.14) ViteImA || ffllgmay=Il A*f" &
o N Namansy=Il AA“fT |IF

so that :
(ImA*)  is a completion of ITmA* for the norm || Az! ||F

(2.15) (ImA) is a completion of ImA for the norm || A*f! ||
(ImAA*) is a completion of TmA for the norm || AA*f! ||F



AI
..................... - A ,
E ={ KerA +{ Impa 2 > IMA+ KerA = F

Figure 2.1 The HUM construction for the primal problem.

ImAA
/ N
ImA ImA
N / N
A z“\SZZ::IIIZIIIIZ:;: :
= KerA +  ImA o _ ’m§§+KerA§§=
(mA) A {(ImA) e ——
A (ImAA )

Figure 2.2 The HUM and HUM? construction for the dual problem.

It is then natural to define (see figures 2.1 and 2.2):



A :ImA* — Imd s.t. AJ;I = Azl
(2.16) A 1 ImA* — ImAA™ st A(A*f1) = AAf!
A ImA  — ImA” s.t. A'fl = A f1

Obviously, the operators A, A and A’ are (isometrical) isomorphism, so that A’, A’ and A
are also (isometrical) isomorphism :

A€ Isom(ImA*, ImAA~)

A € Tsom(ITmA=, ImA)

A’ € Isom((ImA), TmA*)

A € Isom((ImAA*), (ImA*)')
A € Isom({ImA*) , TmA)

[ A € Isom(ImA, ImA~)

(2.17)

2.1 HUM for the primal problem

In its original setting (P), the primal problem has a solution only when z € ImA + KerA®,
which is dense in F. In order to ensure a solution for all z € F, the Hilbert Uniqueness Method
replaces the search for & = (&!,%") € E by the search by for (f!, ") € TmA x KerA, which
is given, for any z € F, by f! = 2/ and #% = 2J’ (when z’ happens to be in ImA, then
the solution &/ of (P) is given by Ai! = 2!). But this problem is not an extension of (P),
as TmA is not naturally an overspace of TmA*. In fact, one could identify TmA* to a dense
subspace of TmA using the injection 2/ — Az and keep the (f7,2*) unknowns. But the
same approach for the dual problem would require to identify TmA to a dense subspace of
TmA* ! So we do not pursue in this direction. So the unknown f! € TmA is replaced, using
the (isometrical) isomorphism A, by an unknown 2! € (ImA=), which is an overspace of
ImA* as we have seen in (2.13).
So we set (see figure 2.1).

(2.18) { E=({ImA") x KerA

(€ is a completion of E for the norm (|| Azl || + || 2K ||2)1/2)

which satisfies :

S'cEcCé
(2.19) { continuous and dense inclusions
where :
(2.20) E'=TImA™ + KerA.

We can now extend trivially A to &£ by deciding that :

(2.21) Vo= (2l 2Myeé ax=a'eTmACF

so that the /AU AM-relaxed primal problem :

SHU . 1
(PHUAM) find & € £, close to xq. s.t. 5 | Az = = ||®= Min

10



has (not surprisingly !) a unique solution for all z € F' and z¢ € E, given by :
(2.22) g = (21,20 with 42! = 21, 2K = K.
2.2 HUM and HUM? for the dual problem

Similarly, we can ensure that (D) has a solution for all 2* € E by defining (see figure 2.2) :

(2:23) (F is a completion of F for the norm (|| A*f7 ||% + || /& ||%)/?)

which satisfies :

{ F = (ImAY x KerA®

F'CFCF
(2.24) { continuous and dense inclusions
where :
(2.25) F'=ImA+ KerA*.

We can now extend A’ to F by :

(2.26) Vi=(fLfMYeFr Af=AfleTmA*CE
so that the HU M -relaxed dual problem :

. 1
(DHUM) find f € F, close to fg, s.t. 3 | Af-2"||5= Min
has a unique solution for all z* € E and fy € F, given by :

(2.27) f= (1) with A'f1 = 21, fK = fF.
One can even ensure that (D) has a solution for all z* € £ by defining :
(2.28) F = (ImAA*) + KerA®
’ (F is a completion of F' for the norm (|| AA*fT ||Z + || £K ||3)1/2)

which satisfies :

(2.29) FCcF cCcFCFCF
) continuous and dense inclusions
wlhere :

(2.30) F' = ImAA™ + Ker A*.

We can also extend A’ to F by :

(2.31) Vi=(MeF Af=Afle(Imayce
so that the J1 U A{%-relaxed dual problem :

(DHUM? find f € F, close to fo, s.t. % | A'f - 2" k= Min

has a unique solution for all z* € £ and fy € F, given by (2.27) with A’ replaced by A’.

11



2.3 HUM and duality

We show now that, whenever (P) has a solution, it can be obtained by the resolution of an
HU M-relaxed dual problem (DHYM) whose target z* is properly chosen :

Theorem 2.1 For any a priori guess zo € E and any data z € F satisfying the primal
regularity condition :
(PR) z€ImA+ KerA®

the unique solution & of the primal problem (P) is given by :

(2.32) g-z0=Af
where f is the unique solution of the dual problem (DHVM) with target z* and a priori
guess fo satisfying :

(2.33) *€E, '=3-20, fo€F,

which rewrites :
R 1 .
(DHYMPY - find f € F, close to fo, s.t. 3 | A'f I} ~ < f,2! = Azo > 5= Min.

Proof :
Let f € F be the solution of (DFUM-P) From (2.27) and (2.33) we see that :

f = (F1, %) with Af1 =~ 20, X = g

which prooves (2.32). Then developping the objective function of (DHUM) yields (up to
an additive constant) the objective function of (DH#UYMP) as :

(A f,2")E = (Af,2")g = (A [, & — 2o)E = (f, A% ~ Azo) 5 B

Remark 2.2 At first glance, replacing the resolution of (P) by that of (DHUM.P) does not
seem to yield any simplification especially because the objective function of the latter contains
% or z!, whose evaluation requires the solution of (P) ! But we shall see in paragraph 2.4 that
the regularized versions of (P) and (D*YM-Py will have their objective functions defined in
term of z only, so that one will have really the choice of solving (P.) or (DFUM.P) m

Similarly, one can replace the solution of the HU M-relaxed primal problem by that a
properly chosen dual problem :

Theorem 2.3 For any a priori guess zg € E and any dat z € F, the unique solution & of
the HU M -relazed problem (PHUM) is given by :

(2.34) -2o=Af
where f is the unique solution of the HUM?-relazed dual problem (DHYM?) with target
z* and a priori guess fy satisfying :

(2.35) e&, M=i-20, foeF

We do not explicit, for this IIUM?-relaxed dual problem, the objective function in a
form similar to (D#YM-P): 35 & is not identified to its dual, the formula would contian the
Riesz isomorphism of £ to &', and is of no use in itself - the only useful formula will be the
regularized formula of the next paragraph.

12



2.4 HUM and Regularization

We show in this paragraph how regularization, beside being often a necessity because of the
ill conditionned nature of the problems we attempt to solve, will also solve the apparent
contradiction mentionned in remark (2.2), as it will lead to the solution of problems ( P,) or
(D,) who require only as entries noise corrupted observations 2z, € F of z.

We shall suppose in this paragraph that the exact observation z € F is approximated by
a sequence z, € F of experimental data such that :
(2.36) | 2n — 2 {|€ 65

Then we choose a sequence ¢,, of regularization parameters, satisfying :

(2.37) n >0

According to Tychonov, we replace, when z € ImA + KerA”, the problem (P) by
a sequence of regularized least squares problems :

, 1 . 2
(Pn) find 2n € E, st 5 || Az = 20 ||} +%" |z — 2o 2= Min,

and, according to J.L. Lions, we replace the I U M -relaxed dual problem (D#YM:P} ass0ciated
to (P) as in theorem (2.1) by : '

(DPy find f, € F, s.t. % |

. €n .
AYf “%3 —(fy2n — Azo)F + 5} | f— fo ”%= Min

Notice that, when z € F, the same problem (F;) will be used as a regularized version of

the HU M-relaxed problem (PHYM) and that (DF) will also be used as a regularized version
of (DHUM? PHUM)y

Of course, problems (P,) and (D;) are equivalent to their Euler equations.
(EP,) find 2, € E, s.t. (A"A+e2i, = A%z, + 5,21:1:0
and
(EDY) find fu € F, s.t. (AA" +€21)fy = 2, — Azg + €2 fo,

this latter equation corresponding to the “regularized HU M problems” of J.L. Lions.

The above regularized problems are written only using the original spaces E and F, the
original operator A, the a priori guesses 29 € E and fo € F, and the experimental data
z, € F. The relation between (P,) and (D) is given by (compare with theorems 2.1 and
23):

Theorem 2.4 Let (2.36 (2.37) hold. Then problems (P,) and (DF) have, for all n, a unique
solution each, which are linked by :

(2.38) En— 20+ 2yon = A fa

where Yo, € E s the solution of :

13



1 €2 )
(2.39) find yon € E, s.t. 3 | Ay — fo ||% +? | v %= Min
or equivalently of :
(2.40) (A*A + €2)yon = A" fo.

Moreover, the values of the minima in (P, ) and (Df) satisfy :
P 54 .
(2.41) Min(Pa) + eaMin(DE) + 2 (fo, Ayon +2(f - fo)) , = 0.

Remark 2.5 When the dual variable f is selected as the minimum norm one (i.e. when
fo=0), then yo, = 0 for all n, and (2.38) and (2.41) rewrite :

(2.42) 3 —20= A"fn,

(2.43) Min(P,) + e2Min(DF) = 0,
so that the resolution of (P,) can simply be replaced by that of (DF), followed by the
application of A*. B

Proof of theorem (2.4) :
Let f, be the solution of (DF) or (EDF), and define &, by :

(2.44) Fn— 2o+ €2yon = A" fr
Multiplying left (EDE) by A* yields :
(AA+e2DA o= A"z, — A"Azo + €247 fo
Substituting the value of A*f, given by (2.44) yields :
A*AZ, + €hZn — A"Azo — €520 + €4 (A" A + €2 D)yon = A"Azo + €5A™ fo
i.e. , using (2.40) :
A*(AZy — 2,) +€2(8n —20) = 0

which is the Euler equation (EP,) of (P,). Hence &, is the (unique) solution £, of (P,)
which ends the proof of (2.38). We proove now (2.41) ; we first evaluate Min(FP,) :

: 1., e2 .
Min(P,) = 3 | Adn — 2 |I? +7n | 5 — z0 “2E
and, substituting #,, using (2.38) and AA* f, using (EDE):

. 64 2 52 s
Min(P,) = 5 W fo = fa = Ayon % +—.§’1 | A fn — 2yon l|E

14



. € . ed . el €8
Min(Pp) = 7” | A" fu lIE t5 | fu = Jo llF +3n | Agon I} —€n(fo, Ayon)F + 7" | yon I -

Substituting £2yo, using (2.40) in one factor of the last term yields :

~ € “F o2 L En oy 2 &n
(2.45) Min(Pa) = S N Afa I+ 1l Ja = Jo llF =5 (fo, Avon)r-

Now we evaluate Min(DF) :
: L g f ; en yr f
Min(D7) = 5 1A% fn IE ~(fa,2n — Azo)F + 5 2= fo 12

and, substituting z, — Azo using (EDF) :

- 2 - -
(246)  Min(DE) = ~S | A Fa s =2 |l fa = fo Ik —€2(Jo, fa = o)

Combining (2.45) and (2.46) yields (2.41). M )
We investigate now the convergence of &, and f, towards the solutions £ and f of (P) or
(PHUM)Y and (DHUMP) o; (DHUM2,P”UM).

Theorem 2.6 Let (2.36 (2.37) hold.

i) For all n, the K -components of &, and j:n satisfy :

(2.47) & = 28, with 3% = 2K
(248) RS = A f 2l with K = £

ii) If moreover :

(2.49) z€eFandé, -0, €,—-0
Then :

(2.50) Enipn—=0in E

(2.51) Al — 2 in F(hence &, — £ in &)
(2.52) Enlon — 0 in E

(2.53) Ayon — f§ in F

(2.54) 2fp—:inF

(2.55) AA*fl — 2 — Awq in F(hence A*ff — 3 — 2o in & and fI — fI in F)
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iii) If moreover :

(2.56) 2€ImA+ KerA® and 6, /¢, — 0
Then :

(2.57) & — & in E

(2.58) | Ain — 27 ||F= 0(en)

(2.59) A fl — & — 2o in E(hence fI — f in F)

iv) If moreover :

(2.60) z € ImAA™ 4+ KerA® and 6, = 0(¢?)
Then :
1
(2.61) | 2 — 2 |[E= 0(64) = 0(¢n)
(2.62) || AZn — 2" ||F= 0(6n) = 0(2)
(2.63) o flinF
Proof :

i) Formula (2.47) results immediately from the projection of (EP") on KerA, and (2.48)
from the projection of (EDF) on KerA*.

ii) Let (2.49) hold, and choose € > 0. On can find # € F such that :

Ail = 2l with || 2/ - 3 |r<e/4

(2.64) { K = oK

:2,0

Then by definition of £,, one has :
| A2n — 2o |F +€2 [ £ — 20 IE<]| AZ — 20 [[F +el [ 2~ 20 |IE

which rewrites as :

< || A% =z |3 4€2 || 3 — 20 |1
+ | Az = 2R 4l [l 80— 2 13
- “ A, — 2z, ”?‘ ‘5721 “ Tn — Zo “2E

| Az~ 20 1IE +eX 11 82 — 2 |IE
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Using the identity a® + 0% — (a + b)? = —2ab and the fact that Az = 37 yields :
Az — 2% +€2 || 80 — & ||2< 2(Adn = 3,20 = )P + 262 (80 — &,20 — F)E
which rewrites :

| A2 — 20 |5 42 || 8, —  ||2< 2(Adn — 32— 24+ 21 — 2D)p

(2.65) +25121(i'n —T,20 - 3)E

Using the Cauchy Schwarz inequality and (2.36) yields :

. - n - - - € o - -
| Adn= 21 IE e | dn =2 IS 20 Ad— 3 llp (6 + 5) 4262 | 3u 5 llgll 20— I
which is of the form (with obvious notations) :

a® + b% < 2aa + 2.

Hence :
(a—a)+(b-B) <’ + 8 <(a+p)
and finally :
(2.66) a<2a+p
(2.67) b<a+ 286

From (2.67) we see that :
. . € -
En ||.’Dn—2?||ES 6n+:1‘+5n ”1'0“37”
which implies that :
. - € -
n |l Zn llE<en || 2] +611'*‘2‘*"‘571 | 20— 2 ||
so that :

ea |l #n ||ES € for n large enough,

which proves (2.50).
Then from (2.66) we obtain :
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| Adn = 2 lF< 260+ 2) +n ll 20 - £ I
which implies that :

| Ado = 2" r< 26+ 5 +en 20— 2 s
so that :

| A¢n — 2" ||F< € for n large enough

which proves (2.51).

Then (2.52) (2.53) correspond exactly to the convergence results (2.50) (2.51) applied
to problem (2.39).

We plug now (2.38) in (EDF) to obtain :

Passing to the limit in (2.68) when n — oo yields, using (2.51) (2.36) :

which is (2.54).
But passing to the limit directly in (EDZY) yields :

AA*f, = 2 — Axg — 2N =27 - Azq

which is (2.55).

iii) Let us suppose now that (2.56) holds. So we can choose in (2.64) # = &, 2/ = 2/, so that
(2.65) rewrites :

| AZn — 2 |} +e2 (| 80 — £ [13<

(2'69) 2(_4;{-’1 — 31, n— 2+ 2631(233,1 —-&,T0— i’)F

Applying to (2.69) the same technique as we did to (2.65) yields :

” Alin - 31 ”F

< 2n+enllzo—-2|
Sn “-i'n_i' “E < 6

n+25n“‘r0_£“

which proves (2.58).

Let now ¢ > 0 be given. As & — 2g9 € ImaA*, there exists ¢ € F such that :
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(2.70) #—20= A%g+ e with | el|<e/3.

Plugging this formula in the last term of (2.69) yields :

| Adn = 21 II% +2 || 80 — & 3S 2A8s = 2120 — 2 — E0)F

(2.71) Z262(3, — &, ).

Using the Cauchy Schwarz inequality and (2.36) (2.70) yields :

| A2n = 20 17 +€2 || &n = 2 lle< 21| AZn = 27 || (Ba + €2 1 9 I))

2.72 ! "
(2.72) boe2 | d, - 2| /3

which, as in the part ii) of the proof, implies that :

(2.73) | Ay — 2 |[F< 2(6, + €2 || g 1I) + €n-€/3

(2.74) En | En =2 ||ES bn 4+ €2 || g || +26n-€/3.

As we have supposed in (2.56) that 8, /e, — 0, then we obtain from (2.74) :

|| 2, — & ||< ¢ for n large enough,

which proves (2.57). Then (2.59) results from (2.57) and (2.38).

iv) Let us now suppose that (2.60) holds. Then we can satisfy (2.70) with e = 0 for some
g € F, so that (2.73) (2.74) rewrite :

” Ain_zl “F < 2(6n+531 “!]”)
enlldn—2llg < Satenterllgll

which implies (2.62) and (2.63) using the hypothesis that 8, = 0(¢%) made in (2.60). B

3 Least Squares and Generalized Sentinels

3.1 Definition of a generalized sentinel
Suppose one is in charge of monitoring the quantity (¢, z)g € R where :

(3.1) ¢ € E is a given vector (“monitoring vector”)

and 2z € F is a vector of unknown quantitics. The only information for this monitoring is
available through a known linear operator :

(3.2) A€ L(E; F),

and consists in an observation z of Ax. We suppose that there is no measurement or model
error :
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3.3) 2 €ImA+ KerA®

and postpone the handling of noisy measurements z, € F to the paragraph 3.3 on regularized
sentinels.

The most reasonnable thing to do, at least from a conceptual point of view, for the
monitoring of (¢, z)g, consists in :

i) Computing the best least-squares estimate & of z by solving the problem :
. 1 2 .
(P) find & € E, close to zg, s.t. 3 || Az — z |F= Min
where an a priori guess :

(3.4) o € E
has been used to select, when A is not injective, one solution of (P).

ii) Calculating :

(3.5) (¢,g) = best estimate of (¢,z)g

This approach is however computationally expensive, as the whole vector £ of unknown
quantities has to be estimated (by solving (P)) each time one estimation of the real number
(¢, z)E (often one single component of z !) is required.

But using the least-squares and HU M construction of paragraph 2, one sees that problem
(P) has a unique solution Z depending in a linear and continuous manner on z € ImA+ KerA*
and zg € E. This defines a mapping :

(3.6) Al i(z,20) — &

called the pseudo inverse of A, which satisfies :

(3.7) At € L(F'x E ;E)
where (cf.paragraph 2)

(3.8) F'=ImAx KerA®

With this pseudo inverse, the estimation of (c,z) by steps i) + ii) rewrites simply as :
(3.9) (¢,%)g = (¢, AN(2,20))E.

But :
(3.10) coAle L(F'xE;R)= FQE

so that there exists :

(3.11) seF, o€k
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such that :

(3.12) (e,2)g = (s,2)rp + (0, 20)E

Once the elements s € F and ¢ € E have been computed, the estimation of (¢, %)k can be
performed at a moderate computational cost by (3.12) as many times as needed. This leads
us to the :

Definition 3.1 We shall call generalized sentinel for the monitoring of (¢, x) from the observation
of Az any s € F and 0 € E such that (3.12) holds for any z € ImA+ KerA* and any zo € E.
Such a sentinel always ezists and is unique under the sole hypothesis (3.1) and (3.2).

This definition is slightly more general than the original definition of J.L. Lions (1988),
with which it will coincide when A is c-injective, i.e. when :

(3.13) Az = 0 implies (¢,z)g =0

as we shall see in the next paragraph.

3.2 Characterization of Generalized Sentinels

Suppose that we have decomposed the monitoring vector ¢ € E on the two orthogonal sub-
spaces NerA and ImA* :

(3.14) c=cM + ¢!, with e € KerA, ¢! € TmA~
Then the following characterization holds :

Theorem 3.2 Under the general hypothesis (3.1) (3.2), (s,0) € F x E is a generalized
sentinel for the monitoring of (¢,z)g from the observation of Az if and only if :

(3.15) s € (ImA), o€ KerA
and :

(3.16) As+o=c
Proof :

We show first that conditions (3.15) (3.16) are necessary. We shall use the notations :

z=z2l 4+ with 2! € ImA, K e KerA*
zo = 2 +2f, with 2 € KerA, z§eTmA*
= &M + &1, with 8 € Kerd, ! € TmA®

IS

etc....
Then the mapping co At : (z,%0) — (¢, %) can be decomposed into four steps :
Step 1 : project zon to ImA :

z—»z’e]mA

Step 2 : invert A :
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! — 27 € TmA* such that Az! = 2/

Step 3 : choose & close to zq :

z0 — 2N = x(l,‘

Step 4 : gather the result :

#=iN+2f

This prooves that %, and hence (¢,%)g, are independant of the components 2K of z on
KerA* and xé of g on ImA*. But by definition of the sentinel, one has :

(3.17) (¢,2)E = (8, 2)5r + (0, 20)E
which implies that :

(3.18) s € (ImA), o€ KerA,
which proves (3.15). Now using (3.18), one can rewrite (3.17) as :

(e:8)E = (5,2 )rr + (0,28 )E
and, using the above steps 2 and 3 :

(e,2)g = (s,Ai))zr + (0,2%)
= (A's,i1)g+ (0,iK)E

i.e.

(3.19) (As+o0-c,2)g=0

But (3.17) holds for all z € ImA + KerA* and all zg € E. From steps 1 thru 4 we see
that this implies that (3.19) holds for all # € E'! This prooves (3.16).

One checks then easily that the reciprocal property holds : if (s, o) satisfies (3.15) (3.16),
then (s,0) is a sentinel. W

This characterization suggests immediately a constructive approach for the determination
of a sentinel :

Corollary 3.3 Under hypothesis (3.1) (3.2). the generalized sentinel (s,0) € F x E for the
monitoring of (¢, 2)g from the observation of Ax is given by resolution of the (HU M -relazed)
sentinel dual control problem :

(Ds) finds e F, close to 0, s.t. % A f~cli= Min

followed by a residual calculation :
(3.20) oc=c—-A's
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or, equivalently, by the resolution of the dual problem associated to (D,) by theorem (2.3),
which is the (HU M?*-relazed) sentinel primal control problem :

~ 1. -
(Ps) findr €€, closeto0, s.t. > | &z — s ||5= Min

or, equivalently, of its Fuler equation :

(EPs) findre€ Est.rK =0, El=s,
followed by :
(3.21) o=c—-Alr
(This corollary is a simple rewriting of theorems (3.2) and (2.1)).

Remark 3.4 Of course, the primal sentinel control problem (P,) in the above form does not
seem very operational, as it is expressed in term of the solution s of (D,) ! But we shall see
in the next paragraph that, for regularized sentinels, (Ps) can be expressed in term of ¢ only,
and hence will actually define an alternative way for the calculation of s and o.

We see from Corollary (3.3) that a sentinel can be computed by solving a (H U M -relaxed)
control problem for the adjoint operator of A, whose target is the monitoring vector ¢. The
residual of this control problem yields that part o of the sentinel which indicates the depen-
dance of the estimated quantity (¢,z) on the a priori guess 2. When this residual is zero,
then o = 0 and the sentinel (s,0) coincides with the sentinel in the original sense of J.L. Lions
(1988), up to the fact it is in F, not in F :

Corollary 3.5 Let (s,0) € F x E be a sentinel for the monitoring of (¢,z)g from the obser-
vation of Ar € F, to which we associate the sentinel function :

(3.22) {S:ExE—»R

(z,20) = S(z,20) = (8, Az) x5+ + (0,20)E,

which satisfies :

(3.23) S(z,z0) = (¢,2)g + (0,28 — 2¥)p.

Then, under any of the three following equivalent hypotheses :

(5—-1) A isc-injective , i.e. Az =0 implies (c,z)g =0
(§-2) celImAx,
(S-3) o=0,

the sentinel function S(x,ro) satisfies :

(3.24) S(x,20) = (c,z)g forallz € E
so that s € F is a sentinel in the sense of J.L. Lions (1988).
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We skip the proof of this corollary, which follows immediately from theorem (3.2).

If one wants to match completely the original definition of the sentinels by J.L. Lions, as
recalled in the introduction, one needs simply i) to decompose F into Fy x E; x E, according to
the unknowns z; and 2, with respect to which one wants the sentinel function to be sensitive,
and Z which is made of the uninteresting unknowns, and ii) to choose ¢ = (ay,@7,0) € F as
monritoring vector. Then, under any of the hypothesis (), the sentinel function satisfies :

(3.25) S(’L,’vo) = (S,.AIL')}-}-! = o1T1 + Q22
which satisfies :
. 85 S oS
(326) 5?1(1,10) = a1, Tm(z,xo) = G2, _6_:_?:—(2:’%) =0

and hence is a sentinel in the original sense of J.L. Lions.

3.3 Regularized sentinels

As in practice the control problem (P) used for the definition of the pseudo inverse A! is
illposed, it is necessary to replace it by regularized control problems : given a sequence
(3.27) €n >0, €, —0

of regularization parameters, we define a sequence of regularized control problems :

1 2
(P.) find &€ Es. t. 5 || Az = 2 |I? +52'-' Iz - zo ||?= Min

which have, for each n, a unique solution &, as soon as :

(3.28) Zn € F, Zo € E-

Hence (Pn) defines an approximate pseudo inverse A} of At :

(3.29) Al 1z, €eF zoe E>i,€E

which satisfies :

(3.30) Al € L(F x E ;E),
so that :
(3.31) co Al € L(F x E ;R).

This shows, as in paragraph (3.1), that there exists s, € F and o, € E such that :

(3.32) (¢,2n) = (Sn, Zn)F + (On, T0)E

Hence we are led to the :

Definition 3.6 Given e, > 0, we call reqularized sentinel for the monitoring of (¢, z)g from
the observation of Az any s, € F and o, € E such that (5’3:2-) holds for any z, € F and any
zo € E. This regularized sentinel always exists and is unique, under the sole hypothesis (3.1)
(3.2) and (3.27).
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Then it results immediately from the part iii) of theorem (2.6) applied to (P) and (P,)
that one has the :

Corollary 3.7 Let hypothesis (3.1) (3.2) (3.27) hold.
Then for any z and any sequence of observation z, satisfying :

(3.33) z€ ImA+ KerA”

(3.34) 2n € F, || 20 — 2 ||F< 8y, with bp/eq — 0,
one has :

(335) (sn, Zn)F + (Unv xO)E = (C3{tn) - (Cai) = (S, z)}'}" + (U, xO)E
where :

&, is the regularized least square estimate of x, given by (Py)
z is the least square estimate of z, given by (P).

We turn now to the determination of s, and oy, :

Theorem 3.8 Under the general hypothesis is (3.1) (3.2) and (3.27), the regularized sentinels
(Sn,0n) are given by the solution of either of :

1) the reqularized sentinel dual control problem :

1 €2 .
(Dsn) findsy € F, st 5| A%s—c W& +=2 || s l|k= Min

2
or, equivalently, of its Euler equation :
(ED,,) (AA* +¢€2D)s, = Ac,

followed by a residual calculation :

(3.36) op=c— A's,

il) the regularized sentinel primal control problem :

1 €2 '
(Pon) findrn € By sit. = || Ar I} ~(e,)r + 2 || 7 = Min

or, equivalently, of its Fuler equation :
(EPyn) (A"A+elDr, =c,

followed by :
(3.37) Sn = ATn, 0p = €7,
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Proof : If we define :

F, = F x E, equipped with the norm
I (f,2) lm= () fI1F +€2 1 = 1E)?
A, = (A 1Ye L(E F)

z= (331:0) € Fn

then we can rewrite the regularized problem (P,) as :
- 1
(Pr) find &, € Est. 5 | Anz — 2 ||}, = Min,

where of course :

KerA, = {0}
(3.38) ImA,, is closed, so that F! = F, = F,
Ah = A @ <21 is onto.

Then the sentinel for the monitoring of (¢, Z,) from the observation of A,z = (Az,z) in
F, is, according to the definition (3.1), the (unique) vector ((3,,7,),0) € F, X E such that,
for any (2, z9) € F,, one has :

(C, in) = ((gna Tn)s (znv xO))Fn
i.e. by definition of the scalar product in F}, :

(3.39) (¢y2n) = (B, 20)F + €2(ny Z0)E

Comparing (3.39) to the definition (3.32) of the regularized sentinel (s,, 0,) shows already
that :

(3.40) $n = 8p
(3.41) on = €ir,
But we know from theorem (3.2) that the sentinel ((3,,7,),0) € F, X E satisfies :
(3.42) (8n,7n) € Imd,, 0€ KerdA = {0}
(3.43) AL(nam) = ¢
Using (3.40) and the fact that Im.l is closed, we see from (3.42) that :

(3.44) Sp = Ary.
Using (3.43) and the formula for 4} given in (3.38), we sce from (3.43) that :

(3.45) Ay +2r, = e
Plugging (3.44) into (3.45) gives :
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(3.46) A*Ar, +eir, =,

which is the Euler equation (EP, ). Then multiplying (3.46) left by A and using (3.44)
gives :

(3.47) AA*s, + sisn = Ac,

which is the Euler equation (ED;,,). B

We can now apply theorem (2.6) on the convergence of regularized solutions to the case
where (P) is replaced by (D,) and the dual (DF) of (P) is replaced by the dual (P,) of
(Ds). As the sentinel problem (D;) is a HUM-relaxed problem (the target c¢ is in E, not
in ImA* + KerA !) the results of section ii) of theorem (2.6) apply with the following
correspondance :

E replaced by F
A replaced by A*
zn = 2z replaced by ¢
bn replaced by 0
(3.48) Zo replaced by 0
fo replaced by 0.
Ty replaced by s,
Yon replaced by 0
fn replaced by r,,

which gives the :

Theorem 3.9 Under the general hypothesis (3.1) (3.2) and (3.27), the regularized sentinels
(8n,0n) € F X E converge to the generalized sentinel (s,0) € F x E in the following sense :

(3.49) , sK =K =0 foralln

(3.50) Enst 50 in F

(3.51) $p — s in F(i.e. A"s! — ¢! in E and s& = 0 in F)
(3.52) ok =a=cX foralln

(3.53) ol ~0inE

and the solution 1, € E of (P,) is related to the solution r € & of (Ps) by :

(3.54) ri = /2 for all n(hence rX is unbounded in E and &)
(3.55) rl = rlin E(ie. A*Arl — ¢! in E).

If moreover the sentinel hypothesis (S) is satisfied (i.e. A is c-injective) then ¢® = 0 and :
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(3.56) ol =0 foralln

(3.57) K =0 foralln
(3.58) ro— 1 in E(i.e. A"ArL — ¢! in E and ¥ = 0 in E)

Corollary 3.10 Under the general hypothesis (3.1) (3.2) and (3.27), the reqularized sentinel
function S,(z,z0) defined by :

(359) Sn(z, xo) = (sn, AIL‘)F + (Un, zO)E
satisfies :
(3.60) Sa(z,20) = (¢,2)E+ (0n,T0o— T)E

S5(z,20) + (0,24 — 27)E

Proof : Formula (3.60) follows immediately from (3.36) of theorem (3.8), (3.52) of theorem
(3.9) and from the property (3.23) of the sentinel function 5. M

From (3.23) we see that the estimate of (¢, z)g given by the sentinel (s,0) is exact up to
an error proportionnal to the component of 29 — z on the kernel of A (this term vanishing
when A happens to be c-injective). Then (3.60) shows that the use of a regularized sentinel
introduces an additional error, proportional to the component of o9 — = on the orthogonal of
the kernel of A (of course, this term does not vanish when A is c-injective !).

In all cases, using the best available estimate zg of the unknown z (even a very rough one,
using for example the order of magnitude of the unknowns z) will yield an improved estimate
of (¢,z)E, compared to the one obtained with 2o = 0.

4 One Example

We illustrate the results of paragraph (3) on an example taken from Ainseba (1992). It
concerns the monitoring of the pollution in a river we denote by :

(4.1) QCR? 0<TecR

the part of the river under investigation, and the duration of the available informations.
Then the concentration y(z,t) of the chemical responsible for the pollution is given by :

¥ +V.Iy-DiZY - DofY + Ky = fi()8(z - 23) + fo(t)8(z — 23)

2

...in Qx]0T

(42)  { y(z,0) = wl2) in Q(at ¢ = 0)
y=yg on IQp x0T

2 = p on 90N x]0T|

dvp

where (see figure 4.1) :
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( V is the smooth velocity field of the river

Dy, D, are smooth dispersion coeflicients

K is a smooth reaction coefficient

zk, 2% € Q are the location of two pollution sources

fi, f2 € L¥(0T) are the intensity of these sources

(4.3) { Y€ L%() is the initial concentration of pollutant

g € L*(0T ;H‘%((')QD)) is the concentration of pollutant on

the upstream boundary 9Qp of the river

38;% = Dlglyul + DQ%"U-), where U = (v, v3) is the outer unit normal to 2.
h e L?(0T ;H‘%((')QN)) is the flux of pollutant caused by dispersion on
| the lateral and downstream boundary J§Q2n.

We shall make the hypothesis that :

all coeflicients and right hand sides in (4.2) are
(4.4)
known, except fi, f2,%,9, R,

and that there exists an observatory :

(4.5) wCf, wopen

on which a measurement :

(4.6) z € LY (wx]0T[)

of y is available. Before specifying which quantity we want to monitor, we cast the example
in the abstract framework of paragraph (3) by setting :

(4.7) E = L*0T) x L*(0T) x L¥(Q) x L*(0T ; H~7(d90p)) x L2(0T ; H~3(99n))
(4.8) F = L¥(wx]0T|)

(4.9) A :(fis f2.90.9,h) € E = y |, xjor(€ F where y is solution of (4.2)
Theorem 4.1 The operator A is injective. Ience its transposed A™, dcfined by :

‘ dq
(4'10) A'w = (’1 |x=:c15v(1 l.r:xQS’(/ lt=0s "E '8907(/ lff‘QN> )

where ¢ is the solution of the adjoint system :

~%9 _y(qv) - Dl%%ﬂ -~ D25+ Kq = xow ... in Qx]0T]

(4.11) ¢(2,T)=0 in Qatt=T)
q=0 on ONp x0T
gV.v + 3%% =0 on 0N x]0T(

has a dense image.
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Proof : If y = 0 on wx]OT|[, from the theorem of Mizohata (Saut and Scheurer, 1987), we
sce that y is identically zero on (Q — {a%} — {2%})x]0T[, hence y = 0 a.e. on 2x]0T[, which
implies that fy, f2, 90,9 and h are zero, so that A is injective. The formula (4.10) (4.11) are
given by a classical calculations. I

This implies immediately, through corollary (3.5).

Corollary 4.2 Ior any monitoring vector ¢ € E, there ezists a unique generalized sentinel
s € F such that :

(4.12)

S(fr: fas¥0,9,h) = (8,9 wa]OT[)}'}" = (¢, (f1, f2, %0, 9, h))E
Jor all f1, fa, 90,9, h.

1t is given by the solution of « dual control problem :

(4.13) find s € F,s of minimum norm, such that J(s) = InfyecrJ(w)
where :
1 - 2
(414) J(w): :é ” A ’UJ—C”E,

and satisfies :
(4.15) J(s)=0

For example, if one wants to monitor the total amount of pollutant injected by the source
1 during the observation period [0T], one simply chooses :

4.16) ¢ = (112(011,0,0,0,0) € E
(0T)
so that :
(4.17) (5,9 luxtorprr = fg fi(t) dt
) fOI‘ all fl’f2’y07g’h

where the sentinel s € F is given by (4.13) with :

{ J(w) = [o (g(ah,0) = D2 dt + f§ q(23,0)? dt + [ q(2,0)? dx

R EAO dt+fo a0

(4.18)
v 2" My d (aap)

Remark 4.3 One can also monitor simultaneously the two pollution sources by choosing :

(4.19) c = (1L2(0T)’1L2(0T)’070’0)
in which case :
_ (T T
(4.20) (8. ¥ lwxjor)rr = Jy A1) dt + [5 fa(2) dt
' for all fi. fa.y0.9. 1.

The sentinel s is then sensitive to changes in the intensivity of any of the two sources,
and insensitive to changes in any other unknown quantity.
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Of course, the ideal situation described by corollary (4.2) is a kind of lure, caused by
the infinite speed of propagation associated to the Laplacian operator ! This situation is
completely lost after discretization : if we denote by :

(4.21) EvCE, Fo CF Ay € L(En, Fy)

the finite dimensional spaces and operator which replace E, F, A defined in (4.7) (4.8) (4.9)
once a reasonnable discretization of the state equation (4.2) has been chosen, then A, has
many zero, or very small, singular values, so that it is, by far, no more injective. Hence the
corresponding discretized sentinel (s,04) € Fj X Ep will contain a non zero term oy, giving
the influence of the a priori guess chosen for f;, f2,%0,¢ and h.

The adjoint A} of Aj can be determined by a classical discrete adjoint state calculation,
whose result we can write symbolically as :

. dqn
(4.22) Ajwp = (qm’:“s’th‘“"é’th':w —% |8QD»‘Ih|30N>

where ¢, is the solution of the discrete adjoint state equation with right-hand side wj.
Because of the poor conditionning of the dual control problem for the determination of
(sh,01), one has to use regularization :

Corollary 4.4 Foranye > 0, there exists a discretized-reqularized sentinel (spe,0n,c) € Fp x Ej
such that :

(sh,s, Yh wa]OT[) Fi + (Ohe, zOh)Eh =
ST fun(t) dt + (oh e, xh — Tok)gp
for all xp = (fin, f2ns Yor, gh, hr) € Ep

and for all a priori guesses xon = (f1,0,h, f2,0,hs Y0,0,ks 90,h> hon) € Ep.
The observation related part spe € Fy of the sentinel is given by :

(4.23)

(4.24) She € Fry  Jne(sne) = Infu,er, Jne(wn)

where :

2 2
(4.25) Jhe(wn) = f§ ((Ih o=zt —1) dt+ [T ((Ih |z=x§) dt + [ (an lewo)? dz
’ T
+Jo I 82 loapll? dt+ [ 1l an loanll® dt+e2 T [, |wn |? de dt.

Then the a priori gucss related part op . € Ep of the sentinel is given by :

3
(75,}; = - (qh |J:=:l'§ _]7qh |x=r§? (Ih 't=07 -a_l(‘/lf)_ |£)QDa(]h |89‘v>
(4.26) where qp is the solution of the discrete adjoint

system with right-hand side sp ¢.

When ¢ — 0, one has :

(4.27) Sne € ImAy — sp € ImAy, in Fy

(4.28) Ope — 0 € KerAp in By
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The formula (4.24) (4.25) for the determination of s . coincide with the ones which have
been used so far for the numerical determination of sentinels (Ainseba, 1992, Kernevez 1993),
but the interpretation of the residual (4.26) as yielding the influence of the a priori guess
seems to be new.

One could also probably proove that when i — 0, s — s in F and o, — 0 in £ under
reasonnable assumption, but we have not pursued in this direction.
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