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Abstract

In this work, we investigate the difficult problem of the optimization of fractal func-
tions. We first derive some relattons between the local scaling exponents of the functions,
the sampling rate, and the accuracy of the localization of the optimum, both in the do-
main and the range of the functions. We then apply these ideas to the resolution of the
tnverse problem for Iterated Function System (IFS) using a Genetic Algorithm. In the .
conditions of study (2D problem for sets), the optimization process yields the optimum
with a good precision and within a tractable computing time.

Keywords : Fractals, Genetic Algorithms, Optimization, IFS.
Résumé

Dans cette étude, nous abordons le difficile probléme de ’optimisation de fonctions fractales. Nous
établissons tout d’abord des relations entre les exposants d’échelle locauz des fonctions, le tauz
d’échantillonnage et la précision sur la localisation de l'optimum. Nous appliquons ensuite ces résul-
tats d la résolution du probléme inverse pour les Systémes de Fonctions Itérées (IFS), en employant
un algortihme génétique. Sous les conditions étudiées (probléme bidimensionnel pour les ensembles),
le processus d’optimisation fournit une estimation de la solution optimale avec une bonne précision
et en un temps CPU acceptable.

Mots-clés : Fractales, Algorithmes Génétiques, Optimisation, IFS.



1 INTRODUCTION

It sometimes happens that solving a particular problem amounts to find the minimum of a function
over a given space. One then talk of an optimization problem. When the function has a certain
type of regularity, a number of methods exists, mostly based on gradient or generalized gradient
computations (see for instance [7]).

Generalized gradient methods work well when :

e some sort of gradient can be defined and computed at any point of the space of solutions (for
instance, directional derivatives),

¢ the function does not have too many local minima, or the value taken by the function at these
minima is significantly greater than the value at the absolute minimum.

Fractal functions, as the Weierstrass function displayed on figure 1, do not satisfy these require-
ments : they are nowhere differentiable, no directional derivatives exists, and they possess infinitely
many local minima.

For such and other very irregular functions, different methods have to be used for optimization.
Most of them are based on stochastic schemes.

One of the most known stochastic algorithms is Simulated Annealing. It is a powerful technique
for finding the global minimum of a function when a great number of parameters have to be taken into
account. It is based upon an analogy with the annealing of solids, where a material is heated to a high
temperature, then very slowly cooled in order to let the system reach its ground energy. The delicate
point is to lower the temperature T no too rapidly, thus avoiding local minima. Application to
other optimization problems is done by generalizing the states of the physical system to some defined
states of the system being optimized, and generalizing the temperature to a control parameter for
the optimization process ; most of the time, the Metropolis algorithm is used : at “temperature”
T, the jump from a state of energy E to a state of energy E’ is made with probability one if E’ is
lower than E and with a probability proportional to (E-E’)/T if not ([1, 20]). The main drawback
of Simulated Annealing is the computational time : the optimal solution is guaranteed only if the
temperature is lowered at a logarithmic rate([11]), implying a huge number of iterations. Most of the
time, a linear rate is used to obtain affordable converging times, but, for certain very wild functions,
the logarithmic rate has to be used. However,Simulated Annealing have been used with some success
for the optimization of fractal functions (see [18]).

In this work, we investigate the use of another recently introduced method for stochastic opti-
mization, namely Genetic Algorithms. We first state some basic facts about how the optimization of
a fractal function should be conducted and which type of results one may expect, using extensively
the (possibly local) self similar behavior of the function (section 2). In section 3, we recall the main
aspects of genetic algorithms. In section 4, we validate the use of such algorithms by applying them to
well known functions, such as the Weierstrass one. We then present an application to the resolution
of the 2D inverse problem for IFS (section 5) and sum up our results in section 6, proposing various
desirable extensions.

2 OPTIMIZATION OF A FRACTAL FUNCTION

In this section, and throughout the paper, we only consider discrete optimization methods : that is,
the solution x that minimizes f is searched over a discrete subset of the domain of f. This corresponds
to the practical case where the variable has to be coded on a fixed and finite number of bits.

We restrict ourselves to the case where the functions f has, at each point, a scaling behavior.
This means that :
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Figure 1: Weierstrass function of dimension 1.5.

Vz,u € I’ YA€ R, f(z + Au) - f(z) ~ [A|"f(u) when A—0
where :

e fis a function defined on I C E, E being a subset of R™, taking values on F, a subset of R,
and u is a normalized vector,

e g(A) ~ I(A) when XA — 0 means that : limy_ ‘l’: =k € R (ie. the limit exists and is
finite). :

QOur aim is to derive some general bounds on the precision of the optimization, both in the domain
and range of f, related to the discretization of the domain of the function. In other words we want
to answer the questions :

e at a given sampling rate, what is the maximum error that can be made on the location of the
absolute minimum, and on the corresponding value of the function ?

o if this error is too large, by how much do we have to refine the sampling to obtain a given
precision ?

For the sake of clarity, we first consider real-valued functions whose domain is ]0, 1.

Assume that the variable x is coded with n bits. This correspond to a sampling of the interval
10, 1] at frequency Fp = 2"

If g is a smooth function whose frequency spectrum is included in [0, F], we know by Shannon’s
theorem that if Fy is greater than F, then no information is lost by sampling at frequency Fy. Thus



it is theoretically possible to find the global minimum of g on the discretized space, with accuracy
€ = 27" both for x and g(x). In other words :

Zmin € ] ~€6,2+ €
g(xmin) € 19(2) — €lg’(£)],9(2) + €|g'(2)|[ when € -0

where Z,,;n is the real minimum, and Z the best value found by the optimization algorithm.

However in our case, f is a fractal function, and its frequency spectrum is unbounded : any
sampling implies a loss of information. No matter how large n is, some variations of the function will
be lost.

Many fractal functions have an 713 spectrum, with 8 €]1,3[. For instance, fractional Brownian
motion of exponent H has an -7 spectrum, for H €]0, 1[.

The Weierstrass function defined as :

Wia(z) = 6 Dsin(b'z)

i=1

with b > 1 and 1 < s < 2, also has an f% spectrum, with 8 =5 — 2s
If we sample these functions at frequency Fp, we can evaluate how much information we have
lost, by computing the integral :
© 1
—df
R f A

which converges, since 8 > 1.

Further analysis of this quantity allows to assert, in a probabilistic way, the quality of the op-
timization ; these results will be presented in a forthcoming paper. Here we use another path to
heuristically derive some bounds on the precision.

Let zg, 21, ...29» be the sampling points at frequency Fy. Suppose that the optimization method
returns z,, as the global minimum. Assume further that the point where f reaches its second minimum
is z,,’, also computed by the optimization algorithm :

Vie0,1,...,2", f(zm) < f(2:)
Vie0,1,..,2% i #m, f(zm) < f(zi)

Using some theoretical considerations, or some measures performed on the signal, we have access

to the value of h with a precision of § > 0 (§ < k). This means :

helh—6h+8)

where £ is the estimated value.
From the scaling property of f, we know that :

VZ € |Zm — €, 2m + €, f(2) = f(2m) = k7"

where n = |z — z,,/|, provided that € is small enough.
Let ym = f(Zm ), ¥m’ = f(Zm') ¥y = f(2). We have, for z €|z, — €,2p, + € :

Y Yo + k7
Now we need to find some bounds for k. Since 7 is positive, we may define :

_ In|k|
1= In(n)

or : k=4n?



This implies :
f(z) = f(zme) = £

k is thus related to the incertitude on h, since measuring f(z) — f(2m') will give us an evaluation

of h:
h-§

IN

g+h<hté

or : -§ < ¢<¥¢

We then have a lower bound for y, using the facts that n < eand h+ 6§ < 1:
Y > Y — €° if <1

Thus, we alway have :

Ve € | — €, 2m + €[, y= f(2) 2 Y — e

The “worst” case we have to consider is then the one when there actually exists z¢ €]z, —
€,z + €[ such that :

y = f(%0) = Yy — €79

If it happens that : Y — ym < €79,

then : yo = f(20) < ¥m = f(2m), causing a completely false localization of the minimum.
So far, we have thus obtained that :

o if a fractal signal is sampled at frequency 2" on |0, 1[, if the self-similarity exponent h is known
with accuracy §, and if we write : '

f(z) - f(z:) = k(z)e"*  for z€lzi—e,zi+ ¢
with € = 27", and z; is a sampling point, then :
27 < k(z) < 2™

¢ if 2z, is the global minimum, 2,, the second minimum both with respect to computation only
on the sampling points, and if :

f(Em) = f(zm) < ¢
then there might exist zg €}z, — €,z + €] such that : f(z0) < f(zm)

This mean that, contrary to the case of signals with limited spectrum, where the minimum may
be localized to within an error of the order of the sampling period, the error on the localization of
the minimum on a fractal signal may be arbitrarily large, no matter how precisely the sampling is
done.

However, if :

f(@m) = f(2m) > €7° (1)



then we know that, as in the case of regular functions, the localization is accurate, in the sense that
the true minimum z* belongs to |z, — €,z + €.
In that case, we may also evaluate the accuracy of the value of the minimum :

2" €t 6 2m+ e = f(zn) — €7 < f(27) < flom) + (2)

Thus the error on f(z*) is lower than e*~9.

Example : suppose that we are trying to compute the minimum of a fractal function on 0, 1],
using a discretization on n = 10 bits, and that we know that A = 0.5 £ 0.1. Then if the difference
between f(zm) and f(zm) is greater than 274, we know that we have a 210 accuracy on the position
of the minimum, and a 274 accuracy on its value.

As a by-product of this analysis, we have that, to evaluate the performances of an optimization
algorithm on a fractal function, we have to compare the number of trials or visited sites directly to
the number of sampling points, since the sampling never exhausts the total information carried by
the signal.

We can also define a general method for optimization of a fractal function f :

¢ choose a sampling frequency F,

¢ run the optimization algorithm, and keep the two best values in the domain and range of f,
o evaluate the local exponent h at these points,

e if (1) is not fulfilled, increase the sampling frequency and run the algorithm again,

e if (1) is fulfilled, then z* is known with accuracy given by the sampling period, and f(z*) with
accuracy given by (2).

3 GENETIC ALGORITHMS

We will use Genetic Algorithms as stochastic optimization methods, but it must be noticed that they
also have other fields of applications, as for instance in image processing, automatic programming,
graph theory, etc ... (see [13, 21, 2, 23, 16, 12, 8)). .

The benefit of using Genetic Algorithms to optimize fractal functions is that they perform a
stochastic search over a large searching space, by making evolve together a set of solution, instead of
using a unique solution as in the Simulated Annealing scheme.

We use here a sequential implementation of a Genetic Algorithm, but notice also that G.A. have
the great advantage to be easily parallelized.

The specificity of genetic algorithms is that they try to copy simple natural evolution schemes.
John Holland is largely recognized as the founder of the field of Genetic Algorithms [14], he integrated
and elaborated two themes that had persistently recurred in his research : the ability of simple repre-
sentations (bit strings) to encode complicated structures, and the power of simple transformations to
improve such structures. Holland showed that with the proper control structure, rapid improvements
of bit strings could be made to “evolve” as population of animals do. An important formal result
stressed by Holland was that even in large and complicated search spaces, given certain conditions
on the problem domain, genetic algorithms would tend to converge on solutions that are globally
optimal or nearly so.

In natural evolution, the problem each species faces is the one of searching for beneficial adap-
tations to a complicated and changing environment. The “knowledge” that each species has gained
is embodied in the makeup of the chromosomes of its members. The operations that alter this chro-
mosomal makeup are applied when parents reproduce ; among them are random mutation, inversion



of chromosomal material, and crossover - exchange of chromosomal material between two parents’
chromosomes (see figures 2 and 3). This feature of natural evolution - the ability of a population of
chromosomes to explore its search space in parallel and combine the best findings through crossover
- is exploited when genetic algorithms are used.

A genetic algorithm (G.A.) to solve a problem is commonly described as having 5 components

(see [9]) :
1. a chromosomal representation of solutions to the problem,

2. a way to create an initial population of solutions,

3. an evaluation function that plays the role of the environment, rating solutions in term of their
“fitness”,

4. genetic operators that alter the composition of children during reproduction,

5. values for the parameters that the genetic algorithm uses (populations size, probabilities of
applying genetic operators, etc ...)

parents children

crossing site

Figure 2: Crossing Over

lo1011010100111010001 | — [0101101010{1111010001 |

mutation site

Figure 3: Mutation

In our applications to fractal functions optimization, we have made some choices concerning these
points, in order to perform an efficient statistical optimization. Among the many possible variations
of the structure of a G.A., we implemented a classical scheme, where the population size of each
generation is constant, and the initial population is randomly generated on the search space.



¢ Genes
We have to handle continuous search spaces, that we discretize, with N bits for each parameter,
thus defining the precision we use to analyse the searching space (see section 2).

o Genetic operators
We use the one point cross over, and mutation (as described in figures 2 and 3 ).

Our selection scheme is also a simple one : the roulette wheel selection (see figure 4) where we
select two parents according to their fitness. The best ones are more often selected than the
others. To implement it, we use a uniform random selection on a sort of wheel, where, for each
individual of the population, sectors proportional to their fitness are defined.

W

proportional to F(X1)

Figure 4: Roulette wheel selection

In fact we use a transform of the fitness function in order to avoid the domination of some
super-individuals (that has a great fitness, and are almost always selected as parent). We
linearly scale the fitness so that the best individual has a fitness equal to S times the mean
fitness of the population (for precisions, see [12], S is generally between 1.2 and 2). Note that
the scaling factors are computed at each generation.

¢ Parameters
These parameters are very important, because they severely influences the convergence speed :
— population size and chromosome size : the population size is taken equal to the total

number of bits of a chromosome, and the chromosome size is chosen with help of the
considerations of the section 2,

— selection probability : it is relatively high, because this operator is the most important
factor which guides the exploration of the searching space ; it is taken equal to 0.7,

— mautation probability : it is very low, and is chosen to be such that on average 1 bit per
1000 is changed.
¢ Stopping criterion

The problem of stopping the search is problematic, and few authors have proposed a solution.
Indeed, when can we assume that the algorithm will no more evolve ? The most simple solution
is to stop at a fixed number of generations. But, according to the mechanism of the G.A., we



can say that the population tends to converge near a global minima. We thus propose to stop
the search when the difference between the maximum and mean fitness of the population is
lower than a fixed threshold.

Remark : in order to use the results of section 2, we need to find a second local minimum. We
perform that by running again the G.A. but on the space of solutions without the neighborhood of
the first optimum. Indeed, it is not possible to find the first and the second optimum in an unique
run, because the G.A. tends to concentrate the solutions around the global minimum.

4 EXPERIMENTS ON KNOWN FUNCTIONS

In order to verify experimentally the ideas presented in section 2 and 3, we perform some tests on
simple functions, namely Weierstrass functions. On figure 1 and 5 are shown Weierstrass functions
with h = 0.5 and 0.3 respectively, which corresponds to fractal dimensions of 1.5 and 1.7. This is a
simple case since h is constant and § = 0 for each function. The range of x is [0,1], and b is taken
equal to 5.

1. Minimization of Wi, :

According to section 2, the test for accuracy is :
f(em) = f(zm) > 8 = 272 (3)
We start with an 8-bit discretization, and run the GA. The estimations are :

Zm = 0. f(zm) =0.
z! ., =0.941 f(zm) = 0.065
We compute :
f(zm) — f(zm) = 0.065 > 27 = 0.062

Since the test is verified, we expect good localization. In fact, as one can verify it on figure 1,
the G.A. has found the right minimum.

2. Minimization of Wy 1.7 :
This time, the test reads : f(2m') — f(2m) > 2793*". This condition is harder to fulfill which is

normal since the second curve is much more irregular than the previous one (or, equivalently,
the decreasing of the power spectrum is slower).

The G.A. gives, with an 8 bits discretization :

Zm =0.941  f(zm) = —0.396
Ty = 0902  f(2m) = —0.391

and :

f(zm') — f(zm) = 0.005 < 27038 = 0.189

Thus we must try again with an higher resolution. Indeed, as can be seen on figure 5, the
obtained minimum is clearly sub-optimal.



Figure 5: Weierstrass function of dimension 1.7.

With a 28 bits discretization, we obtain :

z, = 0.942477 f(zm) = —0.788027
z,, = 0.942462 f(zm') = —0.765587

and

f(Zm') — f(zm) = 0.02244 > 2703-28 = 0 0029

A look at figure 5 confirm that the G.A. has given a good localization.

5 INVERSE PROBLEM FOR IFS

5.1 Recalls on the theory of IFS

We briefly recall the main results of IFS theory. Good references for this are [15, 3, 4], from which

most of this paragraph is taken.
Let K be a compact metric space, H be the subset of non-empty closed subsets of K. H is compact

with the Hausdorff metric :

VA C K,VB C K,h(A, B) = maz[sup inf d(z,y),sup inf d(z,y))
xeAVEB zcBVYEA

Let (wn)n=1,.,.~ be N continuous functions on K.
{K) (wn)nzl,,,,‘N} is ca.lled an IFS
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We consider the following function :

w H—- H

We call any set G C H such that :
W(G) =G

an attractor of the IFS.

Let S be any subset of H. Then the closure of the set of all accumulation points of {W°*(S)},
is an attractor of {K, (wn)n=1,..n} (We note W°™(S5) = W(We(-1)(§))).

Here, we will restrict ourselves to hyperbolic IFS. An IFS is hyperbolic if its functions (w,,) are
contractions :

¥n, 3hn € [0,1/¥(2,y) € K?, d(wn(z), wa(y)) < And(z,¥)

In this case, W is itself a contraction, which implies that the attractor G is unique.
Let us attach to each w,, a probability p,, such that :

Vn, pn2>0
N
Epn =1
n=1

A simple method to compute G is then to start from the fixed point zg of any w,, choose at
random with the probabilities (p,) a contraction wy, compute the image z; of z¢ by wy, and iterate
an infinite number of times to obtain a sequence (z,,). Then G is almost surely the set of points x
such that any open set containing x also contains infinitely many z,,’s.

The definition of the p,,’s also induces a probability measure p with the following property :

for x € K and B a Borel subset of K, set : '

P(z!B) = Zp‘néwn(z)(B)

where §,(B) = 0if y ¢ B and 1 otherwise.

P(x,B) is the probability of transfer from x to B, and thus defines a discrete time Markov process.
Then p is the unique probability measure on K which is stationary for this Markov process. Note
that (for hyperbolic IFS) the support of u is G, independent of the p,,’s, as long as they all are strictly
positive.

Furthermore, p is attractive in the following sense :

let vy be any probability measure on K, and define a sequence of probability measures by :

vm(B) = anVm—l(w;l(B))

then (v )m converges to u.
Thus we have, denoting by C9 the set of continuous real valued functions on K :

Vfe CO,/K fdu = /;{ anf o wpdu (stationnarity)

mh'_r‘x;o/deum = /;(fdp (attractiveness)

11



5.2 Inverse problem for IFS

So far, we know how to compute, for any hyperbolic IFS, its attractor along with its invariant

measure.

The inverse problem reads :

Given a subset G of H, and a probability measure p on G, find an IFS and some (p,), whose
attractor is G and stationary measure is p.

This problem have been considered by a number of authors. An exact solution can be found in
the particular case where each w,(G)Nwm,(G) is of zero measure (see [5]). In the general case, no
exact solution is known. Usually, the problem is divided into two parts :

1. finding the IFS that generate G,
2. finding the (p,) that generate u.

An essential tool for solving 1. is the collage theorem :
Let E C K be such that :

h(E,an(E)) <€

Then :
€

h(A,E) < T

where A = sup,{A.}, and A is the attractor of (K, (wn))

Based on this, several optimization methods have been proposed (see (5, 18, 22, 10, 19].

The resolution of 2. requires the definition of a distance between measures. It has been considered
in [22, 15, 3, 24]. An exact solution for a special case, using an extension of the theory presented in {4],
is given in [17] : the authors in [4] allow the probabilities to be functions instead of numbers (“place-
dependant probabilities”), thus permitting a larger variety of measures to be generated. Conversely,
this generalization makes the inverse problem easier to solve in some special cases. ‘

In the rest of this paper, we will restrict ourselves to the resolution of 1.1,

In {22], the authors propose a G.A. for solving the 1D inverse problem. Their algorithm proves
to be efficient on the presented examples. However, most of their choices concerning the parameters
of the G.A. itself seems to be ad-hoc, as for instance the size of the population, its evolution, the
mutation and mating rules, etc ... Here, we do not pretend to justify all our choices, but we present
an algorithm that solves the 2D inverse problem, using the results of section 2 to fix the values of
some of the parameters. Note that the 2D problem is much harder than the 1D one, since it involves
many more unknowns. Typically, 6 unknowns are present in [22], and 24 in our work.

Our problem can be precisely stated as follows :

Given a compact subset G of the plane, find n contractions (w;) such that the attractor of (w;)
approrimates at best G, in the sense of the Hausdorff metric

Note that we only require that the attractor approximates G, since, in general, there might exist
no exact solution. The first thing to compute is the number n of contractions. If the fractal dimension
of G in D and if w;(G) Nw;(G) is of zero measure for each (i,j), then we know that :

1The image compression method using IFS does not solve this inverse problem, but a different one, based on
the separation of the image into small blocks and the finding of optimal mappings between blocks of different
sizes. We just mention if for completeness.

12



Thus if we ask that all A; be lower than A, we have a lower bound n* for n, in the special case
of non overlapping w;(G). n* will also be a lower bound for the general case. In practice, we may
compute the fractal dimension of G, and start our investigations with n* functions. If we are not
satisfied with the result we increase the number of functions.

Another unsolved problem is the choice of the basis of functions. Most people use affine transforms
for simplicity, but the use of other types of functions, as for instance sine polynomials (see (18] and
figure 6) can lead to a much richer class of shapes.

Figure 6: Sine polynomials IFS

Here, we shall restrict ourselves to affine functions. We now proceed to describe the main aspects
of the G.A. itself. In order to have an initial idea of the number of needed genes, or equivalently,
of the sampling rate of the unknowns, we compute the local scaling exponents of the error function,
namely the Hausdorff distance between the attractor of (w,) and the attractor of (w, + €,) where
€5 is a small perturbation. A representation of a 2D slice of this function is displayed on figure 7.
We can see that it is extremely irregular, thus indicating that the result of section 2 can be used to
evaluate the optimization (although no rigorous demonstration of the fractal structure of the error
function has been done).

We have conducted experiments on two attractors : the well-known fern ([6]), and a perturbated
Sierpinski triangle (figures 8,9).

The average exponent h estimated on the error function is 0.6, with an incertitude of 0.1. We
choose a sampling on 16 bits. The criterion defined in section 2 reads :

f(@m) = fzm) > 27°

for normalized values of the different quantities.
This lower bound is sufficiently small to ensure with reasonable probability that the real minimum
will be well localized. The results of optimization with our G.A. are on the right of figures 8 and 9.

13



Figure 7: A 2D slice of the error function

The final relative error, in terms of the distance function, is 0.031 for the first attractor, and 0.062
for the second one.

Figure 8: (left) Original 128x128 image : fern - (right) Reconstruction

Figure 9: (left) Original 128x128 image : perturbated Sierpinski triangle - (right) Reconstruc-
tion

14



6 CONCLUSION

In this work, we have presented some general results concerning the optimization of fractal functions,
in particular relating the local scaling exponents, the sampling rate, and the accuracy of the global
minimum localization. We then have used these ideas to design a G.A. for solving the difficult 2D
inverse problem for IFS. On the tests we made, the algorithm has been able to find the optimal
solution to within an accuracy lower than 6 %, the computing time being of the order of 4 hours.

Much more work is needed to progress towards a general solution of both the optimization of
fractal functions and the IFS inverse problem. The bounds of section 2 should be established in a
rigorous way, and it is desirable to take into account the integrability of the power spectrum in order
to obtain more precise results. As for IFS, we have not tackled the inverse problem for measures,
nor approached the use of other types of functions, which are necessary for generating a richer class
of shapes.
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