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Stability of Jackson-Type Queueing Networks, I

Frangois Baccelli* and Serguei Foss'

June 28, 1993

Abstract

This paper gives a pathwise construction of Jackson-type queueing networks allowing the deriva-
tion of stability and convergence theorems under general statistical assumptions on the driving
sequences; namely, it is only assumed that the input process, the service sequences and the routing
mechanism are jointly stationary and ergodic in a sense that is made precise in the paper. The
main tools for these results are the subadditive ergodic theorem, which is used to derive a strong law
of large numbers, and basic theorems on monotone stochastic recursive sequences. The techniques
which are proposed here apply to other and more general classes of discrete event systems, like
Petri nets or GSMP’s. The paper also provides new results on the Jackson-type networks with i.i.d.

dniving sequences which were studied in the past.

Keywords: Ordered directed graph, generated ordered directed graph, switching sequence, move se-
quence, open Jackson-type queueing network, point processes, simple network, composition, decompo-
sition, conservation rule, departure and throughput processes, first and second-order ergodic properties,
subadditive ergodic theorem, solidarity property, stochastic recursive sequences, stationary solution,

coupling-convergence, uniqueness of the stationary regime.
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Stabilité des réseaux de type Jackson, Partie I

Francois Baccelli* and Serguei Foss!

28 Juin 1993

Abstract

Cet article propose une construction des trajectoires d’un réseau de files d’attente de type Jackson,
qui permet d’obtenir les conditions de stabilité et de convergence sous des hypothéses statistiques
générales (stationnaires ergodiques) sur les processus de service, de routage et d’arrivée. Les outils
principaux de cette construction sont le théoréme sous-additif ergodique de Kingman, qui permet
d’établir une loi forte des grands nombres, et certaines propriétés de suites récurrentes stochastiques
monotones. Ces techniques s’appliquent i des classes de réseaux plus générales et notamment aux
réseaux de Petri stochastiques. Des résultats nouveaux sont aussi obtenus pour la classe des réseaux

de Jackson avec des processus i.i.d, déja étudiée dans le passé.

Mots Clés: Graphe orienté ordonné, suite de commutateurs, suite de transitions, réseaux de type Jack-
son, processus ponctuels, réseau simple, composition et décomposition, loi de conservation, théorémes
ergodiques de premier ordre et de deuxieme ordre, théoreme sous-additif ergodique, solidarité, suites

récurrentes stochastiques, régimes stationnaires, couplage, unicité des régimes stationnaires
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1 Introduction

A class of queueing systems is often considered as well understood if its state can be constructed and its
properties analyzed under general statistical assumptions, namely stationarity and ergodicity assump-
tions on the data of the system under consideration (see [27], [8], [20], (2], [14], [12]). Such constructions
and analysis have been available for quite general classes of acyclic queueing networks (see [22], [25], (3]
for instance), but only for specific classes of acyclic networks (see [6], [5], [1]). Most of these contributions

are based on pathwise recursions which can be traced back to the pioneering work of Loynes [27).

To the best of our knowledge, for Jackson-type networks, the stability problem was only approached
either under specific statistical assumptions (this is the case for their definition using product form
theory by Jackson [21]), or under certain modifications of the service mechanism (see for instance [6]
and [1] which introduce either synchronization constraints or priorities in order to analyze the network).
Although some of the models focusing on the actual Jackson-type problem are rather general (see [10],
[17], [18], {26] and [25] for instance), all of them require some sort of independence property or some
distributional restrictions (see [18] for a partial bibliography on the matter). More generally, for this
type of general assumptions, no construction of the state of the network providing ergodic theorems

seems to be currently available. The object of the present paper is to make such a construction.

A first difficulty arises with the definition of such a generalized Jackson-type queueing network. The
networks we consider here are characterized by the fact that service times and switching decisions are
associated with stations, and not with customers. This means that the j-th service on station k takes

k

o

; units of time. In addition, when this service is completed, the leaving customer is sent to station

uj* (or leaves the network) and it is put at the end of the queue on this station. This numbering
mechanism has to be opposed to what happens in Kelly-type networks where routing (and service times)
are associated with input customers {e.g. an arriving customer has a predefined route and predefined
service requirements at each of the stations of its route, all of which are known upon its arrival). This
distinction is essential for the purposes of the present paper as the first type of numbering preserves

various basic monotonicity properties as shown in {17}, 18] and [30].

The second difficulty lies in the construction of state variables amenable to some sort of stochastic
recurrence equation which satisfies a first-order ergodic theorem (i.e. a SLLN). These variables will
be referred to as first-order state variables. The possibility of defining such state variables is obtained
from recursive equations which were derived for a class of Stochastic Petri net which contains Jackson
networks ([4]). The understanding of the appropriate stationarity and ergodicity assumptions to be made
on service and routing sequences comes from graph theoretic considerations, and in particular from a

composition rule explaining the geometry of routing in this class of networks. This graph theoretic



construction is tantamount to the construction of the reachability graph of the underlying Petri net,
and aithough it is not essential to understand the main ergodic theorems, we decided to put it in the
second section, simply because it provides to an in-depth understanding on the pathwise dynamics of
such networks. In particular, the so-called decomposition property, which is established there, reveals the
right ergodicity assumptions to be made on these ‘driving’ sequences. The first-order ergodic theorem
follows from the subadditive property satisfied by the time to clear the system of its workload after the
last epoch of an interrupted arrival point process (§4). This technique follows that of [5]. The time to
clear the workload is an adequate variable for getting a SLLN under rather general assumptions since

this is true for event graphs, for Jackson networks, and for stochastic Petri nets with general topology
(7.

The third difficulty comes from the search for increments of the first-order state variables which satisfy
some stochastic recurrence equation with appropriate monotonicity properties and a second-order ergodic
result of the Loynes-type (e.g. coupling with a stationary ergodic regime or simply weak convergence
to such a regime). These second-otder state variables are introduced in §3 (the so-called ' process),
following ideas developed in [18]. The relation between the finiteness of the second-order state variables
and the constants that show up in the SLLN is investigated in § 5. This gives the stability threshold
ensuring the finiteness of queue length and the like. The stochastic recursion that these second-order
variables satisfy is investigated in §6 and used in §7 for proving certain coupling convergence results and

uniqueness results.

Besides the theoretical interest of this construction, several new results or new proofs of known results can
be obtained for various models. For instance, we can always construct a minimal stationary regime (see
§6). In the particular case when routing and services are i.i.d., the distinction between service associated
with stations and service associated with customers vanishes as both coincide in law. So, when restricted
to the i.i.d. case, our results show that the Cramer-type conditions considered in {10] on the distribution
functions of the service times can be relaxed (see [18]; this fact was observed independently in [15]).
Similarly, whenever the switching decisions are i.i.d, we show the following generalization of results in
[18]: there is a unique stationary regime which is reached with coupling, under general assumptions on

the arrival and service processes.

2 Ordered Directed Graphs.

2.1 Basic Definitions.

Let K and ¢ be two positive integers.



Definition 1 The finite sequence of integers v = (v,...,7,,7p41) is o K-node route with length © if

1< <K foralli=1,...,pand1<r 41 <K +1

Definition 2 The route r is admissible if royy € {ri, K + 1} and successful if ropn = K + 1. If
ro+1 = 11, v will also be called a circuit. This circuit will be said to be simple if it contains no other

circusl.
Consider an admissible route r with length ¢. Foreach k= 1,..., K let
ot =4{is1<i<p =k} (1)
With route r and node k € {1,..., K}, we associate a {1,..., K, K + 1}-valued sequence v* which is
defined as follows:
o if p* = 0 then v* = @ (i.e. v* is the empty sequence);
o if o* > 0 then

L]
— Consider the auxiliary sequence {gf}¢_, defined by ¢ = min{i > 1 : r, = k} and for

n=1,...,9"~1by g, =min{i > gt +1:r =k}

—~Forn=1,...,¢" let v} = Pk

Then v* is the sequence v* = {v¥,... vE,}. We shall say that v* is the swilching sequence of node k
q 1 @

associated with route r, and that v = {v*}K_ | is the switching sequence associated with route r.
Foreachk=1,...,K,l=1,..., KK +1 let
B _ogre .. — -
M =alin= ki = 1) (2)

denote the number of arcs from node k to node { along route r. Our definitions imply the following

relations:

={j1<i<etivf =1}, o = Ir, = kiro = K+ 1) (3)
K K+1

o= M ln=0, =3 et (4)
k=1 i=1

forallk=1,... K, I=1,...,K+1



2.2 Composition of Switching Sequences

Let N be a positive integer, R = (r(l),...,r(N)) be a sequence of successful routes with lengths
p(1),...,9o(N) and with switching sequences v(1),...,v(N), respectively. More generally, we shall add
the argument (n) to a variable v defined in the preceding section in order to denote the variable v

associated with route r(n): for instance, ¢*(n) denotes the number of visits of r(n) to node k.

For each k = 1,..., K, let v%[N] denote the sequence:
VN = {7 (1), by (1), (V) Vaen (V) (5)

(where vE[N] =0 if o*(1) = ... = ¢*(N) = 0) and let v[N] = {v*[N]}L.,.

We shall say that v[{N] is the switching sequence associated with the sequence of routes R and v[N] is
the composition of the sequences ¥(1), ..., v(N). Thus the composition of switching sequences is merely

their concatenation.

2.3 Ordered Directed Graphs

Consider a directed graph G = (N, A), with set of nodes N' = {1,2,..., K + 1} and with set of arcs

A. Since the edges are directed, we can speak about "input” and "output” arcs on each node. For
k=1,...,K+1, we denote I* the set of input arcs and O* the set of output arcs on node k. We assume
that
oK+ = 9. (6)
Fork=1,...,K, let
¢t =p{I*}, d* =10} (7)

Definition 3 The directed graph G is an ordered directed graph (0.D.G.) if for each node, the output

arcs are labelled in a totally ordered way: namely, for all k, the arcs originating from k are labelled

p’l‘,...,p:. € IN, wherepf <pf+1, for all j.

We are now ready to define the paths of an O.D.G. G. The path ¥ = ({¥(1),{%¥(2),...) originating from
node k = 1,..., K, is defined by the following procedure:

Procedure 1

G(1):=G;n(l):=k; t :=1;



while d*(¥) > 0 do

begin

o It(t) ;= n(t);
o t:=t+1;

e n(t) := the end node of the arc of G(t) which originates from n(t) and with the smallest index
(label);

e G(t) := the O.D.G. obtained from G(t) by removing this arc;

end

Since the number of arcs in the original graph G is finite, the path originating from node k is a finite
sequence

I = (1¥(1),...,1%(m)), (8)

where {¥(1) = k. The sequence of arcs that we "remove” when executing this procedure will be called

the sequence of arcs associated with the path (£,

Let G be an O0.D.G. We denote V* the sequence (v, ..., vf,) if the set of arcs originating from k reads

(k,v),...,(k,v}t), when ordered.

Definition 4 An 0.D.G. G is called a generated ordered directed graph (G.0.D.G.) if there erist an
integer N > 1 and a sequence of successful routes R = (r(1),...,r(N)) such that for all k, the switching

sequence vE(N) associated with this route coincides with V*. In this case we say that R is a generator
of G.0.D.G. G.

Remark 1 A G.0.D.G. may have several generators. If R = (r(1),...,v(IN)) 1s a generator of G, then

N =ck41 . So the number N is the same for all generators. Moreover, if we denote
T* = 4{i: 1<i< Nini(i) = k) (9)

fork=1,.. K then T* = d* —ct for all k, and the sequence {T*}{_, is again the same for all generators

(note that N =T' 4 ...+ TK ).

Remark 2 Let (i),...,in) be a permutation of (1,...,N). If R = (r(1),...,r(N)) is a generator of
G.0.D.G G, then it is nol true in general that R' = (r(4,),...,r(in)) is also a generator of G.



Remark 3 We shall often call G.O.D.G. the parr (G, {T*}E_,). So we can consider a G.0.D.G. G as
a directed graph G with N "tokens”, where the tokens are located on the nodes (T' tokens on node 1, T2
on node 2, elc.). Consider a fired generator. With each token, we can associate the route originating
from the node where this token is located (this is a one-to-one correspondence). Note that in general,
the route associaled with a loken located on node k is different from the path originating from node k.

Understanding this point is crucial for the following theorem.

Theorem 1 For each G.0.D.G. {G, {T*}K_,} and for each token, there ezists a generator R = (#(1),...,#(N))

such that route 7(1) is associated with this token.

The proof is forwarded to Appendix 8.1. This implies in particular that whenever T* > 0, if we remove
the arc with minimal index originating from node &, the resulting O.D.G. is still a G.0.D.G.

2.4 Move Sequences

For an arbitrary O.D.G. G with K nodes and for all k = 1,..., K, let ©* denote the number of output
arcs from node k and let ¢ be the total number of arcs (i.e. ¢ = @' +...+ p¥). If Gis a G.0.D.G.
with N tokens (numbered from 1 to N), then o* = @*(1) + ...+ p*(N) for all k.

Let G be a G.0.D.G. The following procedure defines a sequence of G.0.D.G. {G(t)}i>1, where G(1) = G;
all these G.O.D.G. have N tokens and (A + 1) nodes. This sequence is associated with a move sequence
{X(t)}1>1, where X(t) tells us which token to ‘move’ within the set of movable tokens in G(t): by
definition, a token is movable if and only if it is not located on node (K + 1). Thus X (t) takes it's values
in {0,1,..., N} and

¢ X(t) cannot take the value n if token n is not movable in G(t);

e X(t) = 0 if no tokens are movable in G(t).
Procedure 2

G(1) := G; I(1) := location of token X(1);t :=1{;

while d'® > 0 do

begin

e I(t) := location of token X(t);



n(t) := end node of the arc of G(t) originating in I(t) and with minimal index:

move token X(t) to n(t);

G(t+1) := the graph obtained from G(t) by removing this arc, while keeping the other arcs and the
positions of all other tokens unchanged (this defines a new G.0.D.G. as a consequence of Theorem
1);

t:=t+1;

end

Let A = {A(t)} be the sequence of arcs we remove under the sequence X and let H be the O.D.G. with
nodes 1,..., K + 1 and with ordered set of arcs A (i.e. the arcs from node k are ordered according to
the total order induced by the sequence A). Procedure 2 satisfies the following property (see Appendix
8.1 for the proof):

Theorem 2 Let G be ¢ G.O.D.G. and X a move sequence. For each t < ¢, at least one loken is
movable in G(t) and if X(t) = n and token n is on node k # K + 1, then O*(t) # 8. In addition H =G
and §(A) = .

Let G be an O.D.G.on {1,...,K} and N > 1 be an integer. Let x be a mapping from {1,...,N} to
{1,..., K}, with the interpretation that x(n) is the location of token n in G. This defines an O.D.G
(G, {T*}K_,) with tokens, where T* still denotes the number of tokens on node k. We can also extend
the notion of a move sequence to this type of graphs by the same procedure as Procedure 2 (with the

only difference that the graphs G(t) are not necessarily G.0.D.G. anymore).

Theorem 3 Consider an arbitrary 0.D.G. with tokens (G, {T*}K_|). If o move sequence X is such
that

e §(A) is finite;

o G(3(A + 1)) is such that all tokens are on node (K + 1);

then (H,{T*}{_,) is a G.0.D.G.



3 Pathwise Construction of Open Jackson-Type Queueing Net-
works with Finite Input

3.1 Definitions and Notations

A network T with K > 1 nodes is a quadruplet
E=(N,T o),

where N > 1 is an integer,
T = (1(1),...,t(N)) (10)

is a real-valued sequence such that (1) < ... < t(N). Foreach ¥ =0,1,.. K,

v= {2, ' (11)
is a sequence of {1,2,..., K + 1}-valued numbers representing switching decisions and
o= {a; $=1 (12)

is a sequence of real-valued non-negative numbers, representing service times.

Th&e. data are those associated with an open queueing network with A single-server stations, FCFS
disciplines and with input sequence T. At time £(1)—, the networks is empty. Customers, numbered
n=12... N, arrive at epochs t(1),...,t(N), respectively. The n-th customer of the input is sent to
station 9 (it leaves the network immediately if ¥2 = K + 1) and is put at the end of the queue on this

station.

As explained in the introduction, the queueing networks we consider here are characterized by the fact

that service times and the switching sequences are associated with the stations. This means that the

j-th service on station k (j = 1,2,...;k = 1,...,N) takes af units of time. In addition, when this
service is completed, the leaving customer is immediately sent to station uf (it leaves the network if

u; = N + 1) and it is put at the end of the queue on this station.

Remark 4 Since we will only be interested in queue length processes and in view of our assumptions on

the way services are allocated, we could replace FCFS by any non-preemptive, work-conserving discipline.

3.2 First-Order State Variables

Let \P; be the epoch at which the j-th service is completed on station k. By convention, we will take

¥} = oo if the j-th service time is never completed (remember that we consider networks with finite



inputs, so that in the absence of ‘capture’ of customers, the total number of service completions on
station k during the time interval [t(1), oc), which will be denoted ®*, is finite for all k). The following
theorem shows that one can recursively construct the sequences W¥, k= 1,.... A", j > | from the above

data (see Baccelli, Cohen and Gaujal 92 for the proof):

Theorem 4 Forl=0,... . Kandk=1,... K, let ¥ . IN — IN be the mapping

NG =inf{m>1:Y Iy =k)=j}, j21. (13)
p=1
Define
t(y or1 <j<N;
\P?:{(J) f ._J_. (14)
oo forj>N.
Then the variables W; can be recursively computed from the following set of evolution equations
\I"fza'?-{-max(\l"-‘_, in (max v )), k=1,.. K,j>1, (15
j j Pmloa jx)EerVn’jo+)'x+~-+jx=) 120 X Tt A jz1 (%)

with initial conditions ¥§ = ~oo, fork=1,... K.
All other variables of interest to us can be obtained from these state variables:

. W;"’, E=0,1,.. K, I=1,....K,K +1,j > 1 will denote the sequence of service completion
times on station k (arrivals of the input process for £ = 0) such that the customer is sent to station

! (leaves the network for [ = N + 1);

o ®*! will denote the total number of such epochs in [t(1), 00). Thus if ! < oo, then \Pf" = o for
j > ®*' Itis clear that &% = &*! +. ..+ &% X+ for each k. In particular, %* = Z:’___l I(v3 = k)

will denote the total number of arrival epochs on station & (note that N = §_, %),
Queue-length and service processes are completely defined by the sequences {\[’;"} (see below).

Remark 5 Assume that t{(n—- 1) <t(n)=t(n+r)<t{(n+r+1) forsomen>1, r>1, n+r <N

(by convention, t(0) = —co, t(N +1) = 00). If we replace the sequence {v}} by another one {i}}, where

e if=vf fork=1,.. K, j=12,..;



4

. ;’:u?forj<mand/orj>m+r;

. {"?, m < j < m+r} s an arbitrary permutation of {(Y:m < j<m+r} .

then the sequences {‘l’}'"} do nol change (the same is true in particular for queue-length and service

processes).

Remark 6 If we replace the arrival epochs {t(n)} by {t(n)

t(n) + z} for some fized z then the

corresponding epochs \ilf and \l',“ satisfy the equations ‘i’f =¥+ ‘il;" = \P;" +z for all j, k1.

Remark 7 We will also consider the case of delayed networks. A delayed network is a network to which
an ertra sequence of real numbers {af}, k=1,... K. j > 1 is added. The rule is that the j-th service
in station k cannot start before time a*. The state variables \i; of the network £ delayed with a are

5
defined as follows:

-

V! = o} + max (af.‘l’f-lv ok \i’i'".(j'))> . (19)

min . (
Godr, JKIEN jo+j1 4. . +ix=j \I=0,...,

3.3 Simple Networks

A simple network is a network with one external arrival only. Fix a successful route r(1) with length
(1) and define the sequences v*(1) as in §2.1. Let {(1) be some real number and {0} (1),1 < j < p*(1)}

be an arbitrary sequence of non-negative real numbers.

Consider an open Jackson-type queueing network with K single-server stations and with only one cus-
tomer arriving at epoch t(1). This customer follows route r(1). This means that it is first sent to station
r1(1), receives a service there, is then sent to station r2(1) and so on. Finally (after the p(1)(1)-th service)
it leaves the network. As explained before, the j-th service on station k, k =1,...,n, j=1,...,p5(1),
takes df(l) units of time. Similarly, after this service, the customer is sent to station uj*(l) (leaves the
network if uf(l) = N + 1), where uf(l) is the switching sequence associated with route r{1) as defined
in §2.1.

It is clear that such a simple network is both a particular case of the class of networks with finite input
defined in §3.1 (we can take a; = a;(l), ot = o*(1) and uj‘ = uf(l), for j < v*(1) and continue a} and
Vf in an arbitrary way for j > ¢*(1)) and a particular case of a Kelly-type network (since it is defined

through the predefined route r(1) of the customer and through the successive services that the customer

will receive along this route).

10



3.4 Composition of Simple Networks

Let N be a positive integer, R = ({(r(1),...,7(N)) be a sequence of successful routes (see § 2.2). For
eachn=1,..., N, consider the simple network £, with arrival epoch ¢(n) and service times {crf(n), 1<

i<¢k(n), k=1,...,K}. Assume that t(1) < ... < {(N). Let v*[N] be defined as in § 2.2 and let

T = (t(l)"'--t(N))v ¢N=¢(1)+"'+W(N)'
P = P+ RH ), e =P () 4+ RHN),
{(FINNEE = {2 (),. s ohay (1), 0b V), - ohag) (M),

Let {0/}22, and {vf};";l be two arbitrary sequences such that
of =af[N], vf = vf[N], 1<k k=1, N

J J

and

Definition 5 A queueing network & = (N, T,0,v) with finite input T is a composition of N simple
networks with respective routes r(1),...,r(N) if it admiis the above representation. We shall then write

E=Z,4+2X;+ -+ Xy, where the + operation is clearly associative.

Remark 8 If we have an infinite sequence of simple networks, say £,, n > 1, we can also consider the
network Lloo) = £, + X2+ - Let T[N] =y + Za+ -+ En. It is easily checked that if T{oo] =
(00,T,0,v), then the queveing process (see below) in L[N] cotncides with that of T'[o0] = (00, T',0,v),
where T' = (1(1),¢(2),...,t(N),00,00,...).

The most important result for such networks is that the number of service completions on each queue

does not depend on the sequence T

Theorem 5 (Conservation rule) If a network is a composition of N simple networks then
¢ =pn, O =k, o8 =l Yk (17)

regardless of T and o.

Proof It is sufficient to show that & = n. But this is a direct corollary of Theorem 2 (see also

Appendix 8.2 for another simple proof). ]

11



3.5 Decomposition of Networks

Consider a queueing network ¥ = (N, T, o,v). The following result holds.

Theorem 6 If ®* < oo for all k = 1,...,K then one can consiruct N simple networks £,, n =

1,..., N, with some rostes r(1),...r(N), such that X is the composition of these simple networks.

Proof This is a direct corollary of Theorem 3. ]

3.6 Composition of Networks

Consider two non necessarily simple networks £ = (Np,Tp,00,%0) and &) = (N, Ty, 0,,v;), where

to(No) < t1(1) and where the switching sequences {Vf,o} are such that &, is finite.

By definition, the composition of £y and X, is the netwotk & = (N, T, 0,v) defined by the following
relations: N = Ng + N,

T = (to(1),...,to(No), t1(1),....t1{N1)), (18)
and
oty for1<j<@b;
of = '
’ ”;-o;.x' for j > &¢
and

vk for j > ®f.

vio for 1 < j < ®f;
j-O;,l

In view of the decomposition property of Theorem 6 and of the associativity property of +, it makes

sense to use the notation & = £ + £,.

3.7 Monotonicity and Continuity Properties
For fixed K, N, v and o consider now two different input sequences: T = {t(n)}_, and T = {{(n)}¥_,},

and the two queueing networks: £ = (N,,T,0,v) and T = (N, T, 0, v). The main monotonicity property

is:

12



Theorem 7 If {(n) < i(n) for eachn = 1,..., N, then ¥* < ¥¥ and ¥}’ < ¥} for all j, k,1.

Proof The first proofs of this result are that of [17] and [30]. The proof and some extensions of this
results which will be needed later on also follows from an induction argument based on the evolution

equations of Theotem 4 (see [4]). =

We now show a couple of corollaries of this result.

Corollary 1 Ift(n) <i(n) <t{n)+z foralln=1,... N, and for some £ > 0, then
W <V <V 42 (19)

and

W < < g (20)

for all j, k1.

Proof Introduce a new network £ = (N, {t(n) + £}3_,, o, v). It follows from Theorem 7 that ¥¥ <

¥} < ¥} and from Remark 6 that ¥} = ¥* + z (the same holds for {¥}}). .

Corollary 2 Consider two networks: £ = (N,T,0.v) and © = (N,T.6.v) with the same input and
swilching sequences but with different service times. If d;: = 0;: + r for some kg € {1,...,A} and
>0, and &f = of for all (3,k) # (Jjo, ko), then

k Ik k :
RS RS TN

(the same property holds for {\Il;'})

Proof The proof is similar to that of Corollary 1. Another simple proof can obtained by an induction

based on the equations of Theorem 4. ]

Consider now two netwotks £ = (N,T,0,v) and £ = (N,T,&, 1) with the same switching sequences.

Assume ip addition that ®* < oo for all k.

13



Corollary 3 Ift(n) <i(n) foralin=1,...,N ando* <6} forallk=1,... K, j=1,...,0* then

K ¢
¥} < W) < W+ maxicacn(i(n) = t(n) + YD) (8l - o) (21)
=1 i=1 X
for all j, k ( the same holds true for ¥;"').
Proof This result follows immediately from Corollaries 1-2 and from induction arguments. .

Remark 9 (Continuation of Remark 7) It is easy to check that if af(l) < 05(2) for all j and k, then
the network L, when delayed with a(l) and o(2) respectively, leads to state variables that satisfy the

relation
Vi) < ¥ (2), Vi k.

In particular, a delayed network is always a majorant of the non-delayed network tn the sense mentioned

above.

Fix now K,N,{V;} and consider a set of sequences {t,(n)}_, and {a;‘},?’;,, for k = 1,..., K, where

€>0.
Corollary 4 (Continuity property) Assume that ® is finite and that
t(n) — t(n), af,( — a;‘ (22)
ase—0 foralln=1,... N, k=1,...,K, j=1...., 8% Then
v — (23)

foreachk=1,.. K, j=1,...,8*% (the same holds true for W::)

Proof The proof follows immediately from Corollary 3. |
Corollary 5 Let T be the composition of the networks o and £y. Then
Ve 2 ¥, (24)

and .
Wi <¥f, (25)

foreachk=1,... K, j=1,2,..., i=1,...,& (the same holds for ¥}").
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Proof We prove (24) only (the proof of (25) is similar). We construct an auxiliary network £, with

driving sequences ({f2(n)}2, {652}, {#},}) obtained by shifting the sequence ¢; to the left in such a
way that the two networks Ty and £, separate, namely the last departure from the customers of the first

network takes place before the first arrival of the second network of the composition. More precisely, let

_ o
A= max, (Yoo~ oD} (26)
We take
) -;,2 = f', and Df,, = v}, for all j, k;

o £5(1) = min{to(1),1,(1) — A}, f2(n + 1) = {2(n) + to(n + 1) — to(n) for n < Ny and i5(n) = ta(n)
for n > Np.

Since {3(n) < ta(n) for all n > 1, Theorem 7 implies that
‘i’;,'z < V¥, (27)

for all j, k. But since the last customer of £, leaves the network before the arrival of the first customer

of £; (it is in that sense that the networks are separated), then

2

—- k
jeer2 = ¥y

for all 5, k. n

Remark 10 The notion of separation of the composition of two networks which is introduced in the

proof of the preceding corollary is quite crucial and will be used at several occasions later on.

3.8 The Space D}

Let f:[0,00) — {0,1,2,...} be a right-continuous non-increasing function with compact support, i.e.
By =sup{z: f(z) >0} < o0 (28)
and D} = DY[0, ) be the space of such functions.

Let H be the set of all continuous, strictly increasing functions h : [0,00) — [0, o0) such that h(0) =

0, h(o0) = oo. For f,g € DY, consider the metric
d(f,9) = infaen {sup;»olh(z) — z| + sup,5olf(A(z)) ~ g()|}. (29)

15



For f € DY, set a(f) = f(0) and b(f) = inf{r > 0: f(r) = 0} .

Note that the space (D%, d) is separable and possesses the following properties:

o It admits the partial order < defined by f < g if f(z) < g(z) for all £ > 0.

o If the sequence {fn}, fa € DY is Cauchy (w.r. to d), then there exists a function g € D} such that
g Z fn: for all n 2 0.

o If the sequence {fn}, fo € DY is monotone increasing (non-decreasing) and if limpa(fa) < o and
limab(fa) < 00, then lim, fn = f € DY .
3.9 Second-Order State Variables

Fix N > 1 and consider a network with N customers. Assume ® to be finite. For each k,{ consider the

processes

0."
) = o' - 1< (30)
j=1
K+1 o*
Tee) = Do TH() =t - ) I(¥ <), (31)

i=1 j=1

where ¢° = N) and ¥¢ = {(j), which count the number of departures from station & to station [ (resp.
¥ i

from station {) taking place after time t.
The processes T'*:/(t) and I'*(t) are right-continuous and belong to DY.

We will also need the following processes:

o Q*(t) is the queue-length on station k at time t (including the customer in service);

o x*(t) is the residual service time of the customer in service at time ¢+ in station k (0 if Q*%(t) = 0).

These processes are defined from the ' functions through the following relations:

K
Qt)y = THe - I (32)

=0
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QI

i
M=
O
Ry
Tn
Mz

-~
o
T
M:r
M=

1
Py

k=1 k=1 k=11=0
K K
— ka.KH(”_Zf‘o.k(t); (33)
k=1 k=1
¥5(t) = inf{v>t:T*w) < TH1)} ~1; (34)

where the last relation assumes that Q*(t) > 0.

JFrom Theorem 7 and its corollaries, we get (see also [17}, [18)):

Lemma 1 Consider two networks: £; = (N, Ty,01,11}) and £z = (N, Ty, 02,.12}). If t1(n) < ta(n),

ok, 56}"2 and uj*'l =vfq, foralln=1,.. N, k=1,... K, j=12,.., then

I <t

W

Yt (35)

for all k,1 and for all ~00 < 1 < 0.

We will also need the functions describing the residual departure processes and the residual queue length

processes. Let

rHi () = Tt + ¢(N)), 120 (36)
and
TE) = THt + t(N)), t>0. (37)
Note that
K+1
re(t)=)_ rt'g), t>0 (38)
i=1

Remark 11 The processes T'¥/(t) do not depend on the values t(1),...,t(N') but only on their incre-

mentst(n+1)—t(n), n=1,...,N — 1. This means, in particular, that if we consider two networks T
and T with the same service times and switching decisions and with inputs {t(n)} and {{(n)} satisfying
the equations i(n) = t(n) + C for some C > 0 and for all n, then T¥!(t) = T¥(1) for all t, k1 (the same
is true for T¥(1)).

Let r(n)=t(n+1)—t(n),n=1,...,. N~ 1.

17



Lemma 2 (Monotonicity property) Consider two networks £, = (N. Ty, 0y.v,) and £, =(N, Ty, 0q, v2).

If i(n) > r3(n), ";,1 < ";,2 and ufll = vf._, Joralln=1. N-l k=1.....K, j=12,.., then
i < o3t (39)

for all k,1,t.

Proof The processes are compared at different epochs: t + ¢,(N) and ¢ + ta(N), respectively. For

connecting these two epochs, introduce two new networks:

Z1 = (N AL {ofa) (v (40)
and
Ta = (N, {f2(n)}],. {02}, {vf2}) (41)

where {)(n) = C - Zﬁ__""l n(j).forn< N, {;(N)=C, lr(n)=C - Z;V;," n(j).forn< N, {(N)=C
and C = max(t,(N), t2(NV)).

From Remark 11,

It =i (42)
and

r5'(e) = 3 () (43)
for all k,1,t. Since f1(n) < f2(n) for each n, then I'¥!(¢) < T5(¢) for all k. 1,1. »

Similarly, the residual queue-length processes and the residual service-time processes are defined by the

relations:
QH(t) = QF(t + t(N)). Q(t) = Q(t +t(N)). (44)
(@) = X5+ ¢N)), t>0. (45)
We have
K K+1 ) K
QU =T 1) - ) I =Y ) - Y ). (46)
=1 =1 =1
x5(t) = inf{v >t : T¥(v) < T¥(1)} - (47)

ifQ () >0 (x*(t)=0if Q*(t)=0), and
K
Q1) =) _THK+y) (48)

k=1

fork=1,...,K, t>0.
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Corollary 6 Under the conditions of Lemma 2,
Qu(t) < Q=(1) (49)
forallt > 0.

Returning now to the composition of networks (see § 3.6), we can formulate the following immediate

corollary of Lemma 2:

Corollary 7 If the network ¥ is the composilion of two nelworks Ty and ©,. and 1f &p and &, are
finite, then

rE ) > TH (), Q) > Qult) (50)
for all k,1,¢.

Associated with any network L, we introduce the new variable:

= >0: x (1) = 0},
Z=inf{t>0 xgnkasxxl‘ (t) =0} (51)
which represents the time to empty the system, measured {rom the last external arrival.

Lemma 3 If ¥ is the composition of the networks ©q and L., then
(Z-z-y)* <(Zo-2)* +(Z1 -yt (52)

forallz >0, y>0.

Proof It is enough to consider the case z = y = 0 only. If : = ;{1) — to{No) > Zo, then the two
networks are separated and Z = 2, < Zg+ Z;. If : < Zg, let £, be the composition of the networks T

and ¥, where
L= ({51(")}:‘:';1: {"f,x}! {Ujk,l})

with £1(n) = t;(n) + (Zo - z), n = 1,...,N;. By construction, Z; = Z,. Lemma 1 implies that
Z2+t1(N1) € Z2 4+ 4(Ny) + 2o — 2. So Zy < Zy + Zo (= is non-negative by definition). ]

Remark 12 The same monotonicity and sub-additive properties hold true for networks with multi-server

stations (with FCFS disciplines), provided we still assoctate service times and switching decisions with
stations. More precisely, we have to assume thal, on each station k, the j-1h service takes tr}‘ unils of
time (regardless of the server to which the customer is allocated), and that afier this service, the customer

1s sent lo station uf (see [30] for the monotonicity property).
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4 First-Order Ergodic Properties

4.1 Basic Definitions and Notations

Consider a sequence of simple networks say {£(n)}3% _.,, where £(n) = (1, t(n), a(n), v(n)) and where
the switching decisions v(n) is that generated by the route r(n) = (r (n), ra(n),...). We assume that
t(n) < t(n+1) for all n and we denote r(n) the difference t(n + 1) — ¢(n). Associated with the sequence
{Z(n)}, we define the following basic sequences u(n), {S*(n)}. {F*(n)}, {s}} and {n}}:

e u(0) =0 and y(n + 1) - u(n) = r(n) for all n:

Sk(n) = 2;';‘;‘)0;(") and S(n) = S (n)+---+SK(n)forall —co<n< oo, k=1,... A:

.
o F¥(n)=*(1) + - -+ p*(n) for n > 1 and F¥(n) = p*(n) + .- - + p*(0) for n < 0;
° V;’: r1{7), for —co < j < o0;

efork=1,... K,

- for 0 < j < ¢*(1) 5§ = 0} (1) and n} = (1)
~forn>1, F{n)<j< Ft(n+1) st = af_r.(n)(n +1)and n} = uf_,,.(n)(n +1);
—~ for —¢*(0) < j <05 = 0], 4()(0) and nf = v¥, ., (0);

-~ forn >0, —F‘(-n-—l)<j5—-1f"(_n),sf=a;+r. (-n—-1) and nf:u;H,. (-n-1).
-] -n=l

Assume that we have a probability space (2, F, P), endowed with an ergodic measure-preserving shift
6. The symbols 6™, n > 0, will denote the iterations of this transformation (so that 8! = @, while 6° is
the identity), and the symbol 6" stands for the transformation inverse to 8", n = 1,2,.... The same

symbol 8 will also be used for the measure-preserving shift on the events of F. Let
£(n) = {r(n), {e5(n)}. {¥;(n)}}. (53)

Our stochastic assumptions will be as follows:

o all the variables t(n), {c}(n)}, {v}(n)} are random variables defined on (Q, F, P);

e the random variables £(n) satisfy the relation £(n) = £(0) o 8" for all n, which implies that

{€(n)}3 _ o is stationary and ergodic;
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o all the expectations Ep(0), ES*(0) = b Er(0) = A1 are finite.
Without loes of generality, we can assume that ES¥(0) > 0 for all &.

Form < nlet

S[m,n] =Z(m)+ .-+ E(n),

where + is the composition rule introduced in § 3.4. We have in particular £, »j = E(n). The compo-

sition and decomposition results of § 3.4-3.5 imply that for each m < { < n,

Eimoa) = Sma-11+ Zpn)-

Let X{m ) be the time to empty the system measured from time ¢(0):
fY[m,n] =Un)~ £(0)+ Z[m,n]- (54)

where Z|, ) represents the variable defined in (51) for the network Tim 5], for —20 < m < n < oc. We

shall also use the notation
Xn = Xjo.n) = 1(0). (55)

4.2 First-Order Ergodic Theorem

The variable X,,, which can be seen as the maximum over all J and k of the \llf variables in network

Yio,n) measured from to (and equivalently the variables Zjg ny or Z|_, o)) satisfy a SLLN:

Theorem 8 Under the above conditions, there erists a finite non-negative constant y such thai
im2Z_p0/n =1limZ_, -y)/n = imEZ_, q)/n = imEZ|_, _y)/n =7 (56)

a.8. asn — oo.

Proof It follows from Lemma 3 that

Zlen,-1) € Zlmn—1-11+ Z-1.-) (57)

forall 1 <! < n. Since Zj_n-1-1) = Zj-ps1.-1)© 0~/ and 0 < EZjp ) € ES(0) < oo, Kingman’s

subadditive ergodic theorem allows us to complete the proof. ]
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Corollary 8 Under the above condilions
imZy n)/n = WmEZ[ /0 =4 (58)

and
limXp/n = limEX,/n=9+2A"! (59)

a.5. as n tends to oo.

Remark 13 Consider the more general situation when the sequence {£(n)}3%, couples with a stationary

sequence. If the stationary sequence under consideration salisfies the above assumptions, then
. Z . X
hm% =7, lmZ2 =gy 42! (60)

a.s. asn — oo. If, in addition, all the ezpectations Ey(n), ES*(n), Er(n) are finite and the coupling

time ts iniegrable, then the statement of Corollary 8 1s still true.

4.3 Finiteness of Second-Order Variables

The monotonicity property (7) implies that Z{_,_10] 2> Z{_n0) a.8. for all non-negative n. So there

exists an a.s. limit limZ[_, o) as n tends to oo (which may be either finite or infinite).

In relation with the network £(_, ) and for k,1,...,R, and ¢ > 0, we also introduce the processes

T o TE g(0), Tienai(t), QF, gj(t) and Q[-n 0)(t). which are defined as in § 3.9. Let

[{on.0) = T{-n.0)(0): (61)
and
r[.-n.ol'l l"[.--.ol'z
Dingy= 3 % Efag= Y s (62)
j=0 J=0

(here Z;l = Z;z = 0). The monotonicity property also implies that rf-"n,o](t)- rf—n.o](‘)- Ql-n.0)(2),

Ff_"'o]. D[k-n,o] and E'[‘__'l o are non-decreasing in n. It follows from the definitions that

K
k k
% Blono) S Zono < ; Di-n,0) (63)
<k< —
for all n. So Z{_, 0] — 00 as n — oo iff there exists as. k € {1,..., K} such that F[*_n_o] —o0asn — oo

(this is true because we assume ES*(0) to be positive for all k).

22



Let A be the event
A={lim.oZ{_ng = x}. (64)

Theorem 9 Under the conditions of § 4.1, either P(A) = 1 or P(A) = 0.

Proof We shall prove that a.s. if Zi-n,0) — oo then Z(_, ;) — 20 as n tends to oo . If it is so, then
6A 2 A . But the shift 8 is measure-preserving, so P(6A4 — A) = 0. Since 8 is ergodic, the last equality
implies P(A) € {0, 1}.

It follows from (63) that it is enough to prove that P(F["_n’o] — o0) € {0,1}. For this it is sufficient to
show that a.s. if r[k-n,o] — o0, then I‘(‘_n_,] — .

For each N >> 1 we can a.s. choose | = Iy such that Zﬁ:}é“ sk_j > r(0) . Since I‘[‘_'n‘o] — 00, there

exists ny such that F['_n.o) > N +l for all n > nx. Therefore rlk—n.ll 2 Nforalln>ny. -

Corollary 9 If P(A) = 0 then the random variables Zj_,, o) converge monotonically a.s. 1o a finite
random variable Z(0), and if we define

Z(m) = 2(0) o g™

then .
Zicngmm] = Z[-n 0] 0™ < Z(m) a.s. (65)

forall0 < m,n < .

It follows from Theorem 9 and from its proof that similar results hold true for the processes l‘[k_‘ln‘ol(t), r[k—n,ol(t)v

T-n,0)(t) and Q-p g(t):

Corollary 10 If P(A) = 0 then the processes r:¥ln.o](t)' rf—n,o](t)’ Fi-n.0)(t) and Q[_n o)(t) converge

monotonically a.s. to finite processes T¥/(t) € DE. TH(t)y e D}, C(t) e D} and Q(t) € D}, respectively.

Denote by Qf-n,ol = Qf-n,o](o) the queue-length and by X[k—n,o] = x[k_".o](O) the residual service time on

station k in the network T[_, g at time t(0) (where \[k-n,O] =0if Q[k-n,o] = 0).

Corollary 11 If P(A) = 0, then the r.v.’s Qf_".o} and x[k—n.O] converge weakly lo some a.s. finite r.v.’s

Q* and x*, respectively, as n — co.
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4.4 More on First-Order Ergodic Theorems

The results of this section will not be used in what follows. The main result is the solidarity property of
Corollary 14.

Forj=—F¥~n)+1,...,0let
¥ (om0l (66)

be the epoch of the completion of the j-th service on station k in Lj_, o) and let
2 o) = Vo (-n) (67)

be the moment of the completion of the last service on station k in £(_, o) (with the convention that

= —oo if F[.—n,O] = 0); similarly, for { < n, let

Z:l.[-n.O] = "lltP_‘_,.[—n.O] (68)
(= —oo if F¥(~n) = F¥(=1)),
Zotf-no) = \MAX 2810 g) (69)
and
Stmn} = 3, S()- (70)
Jj=m
Note that
Z[-ng) = lﬂasxx(zlk-"-"l)*
and that

(Z-tf-no)t £ Z1cn )

Lemma 4 Forall0<I!<n
Zieno) S(Z_tf-no))t + Si-19) (71)

Proof The case Z[_,,0) = 0 is trivial. Assume that Z[_, o) > 0. At each instant of the time interval
(0, Z{—n0)) at least one customer is being served. In addition, from time (Z_i{-n0))* on, the services
completed on station k have an index larger than (= F¥(~l)+1),forallk = 1.... K. Since (Z_;[_n o))t >

0, Z(-n,0) = (Z-1(-n,0))* is bounded from above by Si_;q}. =
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Corollary 12 IfP(A) = 1 then, for all fired | < n, Z_j{_no) — X a.5. asn lends lo .

Proof Let 6 = min{n 2 0: Z_].[..n'o] 2 0} Then (Z[_,,,o] - Z,,.[_n.()])l(" Z }3) S SI_I.()) as.. In
particular,
(Z{-n0) = Z-1{=n.0))/9(n)} =0 (72)

a.s. as n — oo for any function g(n) such that limg(n) = 0o. L]

Corollary 13 Let! = l(n) be some non-decreasing {possibly random) integer-valued function of n such

that I(n)/g(n) — 0 (a.s.) as n — oo, for g as above. Then
(Zt-n.00 = Z-t(n1f-n. o) (Z_t(n) (~n.q) 2 0)(I(n) < n)/g(n) — 0 (73)

a.s. asn tends to co. In particular, ifl(n) = | withl random, then P(A) = 1 implies that Z_;(_p o) —
a.s. and in addition,

limsup(Z{_n.o) = Z-1{-n0}) < S{-1.0) (74)

a.s. as n tends to oo.

Proof If l(co) = lim,l(n) is finite, then the result follows from Corollary 12 and from monotonicity

properties. If l{co) = 00, then write

St-itn1.0) _ Si-1n1.0)/l(n)

- 75
g(n) g(n)/l(n) (75)
and since
S{~i(n).0)/1(n) — ES(0)
a.8. on the event {l(c0) = oo}, we have
0 < (Z-n0 = Z-n-ttm)(Zf-n.—tim.0) 2 0)(I{n) < n)
{S{-1(n),0/(n))
— e I({(r} < n) — 0
am/iayy i< m)
a.s. as n tends to co. .
Assume now that
EgF4(0) > 0 (76)
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for all 1 < k,i < K. This property should be understood as some strong connectedness property of the

routing mechanism. For m > 0, let
B ¥(m) = min{j > m : g"*(=j) > 0) o a
and
g5 (m) = miaxB"'*(m).v o (78)
Corollary 14 (Solidarity property) Under the cond:’ti’on (76), foreach1 < k<K, n>m>0
(Z{-n,0) — me_[-n‘o))l(ﬂk(m) S nY(Z_grim)[-n00 2 0) < Si=5v(m).0) (79)

a.s. In particular, if P(A) = 1 then

lmsup(Zj-n o) = 2%, (<n.0) S St-s(m.0) (80)
3. asn—o0 forallm>0andk=1,....R and
(Zt-n0) = 2 m f-n.a)/9(n) = O (81)

for all g(n) such that g(n) — oc. In particular,
li'r'n ZEm.[—n.O])/n =+ a.s. : (82)

for all k and m, where v 1s the constant defined in Theorem 8.

Proof The result follows from the inequality

(Z-34(m)f=n0) = 25 m oo (B5 (M) < m) <O

4.5 Scaling

In what follows, it will be useful to consider various scalings of the arrival processes: for each scaling

factor 0 < C < 00, —00 < m < n < 0o, consider the sequences
&(n.C) = {Cr(n). {o5(n)}, {rf(n)}}, (83)

the simple networks
£(n,C) = {Ct(n), {of(n)}, {rf(n)}} (84)
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and the networks L o)(C) = E(m, C) +--- + E(n. C). Let
HC) = limn~ o Zj-no)(C)/n (85)

(here (1) = 7).

Lemma 5 y(C) is 8 continuous and non-increasing function.

Proof Foreachn2>0,C2>0, ¢>0

Z1-n0)(C +€) € 2= 0}(C) £ Zi-n.0)(C + €) +e(—t(—n)). a.s.

So
NC+)SHC)SHC + )+ er™t,
[ ]
5 Stability Conditions
5.1 Main Ergodic Theorems
For —0co < m €< n < oo, let
Y[m.n] = z[mn](o) (86)
and
P = M0), (87)
where the notations are those of the end of § 4.3. We know that
7(0) = limpeoY-n.)/n = liMypoY{on,-1)/n
= limpoEY{~n.o)/n = limy w0 EY{.n -1)/n, as.
Theorem 10 If p < 1, then P(A) = 0.
Proof For each ! > 0, let N} be the random variable
Ny =min{n 2 0: Z{_a,q) > u(l)}. (88)
If P(A) = 1 then N; < 0o a.s. for each [. By definition (see (34), for all n,{ > 0, the equalities
Xien g =t() = 1(0) + Z{-ng = u(l) + Zionen 087" (89)
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hold. Consider the network S[_,,J] obtained by composing the simple networks $(—n),..., £(I). where

£(5) has the same service times and switching decisions as £(j) but an arrival epoch ¢(j) defined as

follows:
i) fr-n<j<o,
tJj) = . (90)
Z(-n,0) fqr 1<j5 <,
For n > Ny, t(j) < i(j) for all —n < j <1, so that
u(l) + Z(-np £ Z-n0 + Y.,
as a direct consequence of the‘ honotonicity ;‘)rop‘erty vof Lemma 2. Therefore, if n > Ny,
u(l) + Z(-n-10)00" < Z_no) + Y{c141.0) 08", (91)
Consider now the network f:[—n,'] defined as above with
. t(j) for -n < j <0,
t)=19,,. . (92)
t(j) + Z{-n0) + Spj-yy for1<j <,

(where Z:.’:l = 0). By definition, in network i[-n.']' all external arrivals taking place later than (and

including at) #(1) find an empty system. So, in particular,
Zi_an = S, (93)

The monotonicity property of Lemma 2 also implies that

Xieng = u()+Zjcnoggof
< .\ﬁ[_,.n =u(l) + 2[-,,,1]
= Zino) +u(l)+Snn
So
0'Z(—n-10) = Zj=n.0} < S (94)

for all n,l > 1. Combining (94) and (91), we get the inequalities
' Z(—n1,0) = Z(=n,0] < (0'Yictsr.0) — u(I)I(n > Ni) + Spgl(n < 7)), a.s. (95)
All of random variables in the last inequality are integrable. So
E(0' Zi_n-10) = Z(-n,0) < E{(6'Y_1sr.0) = u(D)I(n > Ni)} + E{Spp n[(n < M)},
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But

E(6' Z(cn-10] ~ Z{-n]) E(6' Z{_n-1.0)) = E(Z[-n 0))

because Z{_, ¢} is 8 non-decreasing sequence. We have
E{(0'Yicter00 - ulI(n 2 N)) = E(8'Vioigr.9 - u(l)
~E{(0"Y{_141.0) — w)I(n < N}

But
E(8'Y{-141,0) = (1)) = E(Yjerg1.0)) = 1A7"

and since Z(_p 0) — 00 a.8.,

Jimy B{(8 Y1101~ ul)(n < N)} = 0

and
nl_i_[l;; E{Suglin < M)} =0.

Since
0< E{(O'Y[-m,o) —u())l(n 2 N} + E{Sp.nl(n < \})}

for all n,l and since the right-hand side converges to EY{_;41.0) ~ IA=1, we get
EY.i41.0) - '>9

Therefote A~! < EY{_i41,0)/0 for all{ > 1 and A~! < linyeoy EY{_141.0)/1 = 7(0).

E(Z[_,,_.l.ol) - E(Z[_,,.o]) = E(Z[—n—l_()] - Z[-n,f)]) >0

(96)

Theorem 11 If p > 1, then ¥(C) > 0 for all 1 > C > 0. In particular. 1f p > 1 then Zj_p 0 =

Zi-n,0)(1) = 00 a.s. as n tends to 2 (in other words P(4) = 1).

Proof The monotonicity properties imply
Z1-n0)(C) 2 Z{-n.0) 2 Yj=n.0) + t(—n)
as. for alln >0 and C € [0,1]. So

limn—oo(Z(—a.of(C))/n 2 4(0) = A" >0, aus.
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For C > 0, let
HC) = limpe oo (Na(C))/n. (97)

iFrom the definition,
§(C) = v(CY+ CA~ L. (98)

The monotonicity properties and Lemma 5 imply that §(C) is a continuous and non-decreasing function
of C.

Remark 14 The results of Theorems 10-11 and of Theorems 12-14 below are still true for the networks

with mslli-server stations (see Remark 12).

5.2 Computation of v(0)

Let , _
b= maxlsgsxb". (99)

Lemma 6 /n the case K =1, forallC >0

§(C) = max(b, Ca) = max(d', Ca). ) (100)
Proof For K = 1, the network boils down to a single-server queue with feedback. Since the service
times and the switching decisions are associated with stations, the workload in this model is equivalent
to that of a single-server queue without feedback and with service times S'(n).n > 1. [
Lemma 7 For all C > 0, for each fired K > 1

8(C) > max(b, Ca). ) (101)

Proof Let k be such that b* = b . Consider an auxiliary sequence of networks E[,,._,,] with _t.he same

interarrival times and the same switching decisions, and with setvice times

3 = ot ' (102)

for —00 < § < 00 and
=0 o (103)

fori=1,...,K, i# kand —00 < j < 00.
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This boils down to a sequence of single-server queues, and the equality
5(C) = max(b,Ca) (104)

follows from Lemma 6. The monotonicity properties imply

8(C) > 6(C) = max(b, Ca). (105)
]
Corollary 15 v(0) = §(0) > b.
Theorem 12 For all K
5(0) = 8(0) = b. (106)

Proof The proof is given in § 5.3. As it happens, it is simpler to prove a more general result, and we

shall in fact prove Theorem 12 for the networks with bulk arrivals. (]

Corollary 16 If p = bfa < 1 then for each k € {1,....K};l € {1..... K,K + 1}, the process

{I‘;_"n,o](t),t > 0} converges (monotonically increasing) to some limit {T*'(¢)t > 0} a.s.

5.3 Networks with Bulk Afrivals

For each —00 < n < 00 let

E(n) = {N(n).T(n),o(n),v(n)} (107)
be the composition of N(n) simple networks, where N(n) is a random variable and where T(n) =
(t(n),...,t(n)), so that all N(n) customers arrive at the same time {(n). For obvious reasons, such a
network will be called a bulk arrival simple network. For all m, n, the network T, ») is defined as the
composition E(m) +...E(n) in a way which is totally similar to that of the construction of Z(n ) (see
§ 2.1). Our notations will also be similar to those of E(, n) (€.8. Z(m n) for the time to empty the system

etc.). In fact, the network T, n) is a particular case of S, o) when N(i)=1as. fori=m,...  n.

The stochastic assumptions on bulk arrival networks are slightly different from the preceding case: we

assume the sequence _
Z(n) = {N(n).7(n),a(n),v(n)}, (108)

(where 7(n) = t(n + 1) — t(n)), to be stationary and ergodic, and the random variables

(1)

®(1), S*m=)_

ALY (109)
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to have the finite first moments. As before, we define ¥ = ES*(1) and b = max,b*. The monotonicity
and ergodicity properties of the previous sections are easily extended to this type of networks, and we
get in the same way that there exist constants v and ¥(C) such that

m Z(—n,O)(C)
n

Z_ -n
7=lim—%, 7(C) = i : 7(0)=|imy—‘n—'°—’, a.s.

Theorem 13 The statement of Theorem [2 holds true for networks with bulk arrivals.

For the proof, we will assume that E®%X > 0 (if this is not true the stations should be renumbered)
and that b* > 0 for all k = 1,..., K (otherwise we have a model which is equivalent to a network with

less than K stations). Our reference network is y 4),(0) everywhere.
For an arbitrary fixed d > 0, introduce new sequences of service times:

bot (1)
bE

R k=1 K-11=12. .j=12...

()= N HOE

Let ﬁ(l.,,)(O) be the same network as T(; ,) but with service times {d}(i)} rather than {a}(i)}. The
monotonicity property implies that v(0) < 4(0). So if we prove the inequality 4(0) < & + d, this will
complete the proof of the statement of Theotem 13, since d > 0 is arbitrary. Till the end of the present
subsection, we will work on the networks ﬁ(l,,.)(O) rather than () n)(0). For sake of notational simplicity,
we will drop the ”’ in what follows, which is tantamount to saying that our reference networks ©(n) are

such that X = b4+ dand b* =bfork=1,....K - 1.

The proof is based on the construction of three sequences of auxiliary networks associated with {<,,,)}.

First auxiliary sequence

For any vector z = (z,,...2;), let R(z) be a permutation of the coordinates of r in non-decreasing order,
and §(z) = [ be the dimension of z. For two vectors £ = (z;,...,21) and y = (y1,...,¥m), (z,y) will
denote the vector (zy,...,z1,¥1,...,Ym).

Fix n and consider the network T(, »)(0) = (N, T, 0,v). We shall use the notations
=t (1)+ -+ @4/ (n) and ¥H 1<icot!
for the characteristics of (; 0)(0). Thus
e N=No=N(1)+---+ N(n),
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e T=Th =(T(),....T(N)):

o of = {d;(l),j = 1,...,®%1),...,05(n).j = 1....,®5(n)} is the sequence of service times on

station k;
e similar definition for the switching decisions {v*}.
Let B (resp. D) be the ordered vector whose coordinates are the departure epochs from any station
k=1,...,K —1tostation K (resp. from station K to any station k = 1,..., N') in E(; 5,(0). Namely,
if
W= (e
and

] K - (‘Pl,K,. ..,\Pl\’—l.K)‘ wl\’. - (wl\'.l‘. ..,WK'K).

then
K R -1 K
B =RW¥X), HB)=) o

D =REWK), (D) =Y, @Kk =k —orEe

Let i(x_,,) = (N,T,&,7) be the following modification of network £(;,),(0): at each epoch of § =

R(B, D) = (81,83,...,5p), such that a customer leaves station & for station { in ¢y ,,(0),

1. the switching is modified in such a way that this customer leaves the network in £(; ,, (namely it

is routed from & to K + 1);

2. at the same instant, a new customer is added to the flow from 0 to (.

More precisely, let [; be the station to which the customer leaving a station at time s; is sent in ¢y ,,,(0).
Then

N, = N +§(B) + }(D);
Tw = R(On, B, D), where O; denotes the I-dimensional vector with zero-valued coordinates;

o N
o T

Q¢
"

. c;

o for switching
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- =K+1lforalll<j<oX;

- &f:ufifuf#k’and&f:l\'+lifuf:K.fork:1,....1\'—I.j=l,...,<b";

- =v)for 1<j<Nand ol =ljun for N+1<j<N.

Remark 15 X(; 4)(0) and E(,,,,) are equivalent, in that they have the same I' processes and, therefore,

the same residual queue-length and residual service-time processes. Observe in addition that &K =

$OK = @K and §0F = 90X 4+ ®XF fork=1,....K - 1.

Second auxiliary sequence

Associated with {Z(n)}, define #(n) = S¥ (n),

n

v(n) = Z #n)., v(0)=0

and
&%k (n) = d%%(n) + ®XE(n), Vk=1,.... K -1, & K(n)=a3K(n).

Consider an auxiliary bulk arrival network i(,,\ = (N(n).T(n).d(n), #(n)) with the following character-

istics:

N(n) = 2:;1 &0k (n);

f’(n) =(v(n-1),...,v(n-=1),v(n),....¢v(n)). with v(n—1) occurring & (n) times and with v(n)

occurring (N(n) — X (n)) times;

a(n) = a(n);

for switching:

- [,J.K(n)zK-f-l,for allj=1,...,¢X(n)

. - . . - k(0N . - .

— bf(n) = vf(n) if vi(n) # K and f(n) = K +1ifyf(n) = K. fork = 1,.. K -1, j =
1,...,0%n).

- n)=Kfor1< ;< &"K(n)andfor1 <k <K -1,5)(n) =k, forall POkt (n) 4 ...+

0K(n) +1<j<d%¥(n)+ ..+ 30K (n).
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Thus a bulk of 60"(11) = ®%(n) + &KX *(n) customers arrives on station & at time v(n), for k =

1,...,K —1, and a bulk of &’O'K(n) = &KX (n) customers arrives on station K at time v(n — 1).
Finally, let fi(“,) be the composition of the networks ):3(,-,. 1<i<n. ]

Remark 16 The networks i‘.(,‘,,, and ):J(l_,.) differ in the arrival epochs of erternal customers only.

It follows from the monotonicily property and from Remark 5 thal they have the same number of the

services on each station and the same tolal number of services.

Remark 17 /n ).3(1,,,), the roules originating from station K are completely disjoint from those origi-

nating fromk € {1,..., K —1}. So the network £, ,,, can be seen as the union of two disconnected bulk

arrival networks, each with jointly slationary driving sequences:

o nelwork f‘..zl'n), with K — 1 stations, with bulk interarrival times r'(i) = S¥(i) and with service
paramelers

1) ik
B =E(Y )= E(Y efy=b k=1 K-1,
i=1 j=l

where we used the above remark to get that b¥' = bt

e nelwork ﬁz'l ) with one station K (i.e. a single-server queue with bulk arrivals).

An important property of the networks {<{, ||} and {Z'| |} is that each of them satisfies the stationarity

and ergodicily assumptions of (108)-(109). In addition. their driving sequences are jointly stationary.

Third auxiliary sequence
Let

an=3 0= Z;,ZLI(V}’G) = K) (110)

and
m, = max{m > 1: FX(m) < a,./2)}. (111)

where FX(m) = ®X(1) + .- - + ®X(m) and m,, = 0 if ®¥(1) > a,/2. Note that that during the time

interval (0, v(m,,)), station K is never empty in the network Iy ,)(0).

Let
Un = v(mp) + Z(1.m.) (112)
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and let af be the sequence defined as follows:

o for K = k:
- ol = —00,for 1 <i< FK(m,)
- ak =U,, fori> FX(m,);
eforl<k<K-1:
- af = SK(1), for 1 <i < ®%%(1) + &K *(1),
—forj=1,....,mp, af = v(j), for V¥(1) + ®FK(1) 4+ ... 4+ O, - 1)+ K- 1) +1 <
GOE(1) + SR E(1) 4 - -+ BOH(j) + BRH(j):

- af = U, for i > ®04(1) + OKK(1) + - + %K (my) + &K E(m,,).

If we apply this sequence of delays (see Remark 7 and 9) to E(L,,,. we get a network ﬁ(i_,,',. which is

a majorant of E(l_,,) in that it has the same number of services on each station and the j-fll event in

station k takes place later in the first than in the second network.

But the [-processes of £(; ) and of £(; ) defined below coincide:

e arrival process

customers arrive in bulks of various sizes at the epochs belonging to the set
{0.w(1),. .., v(mny), Un},

with a total number of arrivals equal to Ny,:

&K (1) customers arrive on station K" at time 0, and ®°¥(1) + ®*¥(1) customers arrive on

station k at time v(1), foreach k=1,... . N - 1;

for each j = 1,...,m, ®¥(j) customers arrive on station A at time v(j — 1), and ®%*(j) +

&% () customers arrive on station k at time v(j), for each k= 1,.... K - 1;

all other external arrivals take place at time {/,;

g;

[ ]
Qi
il

T
]
e

o on station K, services with indices larger than F*(m,,) are delayed till l/,;
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Key relationship between the three networks

Basic features of the auxiliary networks are shown in Fig. 1.

U
SX(1) SK(2)
R T - - -
v(1) v(2) v(m, — 1)
K +o—o6—+o0— S

K eI gor) e
e i
K+1 =t 4 ——— —
R ( ¥OK=1(m,,)

.........
..................

FIGURE 1

Since i(l_,,) is a majorant of E(,,n) and since

® £(1,n)(0) and )’.3(1_,.) have the same I’ processes,

. ‘:3(,_,.) and i(l,,,) have the same I' processes.
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then
Yo 2= Nam € Nin = N (113)

The key observation is that T, ,,, is the composition of two networks:

Zam = Zma + Sl 10y (114)

where E(m_“ ny has the same number of customers, the same service and switching mechanism as

1

f:(,,,_“‘,,), but all its arrival epochs equal to {/,,. By construction, the networks ‘:Z“.,,,_, and X'I(m_“m

are separated (see Remark 10). In addition, (p,_+1.0)(0) and i;m‘ﬂ'n) have the same [-processes.

Therefore, we get from {114) that
X(l,n) = '{-(l,m.) + Y(m,.+l.n) =uv(m, +1)+ Z(l.m.) + Y(m.+l.n; a.s.
This together with {113) in turn imply

Yam Stma+ 1)+ 20 may + Yimas1m) @S, (115)

Proof of Theorem 13
The proof is by induction on A'. For A = 1, the result is that of Lemmma 6. Assume the theorem holds

for networks with K — 1 stations. Let A=! = E#;. The induction assumption. Remark 17, Corollary 9
and the fact that ZX = 0 allow us to state that if p= X x max;sksh—_,bk < 1, then there exists an a.s.

finite stationary sequence {Z(n), n > 1} such that

Zym<Z(n). n=12... (116)

The CLLN implies the relations:

a:"-—~E{<b0‘K(l)}>0. m, — X, a.s.

as n — 0o. Similarly,

m 1 < x m 1
FK(m)  E®K(1) T F¥m+1)  E®K(1)

a.s.

as m — oo. Since
my Mn My

FK(my,) 2 an/2 2 FK(m, + 1}’
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then
my m, a,/2 E®*A(1) _

n T anj2 n 2EGR() € (HD)
a.s., where 0 < e < 1/2.
We have
M — (b + d)c a.s.
n
In addition, we get from the relation Y(m_ +1,n)/% = (Yima+1.0/(n — my)) x ((n — my)/n) that
Y(m..+1.n)/" — (1 = ¢c)1(0)
in probability (see Appendix 8.3). Finally,
le,m.) .0
n
in probability as n — oo (see Appendix 8.3). Therefore (115) implies the inequality:
. Y(iny
7(0) = hm,,—n— < (b+d)e+(1~-c)¥0)
for some 0 < ¢ < 1/2. Therefore
+(0) < b+d. (118)
|

6 Stochastic Recursive Sequences

Now we are ready to write down a recursive procedure for constructing the state of the network £(_p m41)

from that of j_, m) for each fixed n. More concretely, we want to get a representation of the form

Wicnme1] = f(Woam) nlm + 1)), (119)

where the function f is fixed (i.e. non-random and independent of n and m), {n(m)} is some stationary

ergodic sequence and Wi_ is the ‘state’ of network ¥i_, n1- Such a representation is often referred
(3 q {-n.m} { )

to as a stochastic recursive sequence (SRS. see {12]). There are several such representations and we will

focus on one of them only.

Consider the space
DY (K)=DY x DY x---x DY, (N(K + 1) times), (120)
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and let

Wieam) = {2 oy, TR @ 08 o, efEi . e > 0) e DY () (121
and
n(m) = §(m), (122)

where £(n) is defined in (53). Note that Wi-n.m) completely defines the service times and the switching
decisions of Xj_,, m) after time t(m). So, out of W[_, m} and £(m + 1), we can construct all the events of
the composition L(_n m41) = L{-n,m] + Em41 after t(m). Thus, Wi_, m41) is a deterministic function
S of Wi_n m) and §(m + 1). The function f is non-decreasing in its first argument. The monotonicity

properties, Theorem 10 and Corollary 10 imply the following result:

Theorem 14 If p < 1, then for each integer —x < m < o0, the sequence Wi_, ) converges monotoni-

cally (asn — 00) a.s. to a finite random variable W(m) € D (K'), and {W (m)} is a stationary ergodic

sequence such that
W(m) = W(0)o8 (123)

and

W(im+ 1) = f(W(m),E(m + 1)), (124)

for all m. Moreover {W(m)} is the minimal stationary solution of the equation (124): if W(m + 1) =
f(W(m),&(m + 1)) is another stationary solution, then W(m) > W(m) ¥m a.s.

Proof The main thing to prove is (124), as the last assertion follows by monotonicity. Observe first

that
W[ n.m+1] < f(hmlu [-1.m]- &(m + 1)) (125)

for all n. Therefore
Wim+1) = lim,Wi_p mse1) < f(W(m),E(m + 1)) (126)

In addition, there exists an a.s. finite random number L such that
Ty .kl -
I‘[—n.m] - r[—n—l,m] (127)
for all n > L and for each k,l. Therefore the inequality
W(im+1)> f(W(m),(m + 1)) (128)

follows immediately from the continuity property (see Corollary 4). =
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Let I'*(m, t), t > 0 be the coordinates of the random variable 1§°(m) and, for each m_ &, let {Q*(m, 1), t >
0} be the associated residual queueing process, Q(m.t) be the process (Q'(m.t)....,Q%(m, 1)) and

{xt(m,t), t >0, k=1,...,K} be the residual service-time process.

Corollary 17 If p < 1, then for each m, k, the processes {Q["_n_m](t),t > 0} conrerge a.s. {w.r. lo the
metric d on the space D3 ) to the process {Q*(m,1),t > 0} as n — .
Corollary 18 Ifp < 1 then for each —00 < m < 00, t > 0, the vectors
(Q[l—n,m](t)' AN Q[’S-nm](t)\ \[l—nm](t)v sy \{A;nlm](t))
converge weakly 1o the vector

(@ m.t),....QK(m.t), \}(m.1).....xK(m,1))

as n — O0.

Consider the network ¥ = T(1) + £(2) + ..., with infinite input sequence t(1).1(2).... Let
Q) = {Q'().....Q%(1). t > 0}
be the queue-length process for this network, and for each n > 1, let

{@n(t) = Q(t +t(n)). t >0}

be the residual queue-length process. Define now the process

Q(0,1) for 0 <t < ¢(1),

©)(g) = 12
@ {Q(l,t—t(l)) fort{ly <t<t(l+1).1=1,2.... (129)

We also define the processes

Q™) = Qe +1(n)).t >0}, n=12.... (130)
It follows from Corollary 22 that the sequence {Q™)(f).t > 0}3%, is stationary and ergodic (in n).

Corollary 19 Ifp < 1, then
0< Q) SQ™ () (131)

a.s. foralln > 0, t > 0 and the processes {Qn(t) o8~ ", t > 0} converge monotonically a.s. to the
process Q(O)(t).
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Proof The proof is similar to that of Corollary 9. a

Note that the ergodicity stationarity properties imply the existence of the following limits:
l t 1 ¢
|i{n7/ HQROr) e }de = Ii‘m-t-/ P{Q'"(z) € .}dr
r=0 r=0

E{[*01{Q)(z) € .}dx}

= = ) a.s. (132)
(where 0/0 means 0, by convention).
Corollary 20 Ifp < 1, then
R L E{/;5) 1{Q(x) € .})
hm-t-/‘:ol{e oQulz) € }dr = Ea(l) {133)

as n — oo.
For each scaling factor C > 0, consider the network T(_, ,)(C) . It follows from Theorem 14 that for
each C > b, there exists a stationary ergodic sequence W (m, C) such that

Wim+1,C)= f(W(im.C).&(m+1,C)). (134)

In addition, {W(m, C)} is the minimal solution of {134).
Theorem 15 If p < 1, then for each m
W{m,C) / W(im)=W(m.1) (.135)

as. as C\ 1

Proof The proof is similar to that of Theorem 14. |

6.1 General Initial Conditions

The notations are those of § 2.1; we will assume that ¢(0) = 0. Consider an arbitrary network V' with a.s.
finite input sequence and finite number of services on each station, and such that all arrival epochs are

non-positive. For any integer n > 1, and for any positive real number C, let v £, }(C) be the network
vEpa)C) =V + Z a)(C).

We shall say that V is an initial condition for S[I_,,](C) and call the customers of network V a initial

customers. We shall use the following notations:
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® vE(a) EvEpa(l):

. vl"[kl"'nl(C)(l). vW1.n)(C) etc. for the characteristics of v Xy 4)(C);

. Vr[‘l',ln](t)’ v W|1,q) ete. for the characteristics of v g

Lemma 8 If p < 1 then for all random initial conditions V and for all real number C such that
bA < C < 1, one can define an a.s. finile random variable B = A(C, V'), such that, for alln > 1,

vWin S W(n,C), as. (136)

on the event {# < n}, where W(n,C) is the r.v. defined in (134).

Proof Let By be the first non-negative time when network V' is empty, and let
B=min{n>1:(1-C)t, >Bv}<2 as (137)
For each n > 1, consider the network
véh‘n)(C) =V + f:; +... 4+ S:n-
where }5,, is the same as £, but with arrival epoch

Li=Clti+(1=Cln. i=1,....n. (138)

The monotonicity property implies that vﬁ[,.,,](C') is a majorant of v £(; ). Note that forn > 3 V" and

Eu'n] are separated in v).:(ll,\](C) and, therefore.

vWiin) € via)(C) = Wi a)(C) € W(n,C) (139)
a.s. on the event g < n. a
Corollary 21 If p < 1, then for eack initial condition V
(1) the sequence {v Z[y n)} is bounded in probability;
(ti) for each € > 0, there ezists an element f = f(¢) € DY such that

PGThaySf21-c (140)

foralln>1 k=1,... K.
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Proof It is enough to prove (i) only. Property (i) follows from the inequality:

sup P(vZ(1.0) > £) £ max P(vZjyn) > 2) + P((> N)+ P(Z(1.C) > z), (141)
n sns.

forallz>0, N>21land Mb<C < 1. ]

Remark 18 (Maximal solution) /t is not difficult to see that if p < 1, then the sequence {W(m)}
defined by

'y W(m) is right-continuous a.s.;

o d(W(m),limc » W (m,C)) =0

forms a mazimal stationary solution of (124) (here dx is a metric in the space DY(K) ). In particular,

W (m) < W(m,C) a.s. for all C such that \b< C < 1.

7 Coupling-Convergence

Without loss of generality, we can assume that for each n and k, the random variables Vf(n) and af(n)

are defined for all j =1,2,.... Let
¢(n) = {r(n). {o}(n)}52,. k=1..... R}. (142)

Consider now the following set of assumptions (referred to as (/) in what follows):

1. {{(n)}3%_ is a stationary and ergodic sequence;
2. the sequences {{v}(n)};>1, ¥ =0,1,...,K, - < n < oo} are mutually independent and inde-

pendent of the sequence {{(n)}3% _;

3. {v}(n)}3, is an i.i.d. sequence, for all k = 0.1...., Ki—x<n<oo.

Remark 19 Note that under condition (I)

e (1) )

b = E{Y_ of(1)} =Y _E(ef)P(p*(1) 2 i). (143)

=1 i=!
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Theorem 16 Assume that p < 1. Then, under condition (1),
(i) the sequence {W(n)} is the unique solution of (12{).

(i1) one can define all the driving sequences on_some probability space in such a way that the sequence

{v Wi .n)} coupling-converges 1o the sequence {W(n)}, for each itial condition V', i.e.

P{v‘Vu_q:H'(l), l=nn+1,..}-—-1 (144)

as n— 0OQ.

Proof Note that (ii) implies (i). Indeed, if 1 (n) is another stationary seqﬁence, then we can consider
the initial condition V = W(O) (by this concise notation, we mean any network with the same I' process
as the one generating W(0)) and apply (ii). Then P{I'(l) = W(l), I=n.n+1...} —1asn — x.

But both of the sequences are stationary, so W (n) = I¥(n) a.s.
So the only property to prove is (ii). Let
P =Py =1), ki1=0,....K K +1, (145)

where p%0 = 0, pX+1.K+1 — | and pK+1.¥ = 0, for £ < A. Consider a discrete-time Markov chain
{R(m),m > 0}, with state space {0,1,..., K. K’ + 1}, with initial value R(0) = 0 and with transition
matrix {p*'}. Let

ut =2{n>1:R(n)=k) (146)

and
xt = Eut. (147)
Note that the random variables u* and (*(1) have the same distribution, so #* < x forallk = 1... ., i

In [18]-[19], the following result is proved: for a given transition matrix {p*:'}. one can define a matrix
{#*'} and a renumbering of the state space such that
1. p¢/ =0, forall0<I<k< K +1;
2. for all k,1if p** > 0 then p* > 0;
3. if R(n) is a Markov chain with initial value R(0) = 0 and with transition probabilities {p*}. then
P(i' 2 n) S P(u* 2 ), (148)

forallk=1,..., Kandn=1,2,...



For all k = 0,1,..., K define the constant
Ct=sup{C>0: pt'>Cp¥! wi=o0... ., N} (149)

The above results imply that C* is positive for all k. Finally. for each k, let h* be a positive numnber
such that A* < min{1,C*}. .

We now return to our network. Our aim is to construct the sequence » on a specific probability space

which is based on the above results. We first construct a sequence of mutually independent r.v.’s
{7f(n), #f(n), aj(n), k=0,...,K, j=12..., n=1.2.}
with the following law:

P(of(n)=1) = p
P(aj(n) = 1)

L~ P(af(n) = 0) = h*;

Pl — hEpd

P(of(n) = 1) A

We assume this new sequence to be independent of {((n)}. We now choose:
vE(n) = af(n)ik(n) + (1 = af(n))of(n).
Forn = 1,2,..., consider the network i[“,] with driving sequence £(i) = {¢t. {Df(i)}} and let
S =V 4 i[:,»).

where V is supposed to be such that {1V < IW(0,C) a.s. Since non-initial customers have acyclic
routes and since the traffic intensity is less than 1. then (see [18]) there exists an a.s. finite. positive

integer-valued r.v. { such that, for all n
ﬂ'[l.n] = v W= wio.c)Win a.s. (150)

on the event {n > ¢}. Let
L=min{n>1: P(=n)>0}

Then the event

As{C=L}Yeti) =1 i=1... L k=0... K j=1...3)}

has a positive probability. Therefore the events {{¢ < n}(}{6" A}, n =1,2...} form a sequence of

renovating events for the sequence {v W[; 4)}. and the statement of the theorem follows from Theorem

3 of [12] or of [18]. ]
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8 Appendix

8.1 Appendix 1: The Geometry of Routes
Case N =1

Lemma 9 Letr = (ry,...,r,, K +1) be a successful route and G be a G.0.D.G. generaled by r. Choose
k€ {1,...,K} such that o* > 0. Consider a path 7 starting from k, ¥ = (¥1,...,Fm). Then 7 is an

admissible route.

Proof If k = ry then 7 = r and the statement is obvious. Assume that k # r;. We use the notations
of Procedure 1 and refer to an object associated with G(t) by adding the argument (f). We have
¢'(1) = d'(1) for each node I = 1,..., K different from ry, while d"1(1) = ¢"*(1) + 1. More generally, for
all £ > 2,if n(t) # K + 1, then c¢'(t) = d'(t) for each node I = 1,..., K not belonging to {ry. &k, n(t)},
while d" = ¢’ + 1, d* = ¢t — 1 and d™*) = &™) 4+ 1. Assume that the path originating from & ends

in node I # K + 1. This means that there exists an integer { such that d"!!) = 0. In view of the above

relations, | = k necessarily.

Lemma 10 Assume the path ¥ of length m to be a simple circuit (i.e. F; # #; foralll <ij<m,i#j
and 7, = 71). Then we can find 1 € {1,....K'} such that:

o 7; =1 for somei€ {l,....m—1} (i.e. | belongs to the path i ):

& the route r can be represented under the form:

r=(ry,.... Fau.. .. ra...To, K +1)
where rg = ry = | and
(Pas - Pd) = (FisFigre oo o Fmm e Fly e oo a Fimy, Fi).

Proof Let A be the set of nodes in the sequence {r;}27!. Let a = min{n :r, € A} and I = r, = ;.

(From the definition of a path. ray; = fiy;. for0 < j < m—-1-iand ra4j = fr4iem form—i < j < m-1.
a

Corollary 22 Let A be the sequence of arcs associaled with the path # of Lemma 10. The 0.D.G. G
obtained from G by removing the arcs of A is a G.0.D.G. generated by the route

F=(r,..., ra.n“.....rw,l\'.{.l),
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Lemma 11 Let 7 be a path such that #, £ 7; forall1 <i,j.<m and #py = N + 1. Then we can find
an integer a such that

F = (PavFagls--To, N+ 1)
In addition, the 0.D.G. G obtained from G by removing the arcs of A 1s generated by the route

F=(r,...,rq)

Proof Define A,a and ! as in the proof of Lemma 10. From the definition of the path, roy; = Fi4, for
0 < j < m—i. In particular, raym_; = Fm = K + 1. But o* > 0. So! = k and #; = r,. The fact that r

is a circuit follows from Lemma 9. ™

Lemma 12 Let f 1o be a circuil (i.e. a path such thal 7, = ¥1). Then we can find fintte mitegers | and

al<b|§ag<bgs...§al<bl<;

such that ro, = ry, and such that the graph G obtained from G by removing the arcs of the path # 1s a
G.0.D.G. generated by the route

FE(ri,. . Fay Phygleee s Pay oyl v Tap: Phygle- oo ro, N+ 1). (151)

See Figure 2 for an ezample.

Proof The proofis by induction on the length m of the path. For m = 2, the statement is clear, because
circuits of length 2 are necessarily simple. Assume we proved the property for all mg with 1 < mg < m.
If 7 is a simple circuit, then the statement is true from Lemima 10 and Corollary 22. Otherwise let a
and 3 be the smallest integers such that 1 < a < 8 and such that (Fo.Faqy.. ... F3) is a simple circuit;

the circuit # = (Fq, Fas1,...,73) is necessarily a path of G. Let G’ be the graph defined as in Corollary

22 but when removing the arcs associated with the path # of G. From Corollary 22, G’ is a G.0.D.G.

generated by a route of the form

Fe(rloory K+ D) =(r . ra,Togr, o K+ 1), {152)
where r, = ry. Corollary 22 also implies that 7' = (Fy,...,Fa.F341,....7m) is a path of length m” < m

for the G.0.D.G. G'. ;From the induction assumption, when removing the arcs of #’ from G’, we get a

G.0.D.G. generated by a route 7 of the form given in (151), namely.
= rl,...,r;,l,,r;,,‘H,...,r;;.r;;H....,r‘;;,r;;“,...,r'v,‘l\._*_ l), (153)

where %, = rj,; for all i. Equatioﬁs (152)-(153) show that the property holds for all circuits of length

m. [ ]
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Lemma 13 Let ¥ be a path such that Fp, = K + 1. We can find finite integers l and a;. b,, i =1... .

such that
re, =mi=1,....0-1

and such that the graph G is generated by the route
F=(rl, . Pay s Phidls- s Tag: Thydle - Payp)-

In general, this sequence is not an admissible route. See Figure 3 for an eramplc.

Proof The proof follows from Lemmas 11-12 and from induction arguments.

Case N =2

Lemma 14 Theorem 1 holds true for N = 2.

Proof Let (G,{T*}¥.,) be a G.O.D.G. generated by the sequence of routes R = (r(1).7(2)), where

ri(1) = L;r(2) = l3. Assume that token 1 is on node I; and token 2 on node l. Let route r(1)

be associated with token 1 and r(2) with token 2. We construct two new routes #(1) and 7#(2) which

generate the same G.0.D.G. and which are associated with tokens 2 and 1, respectively. If l; = {3 then
we take 7(1) = r(1) and #(2) = r(2). Otherwise let L = (L,,...,Ly,) be the path of G originating from
node L, = l;. Since d* = c* for k # [;,1» and d* = c¢* + 1 for k € {l,.12}. then L, # k for all k < A",
So L. = K + | necessarily. We take #(1) = L. In order to define #(2). consider the last arc (L,,,-;.Lm)

of L. There are two possibilities:

e (a) This arc belongs to the route r(2).

If the arc (Ly, Ly) belongs to (1), Lemma 10 implies that we can find an integer ¢ > 2 such that

Ly = L, and all the arcs (L, L3), (L2, L3),....(L¢-1, Ly) belong to r(1).

Similarly, if for some p > 2, (Lp_;, L;) belongs to r(2) and (Lp. Lp41) belongs to r(1), we can then

find an integer ¢ > p+ 1 such that the ares (Ly, Lpyy). (Lpyr. Lpg2), ... . (Lg=1.Ly) all belong to

r(1) and L, = L,.

So the sequence of arcs associated with path L is composed of circuits of arcs which all belong to

r(1) and of certain sequences of arcs belonging to r(2).

We now prove that all the arcs belonging to r(2) also belong to L. Consider the first arc of r(2).

If it does not belong to (the sequence of arcs associated with) L, what precedes implies that we
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have to return to L; infinitely often; since w(1) is finite, this is not possible. Thus, the first arc of

r(2) belongs to L. The same argument is applicable (by induction) to all arcs belonging to r(2).

Consider the 0.D.G. G on {1,..., K + 1} defined by the set of arcs of G which do not belong to
the path #(1). Thus the set of arcs of G consists of all arcs of route r(1) but for a finite number

of circuits. It follows from Lemma 12 and from an immediate induction argument that G is a

G.0.D.G. generated by some successful route #(2) originating from node [;.

(b) This arc belongs to route r(1).

If the path L only consists of arcs which belong to r(1), then Lemma 13 shows that #(1) is a route
originating from node !; and ending in node I, (since L is the a circuit from I to I;). Let 7(2)
be the concatenation of r(1) and r(2). The sequences 7(1) and #(2) are successful route which
generate the G.0.D.G. G by construction.

Assume now that there exists an integer ¢ > 2 such that (L), Lg) belongs to r(2) and (Lg4i, Lgsi41)
to r(1), for all i > 0;i < m—gq. Since the arcs (L,;_;, L;) belong to r(1), they form a finite number
of circuits, as it was shown in (a); thus the set of the arcs which belong to r(1) and not to L is
generated by some route F(1) = (#1(1),...,¥,(1)) the form of which is given by Lemma 13. We
have in particular #1(1) = I, and #,(1) = L,.

Concerning the arcs opf L which belong to r(2), as in case (a), simple induction arguments show
that we can find a number p such that all the ares (r1(2),r2(2)),...,(rp-1(2),rp(2)) ( ahd only
these ares of r(2) ) belong to L. Moreover, r,(2) has to be equal to L,.

We take 1:(2) = (F;(l), . ,i""(l), "p+1(2), Cey rv(g)(2), K+1)

n
Proofs of Theorems
Proof of Theorem 1
Fix some token j. We shall show that if there exists a generator R = (r(1),...,r(V)) such that token

j is associated with route r(n) (where 1 < n < N ) then there exists a generator R = (7F(1),...,7(N))

such that token j is associated with route #(n — 1). The statement of Theorem 1 follows by induction.

We define R as follows:

o take F(j) =r(j)forall j#£n,j#n~1;

o consider the G.0.D.G. G’ generated by (r(n.— 1j,r(n)) and use Lemma 14.
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Proof of Theorem 2

The proof is by induction on ¢ and N. If ¢ = N, then the statement is clear.

Assume that for ¢ < ¢, Theorem 2 was proved for each G.0.D.G. with no more than N tokens. We
prove it also holds true for a G.O.D.G. with N tokens and with ¢ = g arcs.

If X(1) = j for some token j, then consider a generator R = (r(1),...,r(N)) such that token j is
associated with route r(1) (this is possible from Theorem 1). So G(2) is a G.O.D.G. generated by the

sequence of successful routes

R = (7(1),r(2),...,r(N))
(R=(r(2),...,r(N))if (1) = 08 ) , where
(1) = (ra(1), ..., roy(1), K + 1)
F)=0ifp(1)=1).

Since the number of arcs in G(1) is equal to ¢ — 1, the proof follows by induction. ]
Proof of Theorem 3

The proof is by induction. Let P = 3(.A). If P = N, then the statement is clear, whatever the value of
N. Assume it holds true for P <! and for all N < Nj.

If G(2) consists of G = G(1) with the arc from node k; to node k;, (where k2 < K) removed, then

we can apply the induction step to the O.D.G.G(2) with N tokens. Since H(2) = H(G(2),X) is a
G.0.D.G., we can construct (see Theorem 2.1) a generator R = (r(1),...,r(N)) for H(2), where route

r(1) is associated with the token we moved. Therefore (H, {T*}£_,) is a G.0.D.G. with a generator
R=(F(1),7(2),...,r(N)),
where #(1) = (b, ri(1),...,rp0)(1), K +1).

If this arc is from node k; to node (K + 1) then we can apply the induction step to the 0.D.G. G(2)
with (N — 1) tokens and construct a generator R = (r(2),...,r(N)) for H(2). So (HAT*} ) is a
G.0.D.G. with generator

R=(r(1),r(2),....r(N)),
where r(1) = (k;, K +1). Thus, in both cases, the result holds true for P = { and for N = Np. .
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8.2 Appendix 2: Short Proof of the Conservation Rule

Our departure point is the set of recursive equations (15). Let
ok =sup{j>1 : \llf < oo}.
The conservation rule states that &y = (®},,.. .,0,’6), which could be a function of

{{tiMrs {of) (Y21 k=1,.. K}

is actually a function of
v={{v}},i21, k=1, K}

only.

In view of the basic monotonicity property, there exists a positive real number z such that the network

En with driving sequence
{{Gen {of), Of) 521 k=1, K},

where {; = t; +jz, is fully separated (i.e. each external customer finds an empty system upon its arrival).

It is clear that 6;, only depends on v. Therefore, the conservation rule will be proved if we show that

ot = o%, vk (154)
We have

&% <ok, vk
Indeed, since 1(j) < i(j), for all j, it follows from monotonicity that W% < W¥. Vj, k, which concludes
the proof.
We now prove that

ok > ek, vk

iFrom the very definition of ®, for all A > 0,



Therefore, for all A > 0,
E
WGLH +Nzr> A4

which implies that ¥, = = oo.

8.3 Appendix 3

Proof of

),(mu+l,'|)
n-—-—m,

— 4(0) in probability.
ForO0< é<e,let
o =[(c=8n); yo=[(c+8)n]+1,
where (2] denotes the integer part of z. Let H, = Y(m_ 41.0)/(n —m,) —4(0). Forall ¢ >0
P(|Ha| > €)= P(Hna > €)+ P(Hp < —¢)

and for all 0 < § < (1 — ¢)/(29(0) + ¢)
mn Y(.r..,n)
P(Hn > €) SP(l— —¢| > 8) + P(=—— > 4(0) +¢).
n n-yn

The last expression tends to 0 as n goes to oo, as it can be seen from the following relations:

Yon-z.) )
-z, 7(0);
n-—z, _, l—c+é
n-yn 1—c-§’
l—c+$6 1426 €
M0 —— = 1075 <100+ 7—(0-5) =7(0) + ¢

P(H, < —¢) — 0, by similar arguments.

Proof of

Z~(,‘,,._)/n — 0 in probability.
Note that Z.(ll,,,) < Z(m) a.s. for each m (see (116) and
- - - - m<l -
Z(l.m'H) < Z(],m) + Z(m+l,m+l) <Z(m)+ Z).=m+lz(j)'
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where Z(j) is a stationary and ergodic sequence with finite first moment EZ;,, = A.

Therefore for all € > 0, 0 < § < min(c, ¢/4h)

P(Z(l,,,._)/n >¢) < P(mp/n—c|>8)+ P(max,_slsy_Z-“.,)/n > ¢€)

IA

P(jma/n —c| > 6)+ P{Z(za) + 3" 25}/n>e)

IA

P(mn/n—c|> 6)+ P(Z(zn) > ¢/2) + p(zj;:“z},, > ¢/2).
The last expression tends to 0 as n goes to 0o because

P(Z2(zn) > €/2) = P(Z2(1) > ne/2) — O;

(Zy.—hzo))/(yn—tn) — k

j=1

Yo2n) 95« ej2h.

n

Future Work
The consequences of the construction that is proposed here will be investigated in a companion paper

which will primarily focus on the i.i.d case. We would also like to mention that these techniques extend

almost directly to the class of Petri nets defined in [5] (see [7]).

Acknowledgements
The authors would like to thank A. Jean-Marie and S. Zouev for their comments on the graph theoretic

part of this paper.

References

{1] L.G. Afanas’eva. On the ergodicity of open queueing network. Probab. Theory Appl., 32:777-781,
1987.

[2] F.Baccelli and Brémaud. Palm probabilities and stationary queues. Springer Verlag, 1987
[3) F. Baccelli and P. Brémaud. Elements of queueing theory. Springer Verlag, to appear.

[4]) F. Baccelli, G. Cohen and B. Gaujal. Recursive equation and basic properties of timed Petri nets.
Journal of Dynamical Discrete Event Systems. 1: 415-239, 1992.

54



[5) F. Baccelli, G. Cohen, G. Olsder and J.P. Quadrat. Linearity and synchronization, Wiley, 1992.

[6] F. Baccelli and Z. Liu. On a class of stochastic evolution equations. Ann. Appl. Prob. 20-2: 350-374,
1992.

[7) F. Baccelli and S. Foss. Stability of stochastic Petri nets with general topology. In preparation.

[8] A.A. Borovkov. Stochastic processes in queueing theory. Springer Verlag, 1976.

[9] A.A. Borovkov. Asymptotic methods in queueing theory. Wiley, 1984.
{10] A.A. Borovkov. Limit theorems for queueing networks, I. Theory Probab. Appl., 31:413—427,‘ 1986.
{11] A.A.Borovkov and R.Schassberger. Ergodicity of Jackson networks. Research report.

[12] A.A. Borovkov and S.G. Foss. Stochastically recursive sequences and their generalizations. Siberian
Advances in Mathematics, 2: 16-81, 1992,

(13] A.A. Borovkov and S.G. Foss. Two ergodicity criteria for stochastically recursive sequences. Acta

Applicandae Mathematicae, Special Issue on Applications of Coupling and Regeneration, to appear.
{14] A. Brandt, P. Franken and B. Lisek. Stationary stochastic models. Akademie-Verlag, 1990.

{15] C.S. Chang. Stability, queue length and delay, Part 1I: Stochastic queueing networks. IBM Research
Report 17709.

[16] Cheng-Shang Chang, Joy A Thomas and Shaw-Hwa Kiang. On the stability of open networks: an
unified approach by stochastic dominance, submitted to QUESTA.

[17} S.G. Foss. On the certain properties of open queueing networks. Problems of Information Trans-
mission, 25: 90-97, 1989.

[18] S.G. Foss. Ergodicity of queueing networks. Siberian Math. Journal, 32: 184-203, 1991.

[19] S.G. Foss. Stochastically recursive sequences and their applications in queueing. D.D.Thesis, Novosi-
birsk, Institute of Mathematics, 1992.

[20] P. Franken, D. Koenig, U. Arndt and V. Schmidt. Queues and point processes. Akademie Verlag,
Berlin, 1981,

[21] J.R. Jackson. Jobshop-like queueing systems. Management Science, 10:131-142, 1963.

[22] V. Kalashnikov and S.Rachev. Mathematical methods for construction of queueing models.
Wadsworth and Brooks/Cole, 1990.



(23] H. Kaspi and A. Mandelbaum. Regenerative closcd queueing networks. Stochastics, 1992. To appear.
[24] F.P. Kelly. Reversibility and stochastic networks. Wiley,1987.

[25] P. Konstantopoulos and J. Walrand. On the ergodicity of networks of ./GI/1/N queues. Adv. Appl.
Probab., 22: 263-267, 1990.

(26] P.R. Kumar and Sean P. Meyn. Stability of queueing networks and scheduling policies. To appear.

[27] R. Loynes. The stability of a queue with non-independent inter-arrival and service times. Proc.
Cambr. Phil. Soc., 58: 497-520, 1962.

(28] W.A. Massey and W. Whitt. Networks of infinite-server queues with nonstationary Poisson in-
put.QUESTA, 1993, to appear.

{29] S.P. Meyn and D. Down. Stability of generalized jackson networks. Ann. Appl. Probab., 1993, to
appear.

{30] J.G. Shanthikumar and David D. Yao. Stochastic monotonicity in general queueing networks. J.
Appl. Prob., 26: 413-417, 1989.

[31] K. Sigman. The stability of open queueing networks. Stoch. Proc. Appl., 35: 11-25, 1990.

56



Route generating G: R=(1,2,3,4,5,2,6,7,5,6,8)

Path originating from node 5 : 7 = (5,2,3,4,5,6,7,5). a circuit

G is generated by the route 7 = (1,2,6,8) (in bold)

FIGURE 2
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Route generating the G.0.D.G :r=(1.2,3,4,2,5.,4,6)

Path originating from node 4: 7 = (4.2,3,4,6)

Graph G generated by 7 = (1,2,5,4) (bold)

FIGURE 3
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