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Pseudopower expansion of solutions of generalized
equations and constrained optimization problems

Pseudo-développement de solutions d’équations
généralisées et de problemes d’optimisation avec
contraintes

Joseph Frédéric Bonnans® Agnes Sulem”

July 13, 1993

Abstract : We compute the solution of a strongly regular perturbed generalized equation as
the sum of a pseudopower expansion, i.e. the expansion at order k is the solution of the gener-
alized equation expanded at order k and thus depends itself on the perturbation parameter ¢.
In the polyhedral case, the pseudopower expansion reduces to a classical Taylor expansion. For
constrained optimization problems with strongly regular solution, we check that the quadratic
growth condition holds and that, at least locally, solutions of the problem and solutions of
the associated optimality system coincide. In the special case of a finite number of inequality
constraints, the solution and the Lagrange multiplier can be expanded in Taylor series if the
gradients of the active constraints are linearly independent. If the data are analytic, the so-
lution and the multiplier are analytic functions in ¢ provided that some strong second order
condition holds.

Résumé : On démontre que la solution d’une équation généralisée fortement réguliere per-
turbée par un parametre ¢ se développe en puissances de la perturbation, le développement
d’ordre k étant solution de I'équation généralisée développée a I'ordre k. Dans le cas polyédral,
ce pseudo-développement se réduit a un développement de Taylor classique. Ces résultats sont
appliqués au cas de problemes de perturbations régulieres en optimisation sous contraintes.
On vérifie que, sous ’hypothese de forte régularité, la propriété de croissance quadratique est
satisfaite, et les solutions du probleme d’optimisation et du systeme d’optimalité correspondant
coincident localement. Dans le cas standard de la programmation non linéaire (nombre fini de
contraintes d’inégalité) on démontre, sous I'hypothese d’indépendance linéaire des gradients des
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contraintes actives, que la solution du probleme d’optimisation et le multiplicateur de Lagrange
associé se développent en série de Taylor. Dans le cas de données analytiques et sous une hy-
pothese du deuxieme ordre, la solution et le multiplicateur sont des fonctions analytiques de
€.

Key Words : generalized equations, variational inequalities, nonlinear programming, sensi-
tivity analysis, powerseries, strong regularity, constrained optimization, perturbation theory.

1 Introduction

In this paper we deal with a technique that we call pseudopower expansion, for which we refer
to A. Bensoussan [1] . We expose the idea in the simple case of a minimization problem

min f(z,e); x € N (P)e

where X is a Banach space, f is a smooth function from X x 2%t to B, and K is a closed convex
subset of X. Assuming that (P)o has a unique solution 2%, we compute a solution z¢ of the
perturbed problem (P),, of the form :

2 =2 4 eal(e) 4+ 2% (e) + - - (1.1)

that is, the coefficients of the powers of ¢ depend themself of = (this motivates the terminology
of pseudopower expansion). The optimality system of (P). can be written as

Vf(2%,¢) + Nw(2%) 30 (1.2)

where V denotes the gradient with respect to xr, Ny (2) is the set of outward normals to I\ at

z, defined by

N ife g I\,
Ni(x) = { (fwe X' (wy—-2)<0. Yyek} ifrek,

and X' is the topological dual of X'. The idea is to expand the generalized equation (1.2), using
the a priori pseudopower expansion (1.1). At the first order. we obtain x!(¢) solution of

VF(2°0) + eV f1(2°.0) + e Vif(2.0)2t () + Ni(2®+:<2'(£)) 30

where V2 is the Hessian with respect to x. Then. x!(s) being fixed, we compute z%(c) by
expanding (1.2) at order 2. and so forth.

Note that first order expansions or pseudoexpansions of solutions of nonlinearly constrained
optimization problems can be obtained under weak hypotheses (see e.g. Bonnans-loffe-Shapiro
[4] for nonlinear programming problems. Bonnans-Shapiro [3]. Kunish and Ito [9], Malanowski
[12] for optimization problems in Banach spaces. Robinson [16] and Shapiro [13] for generalized



equations). Here we need strong stability hypotheses in order to compute the pseudopower
expansion at any order.

The aim of the paper is twofold. First, we study this technique for an abstract generalized
equation with a general closed multivalued operator. We justify the expansion at any order
under the strong regularity (SR) condition (Robinson [15]) recalled below. We prove that
the coefficients of the expansion are independent of ¢, when I is polyhedral in a sense made
precise below, and when an hypothesis involving the linear independence of the gradient of
active constraints holds. In this framework, assuming that the data are analytic, we obtain the
powerseries expansion of the solutions under an hypothesis implying the strict complementarity
condition for the perturbed problem only.

The second part of this paper is devoted to the application of these results to the pertur-
bation theory for constrained optimization problems. We prove that, under the SR condition,
the local solutions of the perturbed problem are well defined and coincide with the solutions
of the associated optimality system which can be written as a generalized equation. Sufficient
conditions for strong regularity are given. They are related to some results of Kunish and Ito
[9] and Malanowski [12]. Each term of the expansion of the solution can be interpreted as the
solution of an optimization problem with quadratic cost and linear constraints. In the special
case of nonlinear programming, we prove that under the hypotheses of the theorem of Jittorn-
trum [10] (stating, in short, directional differentiability of a strongly regular solution satisfying
a strong second order condition), the solution has indeed a power expansion (or powerseries)
at any order, provided of course that the data have enough regularity. In the case of convex
problems, we recover the result of Malanowski [13]. In addition, if the data are analytic. then
the solution is itself analytic in ¢.

2 Pseudopower expansion of solutions of strongly reg-
ular generalized equations

Let Z and E be two Banach spaces, and F a mapping Z x R* — E. Let : — N(z) be a
multivalued operator with closed graph from Z to E ; i.e. for each z € Z, N(z) is a (possibly
empty) subset of E such that if z" — zin Z, e® — ein E, and €® € N(z"), then e € N (z).
We consider the generalized equation

F(z,)+ N(z) 3 0. (V).

If £ = Z’, the topological dual of Z, and N (z) is the set of outward normals Ny (2) to a given
closed convex cone I in Z, we recover the classical definition of a generalized equation (see
Robinson [15]). However, in order to embedd in our framework the constrained optimization
problem of section 4, we nced this more general format which does not add any essentiel

difficulty (see Remark 4.1).

Assiming that =0 is a solution of (¥ 1)y, we compute an expansion of the solution z° of
(VI), such that

£

[§]

=tz (E)+ %)+ (2.1)



where z"(e), k > 1 are solutions of “linear” generalized equations of the form
A¥z 4+ N(z2) 3 b,

with A¥ € L(Z, E) and b* € E. For this purpose, we assume F to be (for simplicity) C* and
we use the concept of strong regularity, due to Robinson [15].

Definition 2.1 We say that 2° is a strongly regular (SR) solution of (VI)o if there exists a
neighborhood V x O of (:°,0) in Z x E and B > 0 such that the linear generalized equation

F(z°,0)+ F!(z°,0)(z = z°) + N(2) 3 6
admats, for any 6 in O, a unique solution z(8) in V such that
[2(6") — (83| < BI|8% = &*||, for all 6*,6% in O.

Let us admit for the moment that the functions z¥(¢) appearing in (2.1) are bounded (for
¢ small enough), we may compute an expansion of F'(z%,¢) : for instance, at order 2 we get

F(z%,¢) = F(2°0)+¢[F/(z°,0) + F!(z°,0)2'(¢)]
g? é 5(2°,0)(2 (¢), 2 (e)) + FIL(2°0)z"(¢) + L (2°,0)

+ 3 €2
+ £2F!(2°,0)2%(e) + O(®).
More generally, denote by ®*(z°,...,2%(c),¢) the expansion of F(z%,¢) up to order k, we
have the following inductive relation (see Bensoussan {1]) :

0°(2%¢) 1= F(2°,0),

and for k > 1

DF(20, ... 2k ) = BFTNR0, L 2R ) 4 FR(R0, .. 2R ) + R FI(20,0) 2%, (2.2)

where 1* is defined by
P(°) = FI(=°,0), (2.3)

and for k > 1,
k k 1 (k) -« 1 (n+1) k :
Y (20, , 2 —1) = FFSL (~0,0) + Z " F"e" (~0,0)Z -n
k k—n 1 1 ! (2.4)
+ Z Z = TF,(:;J)( 0,0)2"1 ,.:’l'
n=2 j=0 1+ +inzhoy neJ-

We obtain for instance
®'(2% 21 ) = F(2%0) + ¢[F/(°,0) + F!(2°,0):").
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Suppose that z'(¢),..., z¥71(¢) are uniquely determined. We can define by induction the func-
tion z*(e) as the solution of the linear generalized equation (expansion at order & of (V'1),)

QrI(20, L 2R (e) ) F R (0L FE)) 4 SR FI(20.0)25(¢)
(2.5)
FN( 42N+ -+ F e 3 0.

The main result of this section is:

Theorem 2.1 Assume that :° is a strongly reqular solution of (V' I)y. Then there exists £ > 0
and a neighborhood V of :° in Z such that for all ¢ in [0,¢Y):

(1) (VI). has a unique solution z¢ in V. and :* = z° + O(¢).
(ii) Formula (2.5) defines for all k a bounded mapping z*(z) : (0.20] = V.
(i) For all k we have the expansion
=0 o)+ M) + oM. (2.6)
Proof

(i) This is essentially the result of Robinson ([15]. Theorem 2.1), although we state it for a
general closed operator N in the Banach space E: this however does not change the proof, that
henceforth i1s not repeated.

0 is constant. Assume

(we omit the argument ¢ for simplicity) are bounded and set

(i1) We use an induction argument. The result is true at step & =0 as z
now that z° to z*~!

A IR, L
Write (2.5) as

F(29,0) + F/(2°,0)(zF — 29 + N(2%) > F(:0.0) — &% 1 (20 ..., 280 e) — ehaph(20,. . 2% )

+ O FUE0 00 - 20,
(2.7)
and compare with (2.5) at order & — 1. which can be written as
F(2°,0) + FI(z°,0)(2* 71 = %) + N(2*7Y) 5 F(2.0) —0%1(20,.. . 2 he)
(2.8)
+ FU(:°,0)(3% = 2.

Using the strong regularity of z5 and the fact that the right hand sides of (2.7) and (2.8) go
to 0 when ¢ tends to 0 and differ by order O(s¥). we get the existence of 2% in a neighborhood
of 2%, and of =¥ such that

ghb = sk 2kt grekekb L Sy = 0N



which implies that z* is bounded.

(ii1) Again we proceed by induction. Equation (2.6) is satisfied for £ = 0 from point (i). Define

r* by
e O 4 g ghmlkel ko

Assuming (2.6) to hold at step & — 1 (this is true for & = 1), we deduce that r* = O(1).
Expanding F'(z%,¢) at order k, we get

F(zf,e) = @k(:o, cee PLRLIES ,€)+ O(e k“)

hence

that is, using (2.2):
F(2°,0) + FI(2°,0)(2° — 20) + N(zF) 3 F(:%0) — &% 120 ... 5t e) — cheph(20,. .. 25
+ FU20)(3% = %) 4+ O(F*).

Comparing to (2.7) and using SR, we get z* = ¥ 4+ O(z**!). which is equivalent to (2.6) at
order k. O

Remark 2.1 The pseudopower expansion can be used in order to compute a numerical approz-
imation of 2. It is thus important to evaluate the precision required for the computation of
each term of the expansion. It can be checked that the propagation of errors is such that in

order to obtain z* with an error in o(c¥), the computation of = fori=1,.... .k —1 is required
with an error in o(c*™'). Indeed, using SR and (2.5). we see that it is sufficient to evaluate
PF-1(20, ..., 25t g) and FR(E0, . 25N (e)) with an error in o(s*). From the relation

k=1

OF (2% ) = F(°,0) — FUL.0)2% + D sfef(% ., U+ FI(:°,0)3

=1
we deduce that this is achieved when, on the one hand. each "(:0, 2T fori=1to k=1
is computed with an error in o(c*~') and on the other hand. :°.... %! are computed with an

error in o(1). In particular. this is the case if cach ' is compuied with an error in o(c*™7).

3 The polyhedral case : classical series and power ex-
pansion of solutions

In this section we set a framework in which the coefficients z¥(z) of the expansion of = given in
(2.6) actually do not depend on ¢ for ¢ small enough. Roughly speaking, this is obtained when
K is defined by linear equalities and a finite number of linear inequalities, with a condition of
linear independence of the gradients of the active constraints.
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3.1 Finite number of nonnegativity constraints

We start with the following case, corresponding to a finite number of nonnegativity constraints.

Z = X xPB”
= = ()
s = El X Ip{.p,

N(z,y) := (Nmti(y)>

with X and E,; two Banach spaces. Then, (VI), is equivalent to
Fla,y,e)+ (%) =0,
/ (3.1)
w>0,y>0, y'pe =0.

Proceeding as in section 2, we assume that (2°,4°) is a strongly regular solution of (V1)g
and we consider the expansion at order k of (3.1) :

[ BF-1(20, . 2k e), ) + eFpR(20, L, 2R () + R FI(E0,0) 25 (<)

L 5%(e) 20, f*(<) 2 0,(3¥()) ik (e) = 0.
We set for £ > 1

It follows that
[Lk(s) = /LO + E/LI(S) + -+ r:k/lk(s).

Define the index sets

19 = {ie{l,....p}:y0=0: x>0},
1§ = {ie{l.....p}; 2 =0: 12 =0},
I° = {ie{l.....p}; 42> 0},
and assume that (z(¢), ;' (¢)) do not depend on = for ( = 0..... &k — 1 when ¢ < <9 ; this is at

least the case when & = 1. We define by induction for { > | the system

T



FI(z9,0)zF 4 k(20,. .., 2kt (/?k> =0,
yE=0.7€ I,
y: >0, ;tikZO,iGI(',"'l, (3.3)
pb=0,1e 15,
(#*)y* =0,
and the set of indices
I, = ITPu{ee It i > 0},
Ig == {ielg "y =pu =0},
I8 = I'ufie Il >0}

Note that Ii and I* are monotonously increasing sequences, and that I¥ is monotonously
decreasing; hence, for k large enough, they are identical to some fixed sets (I, 1_, Io).

Theorem 3.1 Assume that :° is a strongly regular solution of (VI)o and K is polyhedral.
Then

(i) For all k > 0, there exists £ > 0 such that the functions z‘(c) solution of (3.2), ¢ < k do

not depend on ¢ when ¢ < &, i.e. there exist =z1,..., 2% in Z such that
P

=20t o+ O,
and a similar expansion holds for the multiplier, i.e.

pf =gl et et 4+ O,
At each step k, (2%, u*) is the unique solution of (3.3).

(ii) For any I such that
I, CIClyUl, (3.1)

the Taylor expansions of (2%, 1%) do satisfy the equations of the Taylor expansion of the

nonlinear equation
0
Py + () =0,
5

(3.5)
yi=0,1€l; i =0,1¢1.
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Proof. (i) We proceed by induction. From (3.1) with ¢ = 0 we have

F@Qm+(%)=u

K (3.6)
y? 20, 1 >0, 1€ I(=°) 4 =01 ¢ 1(°).
where
I(z%) = {z € {1..... p} iy =0}
Expansion of (3.1) at order one gives
. 0

=0, S[FI(:0.0)1(e) + FI(:°. ( ) =V,

F(2.0) 4+ <[ FU(2.0)=" () + FU 0]+ (o L) =0
(3.7)

v+ eyl (s) =00 p® 4 (2) > 0.

(k0 + e ()0 + 221(2)) = 0.

As z!(<) is bounded by Theorem 2.1. the inequality constraints which are not in 7(z°) are
not active for (3.7) for ¢ smaller than some s; > 0. Using now (3.7) and the property that
1! () is bounded, we infer that j*(s) := u®+ cp'(¢) is bounded and converges to ;0. It follows
from (3.7) that y!(c) = 0 whenever i isin I{ and = is small enough, say ¢ < ;. Using (3.7), we

deduce that when ¢ < min(z,.z3). the couple (z'(z).u'(2)) is a solution of (3.7) iff it satisfies

Hk9m96%+ﬂhﬁm+(ﬂﬁﬂ)=m

yle) =0, i€ (3.8)

y}(c:) > 0. /l}(-:') > 0. /z}(;‘)g}(:‘) =0.:¢€ ]8._

ple)=0.7¢€I°.

Since (3.7) has a unique solution for anyv ¢. and (3.8) is a svstem of inequalities whose data
do not depend on <. it follows that (3.8) has a unique solution (z!, ') independent of «.

Proceeding in a similar way at step k. we check that (3%, i*) is a solution of (3.2) iff (z*, u*)
is a solution of (3.3) .

(i1) It follows from point (i) that

o Ifz € I;, then u i1s positive whenever ¢ is positive and small enough, and the coustraint
yi <01s active. l.e. y; =0, Ve € [:

o If 2 € I_, then y > 0, 1.e. the constraint 1s not active for ¢ positive small enough.



Now the coefficient at order & of the expansion of the solution of (3.5) satisfies :

FI9.0)5% 4 520, 251) 4 ( ?k) —0.
/ (3.9)

(y) =0, pb=0ifi g 1.

It follows from the definition of / that the solution (z*, u*) of (3.3) is a solution of (3.9), as
was claimed. O

Remark 3.1 Let us define
Co={y €’ yi=0. 1€y 0. 7€ 7'},

Ni(a,y) = (;\'C?(y)) ’

It appears that the system (3.3) defining (z*, %) is equivalent to the generalized equation

and

FI(2°,0)=F + (0 .. .. SN 4 N(EF) 0.
Stmilarly, for I satisfying (3.4). define
C:={yez?:y =0.7€l}.
We may observe that (3.3) is equivalent to

F(z5,5)+N(:5) 20

with N(z,y) = (Nco(y)> .

In Theorem 3.1 , we noticed that the expansion of the solution of the generalized equation
is also an expansion of the solution of the system of equalities (3.5). However the uniqueness
of the expansion of (3.5) is not garanteed. since the solution of (3.9) is not necessarily unique.
A sufficient condition for uniqueness is given below.

Proposition 3.1 Assume that Iy = 0 and that the hypotheses of Theorem 3.1 are satisfied.
Then:

(i) for each k > 1. for fived (:'..... 1), equation (3.9) has a unique solution (z* u*),

(ii) if in addition X = RY and F is analytic. then the function = — =% is itself analytic.
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Proof Let k be such that I~ = 0. Consider the perturbed generalized equation

-k
F(z,e)+i—'6+1\-’(z) 50 (3.10)

with § € Z' given, and denote the solution by zf. For ¢ = 0, (3.10) has the same strongly
regular solution z° as (3.1). It is clear that its pseudoexpansion {z¥} satisfies

He) = zi(e), k<,
and similarly )
wF(e) = pile). k< k.

Consequently, the system (3.1) at order k (written for the perturbed generalized equation)
coincides with

(yg)l =0, /Ll; =0,
where d)k is obtained as before from the expansion of F(z§,¢) and I := {1,...,p} — I. Choose
o= —z/;';(zo, e ,zi“l). It follows from strong regularity that (3.11) has zero as unique solution
which implies the uniqueness of the solution of the non homogeneous system. As a consequence,
the Jacobian of (3.5) is non singular. We can thus apply to (3.5) the implicit function theorem
and deduce the uniqueness of the Taylor expansion of (3.5), hence also the uniqueness of the
solution of (3.9).

i1) If the data are analytic, it follows from the implicit function theorem for real analytic
functions(see e.g. Narasimhan [17] p. 17) that the solution of (3.5) is itself analytic.

3.2 Linear equality constraints and finitly many linear inequality
constraints

We consider now the case when E = Z' and N = Ny, with

N:={:€Z; Az =a. Bz <} (3.12)
where W is a Banach space, A € L(Z, W), B € L(Z,BP), (¢,b) € W := W x 2. We assume
that

A . a9
(B) : Z —- W s onto, (3.13)

which is equivalent (sec e.g. Brezis [2] p.29 Theorem I1.19) to the coercivity of the adjoint (x
denotes the adjoint operator) :

Ja >0 V(AN ) € W, AN+ Byl = a(l|A] + el (3.14)

We define
I(z):={ie{l,.... pri(Bz), =0},
We first recall a result on the structure of the normal cone (a straightforward consequence
of Theorem 4, Chapter 1 of Ioffe-Tihomirov [3]) :

11



Lemma 3.1 Let K be defined by (3.12). Condition (3.13) implies that for any = € K, the
cone of outward normals to N al = € N is

Np(z)={AN+Bu; xeW' peRf, p>0: u; =0if1 ¢ I(z)}.
Lemma 3.1 implies that in the polyhedral case, (V1) is equivalent to

F(z,e)+ A"A+ B =0,
(3.15)
€N, u>20, (B:=bu=0.

We have the following theorem as a consequence of Theorem 3.1.

Theorem 3.2 Assume that z° is a strongly reqular solution of (VI)o with N = Ni, K defined
in (8.12), and denote by (\°. u°) the associated multipliers. Assume that (3.13) holds. Then
for all k > 0, there exists & > 0 such that there exist z',. .., 2% in Z independent on ¢ forc < &

satisfying
Dzt 4 R4 O(eMY),

and a similar expansion holds for the multiplier, i.e.
pt =l ept 4+ 4 eFpk + O(eF).
At each step k > 1, (2%, u*) is the unique solution of

F!(2°,0)z% + %20, .., 251y + A*X* 4+ B=p* =0,

(B:'Jk)i - Oa 2 € 1-‘;_1’ (3 6)
(sz)i < Os N’f >— Ov Z e I(’;—l’

pt =0, 1€ 11,

(1) B:* = 0.
Proof It follows from the strong regularity of z° and (3.14) that, for £ small enough, (3.15)

has a unique solution (z, A*, u7), where z° is a solution of (VI),.
The system (3.15) is equivalent to

( F(z,e)+ A*A 4+ B*u =0,
Az —a =0,

B:+y =0,

y =0, 120, (y,p) =0.

12



We may assume without loss of generality that z° = 0. hence « = 0. Then (3.17) can be
rewritten as

F(z,y, Ao s)+ Nz oy Aou) 500 (3.18)
with
(z,y. A 1) € Z :=ker A x RP x W' x B,
F:Zxut - Z xx"xR?,
(F(: )+ AA+ B
Flzoy, A pg) = B:+4+y—-5b
—u

and

{0}z
N(izoy Aop) = {0}~;

In order to apply Theorem 3.1, we only need to check that if 2% is a SR solution of (VI),,
then (22,3%, A%, %) is a SR solution of (3.18) with ¢ = 0. Set

=242 y=3"+7. A= A0+ ), =+ 4,
and consider the linearized variational inequality:

F(2%) + F/(:9)(z = 2%+ A"\ + \) + B (4° + 1) = &,
B:4+y=0b+6,. (3.19)

= — 1 + Nape(y°) = 5.

Because our analysis is local, we may suppose that Bz® = b, so that y* = 0. We set
p' = i + 85. Using now (3.13) and that the second equality of (3.19) takes place in a finite
dimensional space, we infer that B has a linear right inverse, i.e. there exists Be L(RP ker A)
such that Bé, satisfies BB&, = & (see [2). example 2 p.22 and Theorem 11.10 p.23). Set
=z Bég, system (3.19) is then equivalent to

F(ZO) + Pﬂ/(.‘JO)Zi‘3 + A'(/\O + 5\) -+ B"(;LO + //':') — 51 + 8*52 _ F’(:O)B_l(SQ,
Bty <0, (3.20)

—u® — i + Nee(y°) 3 0.
which can be rewritten as
F(z2) 4 F'(29 4+ N(z2° 4+ 25) 3 6, + B 6y — FI(z°)B'6,.

If the norm of § = (8, 62, 63) is close enough to 0. there exists a unique solution z*(¢) and for
two given perturbations (6,7). we have [:*(6) — 2*(n)| = O(6 — 7).

Coming back to (z,9, A, ft), we see that the same property holds for these variables. Strong
regularity is thus proven. 0
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4 Application to constrained optimization
4.1 Strong regularity and local optimality
We consider a family of optimization problems
min f(x.g); glr.e) €K (P)e

where X and Y are Banach spaces, K is a closed convex cone in ¥ and f, g are C* mappings:
XxR*>B, X xBt ).

By V we denote the gradient operator with respect to a only, and by f(.),g(.) we mean
f(.,0),4(.,0). To (P), is associated the optimality system

Vi s)+gi(x.z)"A=0

(4.1)
gla,z) e K, A e K~ (A gla.2)) =0
where K~ is the polar cone defined by
KT i={peY : (1.y) <0. VyeK}.
Set Z:= X xY', and for z := (2. )) € Z. define
g(x. )
and
Nz, A) = {0)ys x N_()) (4.2)
with

o Jo if A g K-
AJM_{{yEK%%M:O}HAEKi

We call standard form of the optimality system of (P). the following variational inequality:
F(z.5)+ N(=)>0. (VI).
The following (classical) lemma is easily checked:

Lemma 4.1 4 couple = = (¢.\) € X x Y is a solution of ({.1) iff it is a solution of the
standard form (VI)..

Remark 4.1 If Y is a reflevive Banach space. ie. if the bidual Y coincides with Y. then
N_(A) boils down to the conc of outward normals to K= at A, In order to handle optimality
systems in general Banach spaces. we have been led to adopt a general format for N.
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At this point we may think of reducing the sensitivity analysis of local solutions of (P),
to the analysis of solutions of (VI)., thanks to the strong regularity condition. It remains
however, to state the relations between the solutions of (P). and (VI).. A first step is to check
that SR implies the following qualification condition (see [14]).

Lemma 4.2 If (29, \%) is a strongly regular solution of (VI)o, then the qualification condition
0 € int{g(z°) + ¢'(2°)X = K} (4.3)

holds.

Proof For any § = (6,7) in X’ x Y of sufficiently small norm, the linearized generalized
equation with r.h.s. é admits a solution. Focusing our attention on the second term we find
that

—9(2°%) = g, (2°)d + N_(A + ) 29

for some (d,u) € X x Y’, and in particular
0 ]
9(x") + g;(z7)d - K 3 —n.
As this is true for any 5 such that ||5|| is small enough, we recover (4.3). O

The condition (4.3) implies the stability under perturbation of the set of feasible points. in
the following sense:

Proposition 4.1 (Robinson [14], Theorem 1) If ({.3) holds, then there exist ¢ > 0, ¢g > 0 and
a neighborhood V of 2° such that

Ve eV, e <ecp, 32 g(2,¢) €KX |Jo — 2| < edist(g(x,2),X).

We now relate the SR condition and the quadratic growth condition (see e.g. Bonnans and
loffe [3] for a discussion of this concept).

Definition 4.1 We say that 2° satisfies the quadratic growth condition if there exist a > 0 and
a neighborhood V of 2° such that

Fl2) > f(2®) + aja = 2°))2, Ve € V; g(2) € K. (4.4)

Let Tx(x) be the tangent cone to X at a. We know that (4.3) implies (see Kurcyusz [11])
that the closed convex set

(x):={de€ X ; g(x,s)d € Txlg(x.2)]}
satisfies, for ¢ small enough and  close to a%:

Nn)(0) = g'(x.2)" Nlg(a. 2)). (4.5)
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Theorem 4.1 Let 2° be a local solution of (P)o and \° its unique Lagrange multiplier. If
(29, A%) s a strongly regular solution of (VI)o, then

(i) the quadratic growth condition ({.4) holds for all a < 1/(8+1)?, where 3 is the constant
tnvolved in Dcfinition 2.1,

(11) there exists a neighborhood V of (22, \°) such that for ¢ small enough, (P). has a unique
local solution %, associated to a unique Lagrange multiplier X, such that (2, X7) is the
unique solution of (VI). in V.

The proof is based on the following idea. Let (2, A°) be a solution of (VI).. By ~v-solution
of an optimization problem, with ¥ > 0, we mean a feasible point whose cost is lower or
equal to v plus the infimum of the problem. Applying Ekeland’s principle (stated below) to
a ~v-solution, we can associate another y-solution, close to the first one, which minimizes an
augmented cost function. Writing the associated optimality system and using SR we deduce
that the new ~4-solution cannot be far from 2. This allows to check successively point (i) and
(i1) of the theorem. We first recall Ekeland’s principle:

Proposition 4.2 (Ekeland [6]). Let (E,d) be a complete metric space and
@: E > RU{+o0} a lower semi continuous (l.s.c.) function. Let ¢ > 0 be given. If ¢; € E is
such that

pler) Sinfo +e,

then there exists e; € E such that d(ey,e;) < (/< and
99(62) < ‘19(6) + \/gd(e’eQ), Vee E.

We derive from Ekeland’s principle a lemma which is useful to prove Theorem 4.1. By B
we denote the unit ball of X’.

Lemma 4.3 Lef (2%, \°) satisfy the hypotheses of Theorem 4.1 and a! be a y—solution of

min f(z,2); g(z,g) € K ; ||z — 2% <6, (4.6)
with
VA <0/2 and [jat — 2% < 6/2. (4.7)
If € > 0 is small enough, then there exists (22, X) in X x Y’ such that
|a? — 2% < 0, (4.8)
[ER S VAT (4.9)

Vf(a?e)+ gLz e)" X € \AB,

g(ate) €K, A e K™, (A g(x%e)) = 0.
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Proof Applying Proposition 4.2 to problem (4.6). with
E:={r¢c Xig(x,s) € A.|Jr =27 <0}

and
sl) = fle.g).

we infer the existence of 22 satisfving (+.9) and such that
- o

et o) < fleve) + Alle = 2%l Ve e E. (<.11)

(r,

Relation (4.8) follows from (4.7) and (:.9). From (4.8) and (4.11) we deduce that z? is a
local solution of

min f(r.2) + VAl =2 s glace) € K.

Let d € X be such that _j( c2)d € Txlg(a®.2)]. Proposition 4.1 implies that there exists
apath Rt - X. 0 — 2(0) = 22 + ad + o(0) aml g(x(o).g) € K. Hence, in direction d, the
directional derivative of the cost cannot be negative ; Consequently, d = 0 is a solution of the
convex problem

mdm fo(a®, o)d + /7| d] : 2.2)d € Te[g(2?.¢)).

Now (4.10) follows from subdifferential calculus and (4.5). O

Proof of Theorem 4.1
(i) Let @ > 0 be such that 2 is a solution of

min{f(z.2): glar.2) € K : [Jx = 20| < 0},
We consider a sequence 2% — 2V 2f # 20 with ¢(2.0) € K and f(2*) < f(2°) +
c||z¥ — 2°||? for some positive constant ¢. If no such sequence exists, this means that the
quadratic growth condition is satisfied with an arbitrary value a. Otherwise, we derive
a positive under-estimate of ¢. Applving Lemma 4.3 with v = c||z* — z°)| (hypothesis
(4.7) is satisfied for k large enough), we get the existence of (25, A*) in X x Y such that

1% — 2¥|| < Vella* = 29 (4.12)
T(E5.0) + gL(F5) 2 € Vellah — 2V B,
g(2¥) e K, A e K=, (g(a%), \F) = 0.
0

Now by strong regularity and (4.13). as * —

2% = 2% < 3Ve|l2t — 20

, we have, for k large enough



which implies with (4.12) :
BVella® — 2| 2 || ~ 2|

le® — 2 — |la* — &)

2>
> (1= Ve)e* = 2°,
hence (8+1)/c > 1,i.e. ¢ > 1/(8+1)% Now choose a < 1/(3+1)2. This means that there

exists no sequence ¥ — 29 2% # 2%, such that g(z*) € K and f(2*) < f(2°)+al|zF—2°||%.
From this, (4.4) follows for some neighborhood V of z°.

ki

ol

(ii) Fix a < 1/(8+ 1)% Let V be a neighborhood of (2% \%) given by the strong regularity
condition. Reducing if necessary the size of V. we may assume that V = V; x V, with
V, € X and V, € Y’ and that the quadratic growth condition (4.4) is satisfied in V;. Let
6 > 0 be such that V; C B(2°.0). We consider the set

i . 0
Sei={e € X:glx.2)eEX; 5 < |l — 2°| < 8}.

Using point (i) and Proposition 4.1. we infer that. if = and § are small enough, we have

rES. = flr)> fla%)+ ﬁ (4.14)

3
Consider
vg(e) :=inf{f(x.2): g(x.2) € K: |l — 27| < 8}. (4.15)
Proposition 4.1 implies
Jrte X g(at.a) N 2t =24 O(s).

It follows that
ve(s) < f(2°%) + O(2). (4.16)

Now (4.14) and (4.16) imply that (for = and # small enough) there exists a minimizing
sequence {z*} of (4.15) which satisfies [|a* — 2| < 0/2 for k large enough. Denote

7% := f(z*,e) — vg(¢). Then +¥ — 0. Using Lemma 4.3 we infer. for ¢ and 4 small
enough, the existence of # e X and M € Y such that
% — 2% <.

V(i) + ¢35 e\ € SR B.

g@*. s e N de N, (Agldt.e)) =0.
Let 2¢ be the unique solution of (VZ). in V. Using the strong regularity condition. we

get ||#% — 27]] < F\/4*: hence
P2t < (3 4+ 1)y/h
’\.

et =2l <t = FE L+
vanishes, i.e. ¥ — o7 : it follows that «7 is the unique local solution of (P). such that
|la€ — 2| < 6. a




4.2 A sufficient condition for strong regularity

We show here how some classical conditions involving qualification and positivity of the Hessian
of the Lagrangian in soine subspace of X imply strong regularity. We define the Lagrangian

Lz, A g) = fle, ) + (A g(a,¢))

and state the following theorem related to Theorem 4.1 of Robinson [13] and the section 4 of
Shapiro [18]. Note that a stronger result, involving more sophisticated conditions. has been
obtained by K. Malanowski in [12]. It is nevertheless worth presenting this result which can be
proved in a simple way. By L(z, ) we denote L(z, A, 0).

Theorem 4.2 Let 2° be a local solution of (P)o and A\° an associated Lagrange multiplier. We
assume that

(i) ¢'(2®) is onto,
(i) 3a >0 ; (d, V2L(z,\)d) > alld||2, Vd € X, ¢'(20)d € K — K.

Then (2% A%) is a strongly regular solution of (VI)e.

Proof Consider the linearized generalized equation associated to (VI)., that is, denoting
(z—2% by (d,p) € X xY'"and § = (4, —n):

Vf(2°,0) + ¢'(2°,0)"A° + V2L(a® A\%)d + ¢'(2°.0)"u = 6,

(4.17)
g(2°) + ¢'(2%)d + N_(X° + 1) 5 9,
which appears to be the optimality system of
1 .
mdin{f'(:co, 0)d — (6,d) + 5(d, V2L A} g(a®) + ¢'(2%)d —n € K. (4.18)

Using hypotheses (1) and (i1) of Theorem 4.2. it 1s easily checked that to each (8.7) is
associated a unique (d, ) solution of (4.18) and that (4.17) has no other solution.
We establish now that if to §' = (0'.7') is associated (d', i'). ¢ = 1.2, solution of (4.18) then

1d® =l + [ls? = il = O(l16* = 8"])).

Define
di=d* —d' p=p* =", 0:=0"-0". n:=n’—7n",
then
VEL(2° N + ¢'(2°,0)" ;e = 0, (4.19)
and consequently
(d,NV2L(2°, \)d) + (. ¢ (2°.0)d) = (0.d). (4.20)
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Moreover, we have for 1 = 1,2:

g(2°) + ¢'(20)d' — ' € K, (4.21)
and . | .
n'—g(a®) — ¢'(a%)d € N(\° + u*)
which imply
(1* = ' g(@®) + ¢'(@°)d' — ") <0,
(' = 12 9(@°) + ¢’ (") = 9*) <0,
therefore
(. g'(2%)d) = (u,m).
Together with (4.20) we obtain
(d, V2L(2°, A%)d) < (6,d) — (i, ). (4.22)
Now by (4.21)
g @%d e K -K +1.

Since ¢'(2°) is onto, there exists ¢ > 0 not depending on (7,0) and d such that

ld — dj < Iyl

4.23
¢(%d e K - K. ( )
By c¢1,...,co we denote positive constants non depending on d or d. We have
(d, V2L(2°,\%)d) = (d,V2L(2% X)) + 2(d — d, V2L(2®, \°)d)
+ (d—d,V?L(2° A\°)(d — d))
> alld|® = alnlliidl - cllnli?.
which leads, using (4.22) and (4.23), to
alld|® < cllnlilidll + callnll® + HO1-(Ndll + ellnll) + Nleell-lin]l- (4.24)

From (4.19), (4.23) and ¢’(2°) onto, we have for some c3 > 0 not depending on.d or d
el < es(lidll + 1811) < esClldll + cllmll + (161D (4.25)
With (4.24) we get an estimate of the type
IdI* < esldliCiinll + 161) + cs(N01l + llnll)?.
Consequently, there exists ¢; > 0 such that
1]l < (101 + lIml)),

hence [|d]] < [|d]l + cllnll < es(16]l + 1nl)- and with (4.25) [lzll < co(10]] + [l]), as desived. ©
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4.3 Computation and interpretation of the expansion

We interpret here the expansion of the solution of constrained optimization problems (P)..

Expansion at order k of (VI). is given by the general expression (2.5) with F = <Y;> and

k
N defined in (4.2). The expansion ®* of (V;L) up to order k& will be denoted by ((I)q)k ) and

similarly for ¥ = (ILVVL) given by (2.4). We obtain
9

(4.26)
k- 1y oy g koK k=1 -
@57 (2% ah P e)e) + A0 L 2R )
| +efp(a®)a¥ ()] € No(A 4+ edl(e) + - + 548 (e)).
In order to write (4.26) as an optimality system with primal unknown z*, we define
M) = A4 A ) + -+ FM(9),
cF(e) 1= (20, ... 2F N e), o) + Fud (0. FHE)) = gL(@®)T (A + s FTIAET (),
Then (4.26) is equivalent to
c*(e) + ¥ V2L(2% A%)ak + ¢L(2°)" A (¢) = 0,
—[®57M(20, . aF T (e),g) + Fuh (0 b (e)) + eFgL(af)at(e)] € N_(X(g))
which is the optimality system of
. k. 3_ 0
min{(c*(¢). ) + 5 (d. V2L, X*)d)}. N
(4.27)
b (2l at T () ) + e i(at L 2R (e) + £hal(a®)d € K

i.e., z¥(¢) is obtained as the solution of an optimization problem with a quadratic cost and
linear constraints, while A* is the associated Lagrange multiplier.

4.4 Problems with finitely many inequality constraints

In this section we consider specialization of optimization problem (P). of the following type:

min f(z,e); g1(z,e) =0in Y}, go(2,e) < 0in #P (4.28)
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so that
Y o= ¥ x =P

= (gilx.8), g2(2. 2)),
- = {0}y, x {z er?, =<0},

glz, e

P——

where Y; 1s a Banach space. Then. because the perturbation analyvsis is local, all the results
remain true if we ignore the constraints that are not active at the point 2% In this way, we
deduce from Theorem 4.1 the following theorem (generalization of Theorem 4.1. of Robinson
[15] to the case of an infinite number of equalities). We define

1(2°,0) = {: € {1,...p}.g2:(2°,0) = 0}

Theorem 4.3 Let 2° be a local solution of (P)y and \° an associated Lagrange multiplier. We
assume that

(1) (91(2%), {92:(2°) }ierzo.0) 15 onto,
(it) Ja > 0, (d, ViL(a® A°)d > a||d)|*. Vd : ¢g\(a°)d = 0. ¢g5,(a°)d fori s.t. \* >0,

then (z°, A% is a strongly regular solution of (VI ).

Let A = (A1, A7) be the multiplier associated to ¢ = (¢1.¢2). We observe that the associated
generalized equation (VI). has data

Fa. A z):= —qir{. ) (4.29)
—g2(2. <)
and
.\7(.1'. A A2) =0y x (]).-l X ‘:\'(34_);,(/\2)'
We apply the results of section 3 with = = (@. A\y) and y = A,.

Using Remark 3.1, it is easy to check that the index sets 1. IJ, I” have here the following
interpretation:
19 = {ie{l..... p} A >0},
R = {ief{l.. .. Pt ogai(2) =0 =AY},

I° = {ief{l.... p}ogai(e®) < 0}.
and for ( > 1:
I = 17Pufie ™ A > 0).
I5 = {ie ™' constraint i is active for (SP); and X! =0},
11 = {ie 17" constraint i is not active for (SP); and A = 0},
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where (S P); is defined as follows (compare to (3.3 and (4.27)):

( “9“(’/@[4(307 o2 d) + é(d, V2L(2% A0)d)
g1(a%)d + ) (2%, ") =0 (4.30)
g;i($0)d+1/);"2'(.‘60,...,.11"—1) =0 € Ii
<0 €l

By Theorem 4.1, there exists for ¢ small enough a unique couple (a¢, A¢) close to (2%, A°)
such that z° is the solution of (4.28) and A° is the unique associated Lagrange multiplier. We
thus get the following result:

Theorem 4.4 Under the hypotheses of Theorem /.3, the couple (x°. A7) has a Taylor expansion,
the term of order k being defined by induction as the unique solution of (4.30).

We observed in section 3 that when all spaces are finite dimensional, if the data are analytic
and if Iy = 0, then z¢ is itself analytic. However, assuming the strong second order condition
(72) of Theorem 4.3, we may remove the hypothesis on /.

Theorem 4.5 Assume that X = R", Y = RY, the data are analytic with respect to (z.<) and
the hypothesis of Theorem 4.3 hold. Then ¢ — (2¢, %) is analytic.

Proof We apply Theorem 3.1 (ii). Let I satisfy (3.4). It is sufficient to prove that the implicit
function theorem can be applied to (3.5) ; i.e. the corresponding homogeneous system

Fi(:°,0)= + (2) =0 (4.31)

yi=0,1€l, 1;=0,:¢1

has only the trivial solution (z,y,x) = (0,0,0). Coming back to the optimization problem
(4.28), we see that the system (4.31) is equivalent to

V2L(2% A0 d + ¢} (2°)" A + g5 (%) e =0, (4.32)

g (2% d =0,05.(2°Yd =0. i €1; iy =0. i & 1. (4.33)

Taking the scalar product of (4.32) with @ and taking into account (4.33) we obtain
d'NVEL(2°, A)d =0

which implies together with the second order condition (i1) of Theorem 4.3 that d = 0. By
condition (i) of Theorem 4.3, we deduce that A = 0 and ¢ = 0, as desired. a
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It is interesting to compare Theorems 4.3 and 4.4 to the result of Jittorntrum [10}. Actually
Jittorntrum proves that, if the gradients of active constraints are linearly independent and
if the strong second order sufficient condition of Theorem 4.3 holds, then the solution of the
optimization problem and the Lagrange multiplier have a directional derivative. Under the saine
assumptions. except for the C"**-differentiability of the data, we prove that the solution and the
Lagrange multiplier have a power expansion at any order , and an expansion in powerseries if
the data are analvtic. In the case of convex problems. the high order expansion has already
been obtained by Malanowski [13].

Acknowledgments : We thank G. Launay, K. Malanowski, A. Shapiro and S.M. Robinson
for their useful remarks.
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