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Abstract: A new approach is given to obtain the transient probabilities of
the M/M/1 queueing system. A first step of this approach deals with the
generating function of the transient probabilities of the uniformized Markov
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of this generating function. A new analytical expression of the transient
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Analyse transitoire de la file M/M/1

Résumé : Une nouvelle approche est donnée pour obtenir les probabilités
transitoires de la file M/M/1. Une premiere étape de cette approche traite
de la fonction génératrice des probabilités transitoires de la chaine de Mar-
kov uniformisée associée a cette file. La deuxieme étape consiste a inverser
cette fonction géneratrice. Une nouvelle expression analytique des probabili-
tés transitoires de la file M/M/1 est ainsi obtenue.

Mots-clé : File M/M/1, analyse transitoire, uniformisation, fonction géné-
ratrice
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1 Introduction

Several papers have been proposed for the study of the transient behaviour of
the M /M /1 queueing system. In most of these papers, the derived expressions
are complicated by the fact that they often refer to Bessel functions. These
expressions are generally obtained by a combined use of generating functions
and Laplace transforms ([1], [2], [3], [4], [5]). The use of Bessel functions leads
to complex numerical solutions. An overview of these methods can be found
in [6]. Recently, in [7], the authors have proposed an approach using only
Taylor series but it leads also to numerical problems since the coefficients of
these series are alternatively positive and negative.

In this paper, we propose a new method based on the uniformization
technique and on generating functions. In the following section, we give an
expression of the generating function of the transient probabilities of the
uniformized Markov chain associated with the Markov process describing
the M/M/1 queue. In Section 3 this generating function is inverted and we
obtain an analytical expression of the transient probabilities of the uniformi-
zed Markov chain which leads to an analytical expression for the transient
probabilities of the M/M/1 queue. This expression is quite simple in the case
where the queue is initially empty. When the queue is not initially empty, the
expression obtained is reduced to the previous one (Theorem 1(b) of [8]) by
adding a term coresponding to the transient probabilities of the associated
absorbing process obtained by making state 0 absorbing. In deriving this last
expression, we obtain also a simple expression of the probability to go from
state ¢ to state j in n transitions on the absorbing process. The last section
is devoted to some conclusions.

2 Generating functions and uniformized Mar-
kov chain

Consider the classical M/M/1 queue with arrival rate A and service rate p.
We denote by X = (X;)s>0 the continuous time Markov process associated
with the state of the queue. The infinitesimal generator of the process X is
denoted by A. The non zero entries of this matrix are

Agp=—Aand forany ¢ > 1, A1 =p, Aii=—A+p), Aiigr =\
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For every ¢,7 € IN and ¢ > 0, we denote by P; ;(t) the probability to have j
customers in the queue (including the one being served) at time ¢ given that
there are ¢ customers in the queue at time 0. The classical following result
holds:

Pit)y=P(X;=5|Xo=1) = (eAt)Z_j.
To compute these transient probabilities, we first consider the uniformized
discrete time Markov chain (see for instance [9]) associated with process X.
The transition probability matrix of this Markov chain is denoted by P. We
then have the following relation between matrices A and P:

1

P=1+
A4 u

A,

where I denotes the identity matrix, that is I; ; = 1 if ¢ = 5 and 0 otherwise.

This relation allows us to write the matrix et as
+oo )\ ktk
At —(M\ t( + N) k
e™ = ;;_06 (Atn) TP . (1)

If p and ¢ are defined by

€ )\ €
def and qd:f o

:)\—I—,u A+

p

?

the non zero entries of matrix P are
Poo=q , Vi>21 P;_1=q and Ve >0 P41 = p.

In what follows, we focus on the calculus of P* using generating functions.

Let us consider the functions M defined on IN x IN with complex values.
As usual, we see them as infinite matrices and denote by M, ; the value
M(i, 7). With each M we associate the value

v(M) € sup Y | My
i

k3

and we denote by M the set of infinite matrices M such that v(M) < +oo.
It is well known that v is a norm on the set M and that (M, v) is a Banach
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algebra [10]. The potential kernel of the matrix M € M, denoted by @y, is
the complex function defined by

+co
Dpr(2) def Z MF2F

k=0

for all z verifying |z| < 1/v(M). It can be seen as the generating function
of the sequence of the powers of matrix M. It is well known that ®,; is the
only solution to the matrix equation in X

Viz| < 1/v(M), X(z)=1+zMX(z). (2)

More generally, for every matrix H, H®j; is the only solution to the matrix
equation in X

Viz| < 1/v(M), X(2)=H + 2X(z)M. (3)
Another useful property of the potential kernel is given below as a lemma:
Lemma 2.1 For any functions M and N of M we have
Ouin(z) = Om(z) +20m(2)NOumyn(2) (4)
= Ou(2) + 2PN (2)NPu(2) (5)
for all = such that |2| < inf(1/v(M),1/v(N),1/v(M + N)).

Proof. These relations follow from

k-1
VE>1 (M+N)F = MF+> (M+ NYNM-!

i=0

k-1
= M"+> M/N(M+ N1
7=0

which can be easily checked by induction on k. a

Consider the potential kernel of P, that is

+co
Op(z) = Z P

k=0



4 P. Leguesdron, J. Pellaumail, G. Rubino and B. Sericola

We are going to find an explicit expression of ®p and we shall inverse it
to obtain an explicit expression of P*¥. We now need some notation and a

lemma. Let V, W and R be the matrices defined by
Vii=Tlixa; , Wij=lijyn , Rij=liolo; Vi,5 €N

Lemma 2.2 Let o and 3 be any complex numbers. Let X be the infinite
matriz defined by

Xij=a'p
and Y the infinite matriz defined by

+oo
Y =Y WEXVE

k=0

Then matriz Y satisfies
(aW +B8V)Y = (14 ap)Y — I. (6)

Proof. Observe that Y is well defined for every 7,57 € IN as

j_Z .,.<,'
Ym‘:{ﬂ s; i<y

aiis; ifi >

where for every m > 0,

Il
WE

Sm

(aB)’
- (ap)™
1—ap

To prove Relation (6), we denote by L its left hand side, that is, L =
(aW + BV)Y. For ¢ > j, we have

o~
o

if af # 1.

Li; = aYi_1;+4 BYiy1,; (with the convention Y_; ; = 0)
= ozai_j_lsj + 60/_]""13]-
= (1+af)a's;
= (14 ap)Y,,.
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The case ¢ < j is similar to the case ¢ > j7. On the diagonal we have

Li; = oY1, + BYiq1,
= affs;_1+ afs;
= s —14+apfs;
= (14+af)s;—1
= (14+ap)Y,;—1.

O

The next theorem gives an expression of the potential kernel ®p(z) of
matrix P. First let us recall that the Catalan’s numbers are defined for all

positive integer n by
def [ 2n 1
Cpn = .
n n—+1
The generating function of the sequence of Catalan’s numbers,

+oo
C(z) def Z cpz", (7)
n=0

converges for |z| < 1/4 and we have

1 —+1—14z

C =
(2) 5.
Remark that this complex function verifies
Clz)=1+ ZCQ(Z). (8)
def

Theorem 2.3 Let |z| < 1 and n(z) = C(pgz?). Let X(z) be the infinite
matriz defined by

Xij(2) = (gzn(2)) (pzn(2))’
and Y (z) the infinite matriz defined as in Lemma 2.2 by

+oo
Y(z) =Y WX (2)VF.
k=0
Then, we have

Vz such that || < % Op(2) = n(=)¥ () + L1 oax (). (9)
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Proof. Let us denote by @ the matrix pV + ¢W. We have
P=0Q+qR.

For |z| < 1, we have |pgz?| < 1/4 (observe that since p + ¢ = 1, we have
pg < 1/4) and so n(z) is well defined and verifies |n(z)| < 2. Moreover, writing
Relation (7) with z = pg and after some algebra, we obtain that |pzn(z)| < 1
and |gzn(z)| < 1, and so

B 1
L = plzlln(z)I

Applying the previous lemma, in which we set a = ¢zn(z) and 8 = pzn(z),

v(X(2))

we obtain
= (1 +pgz"n*(2))Y(z) — I.
=1+ pgz*n?*(z), so we have

2 (2)QY (2
Relation (8) implies that n(z

DY (2) = [+ 2Qu(=)Y (2).

Now since v(Q) = 1, we can apply Relation (2) and we obtain

~—

Vz such that |z| < 1, n(2)Y(z) = ®g(2).
From Relation (4) in which we set M = Q and N = ¢R, we have
Vz such that |z| < 1, ®p(z) = Pg(z) + ¢zPp(2)RP(2),
that is, since ®¢(2) = n(2)Y(2),
Vz such that |z| <1, ®p(z) =n(2)Y(2) + 2Pp(2)qRn(2)Y (2).
To prove Relation (9), we fix z such that |z| < 1/2 and we apply Relation (3)
in which we set H(z) = n(2)Y(z) and M(z) = qRn(2)Y(z). We must verify

that for |z| < 1/2, we have |z| < 1/v(M(z)). By definition of Y (z) and since
RW =0, we have RY (z) = RX(z). This leads to

v(qRn(2)Y(2))
= qln(2)|v(RY(2))
= qln(2)|[v(RX(2))

Vz such that |z] < %, v(M(z))
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= q|n(2)[v(X(2))
q|n(2)]
1 — plz||n(=)]
My
l—p
So X
|z| < ) = v(M(2)) <2 = |z| < 1/v(M(2)).

We can now apply Relation (3) to obtain

Vz such that |z| < %, Op(z) =n(2)Y(2) §(q2n(2))k(RY(2))k
or (since RY (z) = RX(z)),
Vz such that |z| < %, Op(z) =n(2)Y(2) ki(qzn(z))k(RX(z))k.

Observing that RX ()R = R and so that for every k > 1, we have (RX(2))* =
RX(z), we can write

Vz such that |z| < %, Op(z) =n(2)Y(2)+n(2)Y(2) +z::.o(qzr](z))kRX(Z)
that is, since |gzn(z)| < 1,
Vz such that |z] < %, Op(z) =n(2)Y(2) + %U(Z)Y(Z)RX(Z).

By definition of Y (z) and since VR = 0, we have Y (2)R = X(z)R. Further-
more, it is easy to check that X (z)RX(z) = X(z). Finally,

Vz such that |z] < %, Op(z) =n(2)Y(2) + %T](Z)X(Z)

which completes the proof. a
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3 Transient probabilities

In this section, we focus on Relation (9) to obtain an expression of (P"), ., the
transient probablhtles of the uniformized Markov chain of the M/M/1 queue.
These discrete transient probabilities will lead by means of Formula (1) to
the transient probabilities of the M/M/1 queue. In what follows, we always
work in the complex domain |z| < 1/2.

For i,j € IN, Y; ;(2) is given in the proof of Lemma 2.2 in which we set

a = qzn(z) and 3 = pzn(z), that is
(pzn(2))'~ ’Zpquz%n i<
(qzn(2))"~ ]Zp’“q’“z%n o>

In what follows, we consider only the case : < j. The case ¢ > j is similar
since, as mentionned in [8, page 325], we have for every 7,j > 0,

Pij(t) = (A)H Bji(t).

]

So, let 2,7 € IN such that ¢ < j. By definition of X(z) we obtain

n(2)
1—qzn(z)
(10)

In the next subsection, we first consider the case 1 = 0, that is, the case

(®p(2))i; = (p2n(= ] Zzpquzz’“n 2k+1-|—iji+12i+j+lU(Z)”J’H

when the queue is initially empty.

3.1 The queue is initially empty

The next theorem gives an expression of the transient probabilities of the
uniformized Markov chain associated with X, the process describing the be-
haviour of the M/M/1 queue. To prove it we need the following lemma which
gives an analytical expression of the powers of 7(z).
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Lemma 3.1 For every k > 1 and for every z such that |z| < 1/4, we have

+oo

CHz) = > s(k,n)"
n=0
where @ o)
n+k—1)!
k,n)=k——F—"-—-
s(k,n) nl(n + k)

Proof. (see for instance [11, page 154])

Theorem 3.2 For every 5 > 0,

0 ifn <y
(Pn)oj: P]Lz)J

= 3 s(n+1-2kk)p¢" ifn>].

J
q k=0

where || denotes the largest integer not greater than the real number z.
Proof. By setting ¢« = 0 in Relation (10), we obtain

(@p(2))oy = (pom(=)y— 1L (11)

1 —qzn(z)

This relation can be written as

]+1 Z [qzn(z

(@p (=)o, =

k=7+1
Using Lemma 3.1, this gives
k NE = ko 2ntk
lazn(2)]" = [42C(paz)]” = 3 s(h,m)p" " et
n=0

It follows that for every 3 > 0,

j +o00 400
((I)P(Z))O,j — Z Z nqn—l—kZQn—I—k

J+1
q k=541 n=0
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,j +oo +o0

— Z Z n n—I—k 2n—|—k
q]+1

n=0 k= ]—}—1

, J'

= i Z Z s(k —2n,n)p g "2k

n=0 k=2n+j5+1

, k=(j+1)
P’ e 5 k k
= — s(k—2n,n)p"q¢" "z
gtz k—zj-:}—l nZ:%J 7
] -I—Ool_ 2 J
= Z Z (k4+1—2n,n)p ”qk_”zk
k =7 n=0
and so we obtain the desired expression for (P”)Oj. a

The transient probabilities of the M/M/1 queue given that the queue is
empty at time ¢ = 0 are then

nd oo A nymn [*F*
Py i(t) = %Ze—wﬂ)t% ST s(n+1 -2k k)pFqg* (12)

n!

n=j k=0
that is,
P X —(A+ )t()‘+ﬂ)ntn ~n+l1=2kfn+1Y .y
Poi(t)=— P e _ prg" . (13
0.i(t) qjge - k; e L Pt (13)

If 5 =0, we obtain from Theorem 3.2,

L3]

=Y s(n+1—2k k)p~q" ",

but a simpler expression can be obtained using the expression of (®p(2))oo
as follows. If we set j = 0 in Relation (11), we have

n(2)

1 —qzn(z)

(@p(2))oo =

and the relation n(z) = 1 + pgz?n?*(z) leads to

(@r(s))on = L)
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which gives

+oo |25 K1k
2k
(®p(2))op=>_|1- > ( A )pk—l-ql 2"

n=0 k=0

with the convention that when an index decreases in a sum the value of that
sum is 0. With this convention, we have

[25) ( ok ) PGk

(P)o,ozl_kZ:% L E+ 1
An interpretation of this result is the following. Let NBP denote the number
of customers served during a busy period. Using the distribution of NBP (see
for instance [12, page 65]), that is, for k > 1

]P(NBP:k):(k_l —

we obtain

(P")o=1— gIP(NBP <n).

It is shown in [13] that the right-hand side if this last relation is the proba-
bility that the nth customer will find the queue empty on its arrival.

Using now the expression of (P"),,, we get
+o0 )\ _I_ ﬂ)ntn [712;” Qk pk—}—lqk
Pro(t) = 3 et QW : 14

If BP denotes the busy period of the M/M/1 queueing system, it is known
that \

I
(see [1, page 153].) Relation (14) gives then an expression of the busy period
distribution:

IP(BP < t) = ~oe A+ )" .
( <1) Z ¢ n! k k+1

n=1 k=0

This expression was also obtained and studied in [14].
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3.1.1 Limiting behaviour of the transient probabilities

We can verify that the well known limiting behaviour of the M/M/1 queue
is obtained when ¢ tends to infinity. Let p be defined as p = A\/u = p/q if
A < p and p = 1 otherwise.

Using Theorem 3.2 for j = 0 and the previous relation giving (P"),, we
obtain the following relation: 7

125+) k41 ok L3
2k \ p"T g k n—k
1 — E 1 -2k k ner,

If 7 ; denotes the limit of Py ;(¢) when ¢ grows to infinity, we have

moj = im Fy(t) = lim (P");
Iy [#52]
= — lim E s(n+1— 2k, k)pFq""*
q’ el
I 2]
= — lim Z s(n+1— 2k, k)pFqn
q] n—s—+oco =0
; 125*) k41 k
nJd 9
- lim |1 — Z 2k ) P
q] n—s+40oo =0 k k —|— 1

A RwCTe
= g (1 - pC(pq))
= o (1-p)
which is the well known formula for the stationary behaviour of the M/M/1

queue.

3.2 The queue is not initially empty

Using some results obtained in [8] (equations (3), (6), (10) and Theorem 1(b)),
we can write P; ;(t), for ¢ < j, as follows:

(3—1)/2 .
_ )\ i 141
Pyj(t) = emOrn) (—) []j—i(%\/ Ap) = Liyjea(2ty/ )\M)] +<X) Foitia(t)

]
(15)
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where [; denotes the modified Bessel function of the first kind, that is,

2 (o2

@)= 2 Ty

m=0

So, the general case reduces to the case of the queue initially empty by

means of Relation (15). However, it may be interesting to show how to derive

(15) from the generating function expression. Combining Relations (10) and
(11), we can write for all 0 < < 7,

i+1
q
(®p(2));; = (Pq(2));; + e (@ (2))o,itjt1 (16)
where () is the matrix defined in the proof of Theorem 2.3 by
Q =pV +qW.

To obtain an expression of P; ;(t) in the general case, it remains to perform
the inversion of ®¢. Let us consider the so-called absorbing process associated
with X, obtained by making state 0 absorbing. For every ¢, , (Q”)” is the
probability to go from state : + 1 to state 7 + 1 in n transitions on the
absorbing process. The potential kernel, ®o(z), of @ is equal to n(2)Y(z)
(see Theorem 2.3). It follows that, for 7 < j,

(®o(2)),; = D pH " iy ()i (17)
k=0

which, using Lemma 3.1, can be written

+oo0 1

((I)Q(z))”. = E Z s(2k+ g5 —i+1, n)p”+k+j_iq”+k22”+2k+j_i.

n=0 k=0
In the last sum, the variable change n + k — k leads to

+o00 nt1
(CI)Q(Z))Z.]. =3 > s(2k—2n+j—i+ 1, n)piti—tgh 2=t

n=0 k=n
Exchanging first the order of summations and exchanging then the indexes
n and k, we obtain

-
|
—

s(2n — 2k + 5 — i+ 1, k)p"Hi T gr A

NE

((I)Q(Z))i,j =

o

Il I
107

s(2n =2k 4+ 53— 41, k)p”"'j_iq”ZZ”H_i.

K3

_|_

% LML

3
I
-
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It follows that the only non zero values of the sequence (Q”)” are the follo-

wing:
P s(2n =2k 4+ —i+ Lk)  ifn <
(QQn—I—j—i)- = k=0
o prtimign 3 s(@n—2k 4 —i+1,k) ifn>i+ L
k=n—1

In order to simplify this expression, we use the following result which is
immediat to prove:

!
Es(h—2k—|—1,k):(];) for every [ > 0 and h > 2[

k=0

We obtain that

( 4 ) pn+]—2 n n —I_n.] ¢ it n S i
Q) = Y o
i Pt [( o +nJ - ) - ( an_—{_ij__ll )] ifn>1+1.

Putting these results into Relation (16) we obtain, after some algebra, the
general expression (15).

4 Conclusion

In this paper we have derived analytical formulae giving the transient be-
havior of the M/M/1 queueing system. These formulae are quite simple,
especially when the queue is initially empty. Moreover, we get a simple ex-
pression of the probability to go from state : to state j in n transitions on
the absorbing process obtained by making state 0 absorbing. Further work
could be the extension of this method to more general queueing systems such

as the M/M/c queue.
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