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Sur certains processus de segments lies a la
tessellation de Voronoi

Résumé : On considére deux processus de Poisson indépendents C et S
d’intensités A¢ et As respectivement. Tous les points dans la méme cellule de
Voronoi par rapport au processus C sont connectés a son noyau par des segments.
Nous donnons les deux premiers moments de la distribution du nombre et de la
longueur des ces segments dans une cellule typique, ainsi que 1’assymptotique
exponentielle du comportement de sa queue.
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Introduction

The model we consider in this article has the origins in studies of telecommu-
nicational networks. In some cases the lowest level of such a network can be
described as follows.

Suppose we are given two random point processes in a plane IR*: a process
S which members represent ’subscribers’ and a process C representing ’comu-
tators’ (or stations). To each subscriber there correspond a station to which
this subscriber is attached by a physical link (cable). Quite naturally such a
commutator is chosen to be the closest one to the specified subscriber. Thus
the plane is devided into regions - cells, each corresponding to a commuta-
tor and consisting of those points of IR? which have the specified commutator
as the closest one among all the others. These cells form a tesselation of R?
known as a Voronoi tesselation. For each commutator ¢; its Voronoi cell T(¢;)
is a convex set sinse it can be represented as an intersection of half-planes:
T(c;) ={z € R* : |z —¢;| < |z — ¢j| for all j}. This ¢; is called a nucleus of
the cell T'(¢;).

In this article we suppose that both C and § are independent homogeneous
Poisson point processes with intensities A¢ and Ag respectively. Due to tradition
we use the term particles for the members of the point processes.

Let s; denote the particles (subscribers) of the process S, and b(c;, s;) be
a segment between particles ¢; € C and s; € 8. Then the process under consi-
deration is the process F = {b(c;,s;) : sj € T'(c;)} which can be regarded as
a process of segments with dependent clustering in germs ¢; € C. We however
do not intend to deepen into complete rigorous description of this stochastic
process. -1z Our goal is to study geometrical properties of a ’typical’ cluster
W (ei) = Us;er(enb(ci, s5) associated with a particle ¢;. In ergodic case an ade-
quate interpretation of the notion ’distribution of a typical cluster’ is provided
by a Palm distribution i. e. conditional distribution of the structure characte-
ristics of the cluster W(0) = Us,er(0)b(0, 55) given that there is a particle of the
ensemble C in the origin 0 (see Daley and Vere-Jones (1988), p. 465). Slivnyak’s
theorem states that in a Poisson case it suffices just to add an extra particle
into the origin 0 in all realisation of a Poisson process C. Corresponding process
of centered realizations we will denote further by Co = CU{0}. Then the distri-
bution of a geometrical structure of the cluster associated with 0 coicides with
the Palm distribution of the last (see e. g. Stoyan et al. (1987), pp. 114-115).
A typical realization of the described process is shown on figure 1. The Voronoi
tesselation is represented by dashed lines.

Throughout this paper we use the following notations:

e P{.} stands for a Palm distribution (given there is a commutator in the
origin 0);

e E{-} denotes expectation with respect to P;
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Figure1

e N is a random variable which is equal to the number of segments in the
cluster W(0) associated with 0 (= the number of subscribers in 7(0));

o [ is the total length of the segments of W(0).

1 First and second moments

Theorem 1 Moments of the variables N and | are given by formulae:

A
(i) EN =22
Ac
- As
(ii) El= 377
2%/
As AL

(iii) EN?= 3¢ 128055
A3

As
varN = I + O.QSOE
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(i) E=25 ¢ 39728,
-~ wAl TR

A A2

varl = 25 40.14758

TAG A2

Proof. (i) The number of segments of W(0) is equal to
N =) 1{s; € T(0)}
i=1

Denote by o(Cy) — o-algebra generated by the process Cy. Then

EN =EE{N | ¢(Co)} = EE{>_1{s; € T(0)} | ¢(Co)}.

i=1

Applying Campbell theorem (see e. g. Stoyan et al. (1987), p. 99) we find
that

(Y 1{si € T(0)} | o(Co)} = s / 1{z € T(0)}dz

= Aswa(T(0)),

where v5(7'(0)) is 2-dimentional Lebegue measure (area) of the Voronoi cell
T(0). (i) now is immediate since the expectation of v5(7(0)) is equal to 1/A¢ as
was established in Meijering (1957).

(ii) The same method is applicable for the first moment of the variable .
Denote by |s;| the Euclidean distance from a subscriber s; to the origin 0. Then

El=EE{) _|si|1{s; € T(0)} | o(Co)}

=E)s / |z|1{z € T(0)}dz = As / |z|P{x € T(0)}dx

Due to isotropy of the underlying processes the expression under the inte-
gral depends only on the distance r between 0 and the integration point. Thus
switching to a polar coordinates and integrating with respect to a polar angle
we get

+o0
El = 27r/\3/ r2P{(r,0) € T(0)} dr
0

Note that the point (r,0) belongs to T'(0) iff a disc of the radius r around
(r,0) does not contain any particle of the process C inside. Hence P{(r,0) €
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T(0)} = exp{—Acwr?} and finally

As

+oo
El = 271'/\5/ r? exp “demritdr = 22—
0 { J 2)\2/2

(iii) To evaluate the second moment of the variable N we apply the formula

E{(Z f(si))k}:/.../f(ml)...f(xk)Mk(dxl...da:k)

where M} is the k—th moment measure of the process S (see e. g. Daley and
Vere-Jones (1988), p. 190) that gives in our case

o0

E{)_1{si e T(0)})* | o(Co)} = A} / / 1{z; € T(0)}1{zs € T(0)}dz1dzs

+As / 1{z € T(0)}dz = Asv2(T(0)) + A\avi(T(0))

We have used here an explicit expression for the second moment measure for a
Poisson process

MQ(A X B) = Asljz(A N B) + A‘ZSVQ(A)I/Q(B)

(see e. g. Stoyan et al. (1987), p. 46).

Taking into account that due to Gilbert (1962) var v5(T(0)) = 0.280/A2 we
have formulae (iii)

(iv) Similarly

El% = EE{(Z |si] 1{s: € T(0)})* | o(Co)}

=3s 1o Ple € 7O}z + 3 [ [ lalylPle,y € TO)}drdy
The first integral can be evaluated the same way as El giving

As

+ o0
271'/\5/ r® exp{=Acmr’}dr = —=
0 'ITAC

The expression under the second integral depends clearly only on distances
from the origin 0 to the points = (21, z2), y = (y1, y2) and the angle ¥ between
their radius-vectors. Thus putting

r1 = 71 cosd;
T = 7qsing;
y1 = 73 cos(d+);

ya = rasin(¢+ )
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and integrating with respect to ¢ first, we get for the second integral the follo-
wing expression:

400 +oo T
47 )% / dry / drg/ rZrZP{(r1,0), (rz2 cos i, rasiney) € T(0)}dy
0 0 0

=4xAil

Both points P, = (r1,0) and P, = (r3cost, rasing) belong to T(0) iff there
is no particle of C in the union of two discs of radii r; and r; around the
points P} and Ps respectively. By elementary geometrical considerations one
can find, that the area of this union is given by the formula: S(ry,rs,¢) =
rirgsin e 4+ r2 B + r2 32, where 31 and (3, are the external angles of the triangle
0Py Py at the vertices Py and Py respectively (see fig. 2).

Ay

Figure 2

To evaluate the integral

400 +oo T
I:/ drl/ drg/ rfrg exp{—AcS(r1, 72, ¥)}dy
0 0 0

we change the integration variables taking as new parameters the angle ¢, the
radius R of a circumdisc over the triangle OP; P, and the polar angle a of its
circumcenter (see fig. 3).
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Pz Bz
B
o) W S X
—
a
R Py
Figure 3

In the new coordinates

ry = 2Rcosa;

re = 2Rsin(y — a);
o = T/2— o+
B = 72+

o € (—m/2,7/2), v € (0,a+/2), RE 0, +x).
The Jackobian is equal to

D
‘M = |4Rsin¢| = 4Rsin 1,

D(R, )

since siny > 0.
Thus we come to the following integral

400 w/2 a+m/2
I = 64/ RSdR/ da/ cos® a cos? (¢ — ) siny
0 —/2 0

x exp{—4Ac R*(cos a cos(¥p — a) siny + (7/2 + ¥ — a) cos® a
H(7/2 + a) cos* (Y — a)} dip,
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which can be integrated with respect to R leading to

1 /2 a+tm/2
I= —3/ da/ cos® a cos? (Y — a) sin 1
AC —7/2 0

x(cosa cos(vp — @) sinep + (/2 + b — o) cos® a + (7/2 + a) cos? (v — a)) ™2 di

1 T /w—u sin? u sin? v Sil'l(u + 'U) dv
3 du
/\C 0 0 (

A2 sinu sinv sin(u + v) + (7 — v) sin? u + (m—u) sin? v)3

foru=n/2—aand v=7/2— ¢+ a.

Unfortunally there is no way to evaluate this integral but only numerically.
Numerical integration also meets some dificulties here because of a pole of the
integrand in O. To avoid this difficulty we have used the polar coordinates
u = pcosy; v = psiny, where Y € (0,7/2), p € (0,7(siny + cosx)~1). Now
multiplied by Jackobian p the expression under the integral is bounded in the
integration region.

Approximate value of this integral is 0.0316/A2 finally giving formulae (iv).
O

2 Decay of tail probabilities

For practical reasons its important to have not only first moments but also to
know how fast the tail of the distribution of the variables N and ! falls down.
In this section we find an exponential asymptotics for probabilities of large
deviations.

The key role in the further considerations play the following two simple
lemmas concerning geometrical properties of a Voronoi cell.

Lemma 1 Let r denote the radius of the mazimal ball B, centered in a nucleus
and contained in a Voronoi cell with respect to a Poisson process of intensity A
in RY. Then

P{r >z} = exp(=A29r?Ky) (1)

where Kg = 7*/2/T(1 + k/2) is volume of a unit ball in R?.

Proof follows easily from the fact that the event {r > 2} is equivalent to the
event {there is no particles of the process closer then 2r to the nucleus of the

cell}.
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Lemma 2 Let R denote the radius of the minimal ball Byy centered in a nucleus
and containing a Voronoi cell with respect to a Poisson process of intensity A in

R*. Then
P{R>z} < 1—[l—exp(=Ae}(n/4+2-V2))

IN

8 exp(—1.37TAz?) (2)

Proof. First note that the event {R > z} is equivalent to the event {there
exists a point of the Voronoi cell at the distance at least # from 0 } which in
its turn is equal to {there exists a circle of radius z containing the origin on its
boundary and no particles of the process inside }.

Consider now a union of 8 circles of the radii # which centers have the
polar coordinates of the form (z, kw/4), k = 0,1, ..., 7. Two of them are
shown on figure 4. Then it is easy to see that any circle K of radius z having

Figure 4

0 on its boundary contains at least one ‘petal’ formed by an intersection of
a sector of a circle of the radius v/2z and the angle 7/4 with two circles of
radii . One of eight such petals is shaded on figure 4. Thus P{R > z} <
P{at least one of petals has no particle inside}.

The estimate now is immediate since the area of a petal is equal to (7/4 +

2 —/2)2? ~ 1.372%
Theorem 2

A logP{N >z
—log(1+45%) < lim inf 28PNV > 7}

S r—00 xr
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< lim sup log PN >z} < —log(l + 0.44)\—C)
T —00 x As
Proof. Denote by N,, and Njs the number of subscribers in B,, and By
respectively for the Voronoi cell with nucleus 0. Then clearly N,, < N < Ny
a. s. Using that the number of subscribers in a fixed circle of radius r conforms
to Poisson distribution with parameter Agmr? we find that

Eexp(zNp) = EE{exp(zNn)|o(Co)})

e 4
= exp(Asmzri(e? — 1)) d(1 — exp(—4mAicr?)) =
| epsnart(e — D)1 - eop-amiert) = 53—
We have used here an explicit formula (1) for the distribution of the radius of
B,,. Thus we obtained that the variable N,, has geometrical distribution with
parameter ﬁ with the tail

A
P{N,, > ¢} ~ exp(—xlog(1l + 4/\—C))
s

Symbol f(z) ~ g(x) here means that

o log f()
=—co log g()

Similar arguments could be applied to estimate distribution of Njs. The
situation here is slightly different since we do not know the exact distribution
of the radius R of the ball Bg. However the estimate (2) implies that

Eexp(2Ny) = EE{exp(2Ny,)[0(C)})

< / exp(Asmzri(e” — 1)) d(1 — exp(—1.37Acr?))®
0

The last integral converges whenever 1.37A¢ < Agmz(e? — 1) or z < log(l +
0.44;\‘—2) that proves the theorem. O

Theorem 3 There exist constants C1 and Cq depending on Ac and As only
such that

log P{l >z log P{l
Oy < liminf 28PU> 2t o los P> )

< (4
T — 00 ];2/3 T —00 332/3 -
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where C > —7.68)\c//\‘29/3 and

Ac [Ac Ac
Cy <—-051—=% [ 1-0.74y/ — — 0.55—
2 > )\2/3 ( AS AS)

s
provided that A¢/As < 3.04.

The proof of this theorem will be broken into several lemmas.
Let s, denote n-th subscriber according to the distance from the commutator

0. Then

(Asmz?)n—t
(n—1)!

where |-| denotes Euclidean distance to 0. Thus the random variable s, conforms

to a generalized Gamma distribution T's(2n, 7As), where Ty(v, A) is given by the
density

P{|sn| € (z, 2+ dx)} = exp(—mAsa?) 2Asmedz + o(dx)

] 0 ifa <0
f(x) = { OX0xv=Vexp(=Az?) /T(v/0) ifz >0
Later on we use the notation y = 7As.

Mention the following property of the generalized Gamma distribution: if a
random variable ¢ has a Gamma distribution T'(v,A) = ['1(r, A), then ¢~1¢1/¢
has a [g(v0, Ac?) distribution (¢ > 0,6 > 0). Thus taking a random variable 7,
distributed as I'(n, u), we conclude that the variable /7, has the same I's(2n, p)
distribution as |s,|.

Lemma 3 Forall0 <e <1
P{| |4 = \/n/h| > e\/nlH} < 2exp(—Dn) (3)
where D = D(g) = (3 — 2log2)e? > 0.

Proof. Let a random variable 9, has T'(n, 4) distribution. Then for all 0 <
6 < 1 Chebyshev’s exponential inequality gives

P{n, >n(6+1)/u} < inf e C+V/EEMm
0<y<p
_ Ogggue—n7(6+l)/ﬂ (ﬁ) = exp( —n[6 — log(l + 5)] ) (4)

for v = ép/(1+ 6).
Similarly

P{n, <n(l—=198)/u} < iI>1% e (=81 Fe=7n
8!

— inf e (1=8)/u <L)n - §+1log(l —6 5
WH>106 it eXP("[ + og( )]) ( )
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for v = éu/(1 —6).
Now using the previous notations 7, = |s,|? we have

P{|sul = v/n/u| > ev/nf} = P{|\/ilm = /nJu| > ev/nfi}

=P{n. > (1+2)’n/u} + P{n. < (1 —¢)’n/p}

Applying the estimates (4) and (5) for the last two terms we obtain the
following upper bound:

exp(—2n[e + /2 — log(1 + ¢)]) + exp(—n[2e — &? —log(1 + 2¢ — ?)])

< 2exp(—2nfe + ¢/2 — log(1 + ¢)]) < 2exp(—n(3 — 2log 2)e?))

which proves the lemma. O
For a fixed configuration w define N(¢) = N(e,w) as the minimal number

satisfying | |sp| — /n/pn| < ey/n/p for all n > N(eg). The estimate (3) and
Borel-Cantelli lemma imply that the random variable N(¢) is finite for almost
all w.

Lemma 4 For allu >0

2 exp(—Du)

P{N(e) > u} < = oxo(_D) (6)

where D 1s the same as in Lemma 3

Proof. Using estimate ( 3) we have

P{N(e)>u}=P{In>u: ||sp] — V/n/p| > e/n/p}

< Y Plllsal = Vn/ul > ev/n/u}

n=[u]+1

2exp(—D([u] +1))
1 —exp(—D)

< Z 2exp(—Dn) <
n=[u]+1

that gives (6). O

Lemma 5 There exist positive constants As and Cy depending on Ae and As
only such that

P{l > 2} < Ayexp(—Chz?/?) (7)
for all z.
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Proof. Remind that we denoted by R the radius of the minimal circle centered
in 0 that contains the Voronoi cell T'(0) of the particle 0. It is clear that for all
configurations w

def
= > |5n|<2|5n|1{R>|sn|}

sn €T(0) n=1

Thus to get an upper bound on large deviations of [ it suffices now to estimate
the probability P{® > x}. The idea here is to divide the sum in the definition
of ® in two parts: up to the number N of lemma 4 which is finite for almost all
configurations and the rest tail which behaves regularly.

We have the following sequence of estimates:

N [eS)
= [sa|lH{R>[sal} + D lsull{R > |sn]}
n=1 n=N+1

< Nlsvl+ Y Vo/p(l+{R> Vn/u(1-e)}

n=N+1

[uR? /(1<)

<N/ EH(IH)/VE Y Va

2 3/2

VA 3y \(1—e)?

Now for any 0 < a <1

2/3
_P{N><%f) }+P R>\/_\/ 36;1;:{ _9

To estimate these terms we apply inequalities (6) and bound (2) of lemma
2 respectively that gives

2 (I—a)/m 23 2/3
P{® >z} < Tp(D)eXp (—D <T) x /)

2 3 2/3
+ 8exp (2.74A—C) exp | —1.372¢ L9 ( a\/ﬁ) 2203
7 1 2(1+¢)

> Ot;l‘}
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Actually the lemmais already proved. The only thing rest now is to minimize
this sum by varying parameters £ and «.

Asymptotically the main contribution gives the heaviest tail. Therefore the
best result could be obtained by equating the coefficients under the exponent:

1— 2 2/3
D(1—)® = 1.37Ac% @) a?/3

and hence o = (B + 1)~! where
5 (LT99Ac(1—e)? 32
= —,LLD
Now as C5 one can take the value
N2 Ae(1—e)?
1.37( =
0<e<1 (2) (u(1+ ) (B + 1))2/3

Note that in practice Ac/pu = A¢/mAs << 1. Provided that Ac/u =< 0.97
we then chose ¢ satisfying D = 1.795A¢/u or € = 1.05y/A¢/p. This allows us to

take as Cy the following function:

A A A
L1357 (1= 1.30 —C+0<—C)
I I "

where |O(Ae/p)| < 1.70A¢/p .

Lemma 6 There exists a positive constants A1 and Cy depending on A¢ and
As only such that
P{l >z} > Ay exp(—Cy2/?) (8)

for all z.
Proof. Remind that we denoted by r the radius of the maximal circle with

the center 0 contained in the Voronoi cell 7(0). Then for N as in lemma 4 and
any 0 <e<1

I= >0 sl 2D Isall{r>[sal} = D Isal1{r>s.]}
sn€T(0) n=1 n=N+1
> 3 Valu(l-a)1{r > Vala(1+2)}
n=N+1
00 N
=Y Vr/u(l=e)1r>/n/u(1+e)} =Y V/n/p(l—e)
Al—c) [ pr? 32 91 —¢) 4/
NN <(1+e)2_1) _W(NH)/
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Now for any 0 < a < 1

’ 2(1—¢) pr’ 52 e
P{l>x}2P{ o <(1+6)2 1) > (14 )}

_p {2(31\;;)(N 1P (m:}

el () e e o ()

(1—¢

2/3
de exp (—1.52/3D <f—\/ﬁ) 1‘2/3)

2 1—|— « 2/3
> (1) /1 exp (—4 . 1.52/37/\(3(1 +¢)? <7)) ;1:2/3)
1

1—e D —¢€

To get the last inequality we have used lemma 1 for the first and estimate (6)
for the second term. The statement of lemma now follows by minimizing this
sum over ¢ and «. O

Note here that the coefficient of z2/3 under the first exponent is always
greater then the one under the second exponent. Thus the main contribution
gives the first exponent in the sense that

. logP{l> z} 2/3 o 1to o

for all ¢ , @ and thus

logP{l > z} > _16.47 Ac

lim inf Hz/?’

r—00 x2/3

Combining all the above we get the statement of the theorem. O
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