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Abstract

We propose a formal characterization of d-dimensional periodicities. We show first that any
periodic pattern has a canonical decomposition and a wminimal generator, generalizing the 1D
property. This allows to classily the d-dimensional patterns in d + 1 classes, according to their
periodicities, each class having subelasses. A fnll classification of the coverings of a 2-dimensional
space by a pattern follows. These resnlts have himportant algorithmie issues in pattern matching,.
First, the covering classification allows an efficient use of the now classical “duel™ paradigm. Secoud.
d-dimensional pattern matching comnplexity is intrinsically different for each class.

Périodes des motifs mmltidimensionnels et recouvrement de 'espace
Resumé

Nous proposons une caractérisation formelle des periodicités dans les motifs a o dimensions.
Nous montrons d’abord que tout motif périodique admet une décomposition canonique et un généra-
teur wminimal, généralisant ainsi la propriété établie en dimension 1. Ceci permet en fonction des
périodicités, une classification des motifs d-dimensionnels en o 4+ 1 classes, chacune possédant des
sous-classes. Une classification exhaustive des reconvrements de ’espace a 2 dimensions en découle.
Ces résultats ont d’importantes applications en recherche de motifs. D’ane part, la classification
des recouvrements permet une utilisation efficace du paradigme maintenant classique du “duel”.
D’autre part, la complexité dans le cas le pire de la recherche de motifs d-dimensionnels est différente
pour chaque classe.
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Abstract. We propose a formal characterization of d-dimensional periodic-
ities. We show first that any periodic pattern has a canonical decomposition
and a minimal generator, generalizing the 1D property. This allows to clas-
sify the d-dimensional patterns in d + 1 classes, according to their periodic-
ities, each class having subclasses. A full classification of the coverings of a
2-dimensional space by a pattern follows. These results have important al-
gorithmic issues in pattern matching. First, the covering classification allows
an efficient use of the now classical “duel” paradigm. Second, d-dimensional
pattern matching complexity is intrinsically different for each class.

1 Introduction and State of the Art

A lot of attention has been given in the last decade to string searching in a text.
String searching can be generalized to “multidimensional search” or “multidimen-
sional pattern matching”. A multidimensional pattern, p, most often an array and
usually connex and convex, is searched in a multidimensional array, the text, ¢. It
remains a widely open research area, although a strong interest appeared recently
[ZT89, BYR90, ABF92, GP92). It is interesting to notice that the now classical
“duel” paradigm [Vis85] allows a drastic improvement on string searching average
efficiency [Gal92] while a refined analysis of possible repetitions and periods in a
word allowed to derive the worst case complexity, (1 + O(X)).n, and to achieve it
[CH92].

It seems reasonable to expect that a classification of repetitions in d-dimensional
patterns will allow to derive the theoretical complexity bound and achieve it. To sup-
port this strong assertion, we point out that, as extensively studied for string search-
ing, lower bounds on the worst-case complexity depend on the maximal number of
occurrences of a given pattern that can be found in a text. That is, in a d-dimensional
space, possible space coverings. Also, if such a compact representation of p is not a
tiling, certainly p overlaps with himself: some subpattern is repeated inside p. Notice
that preliminary results, as well as algorithmic issues, are presented in [NR92].

Let us turn now to the state of the art and a definition of repetitions or periods.
In dimension 1, the problem has been extensively studied by various mathemati-
cians, whose results are grouped in [Lot83]. Notably, it is proved that a word w is

* This research was supported by ESPRIT III program No. 7141 (ALCOM II).



selfoverlapping iff exists a word = such that
w = s(z).z¥ = z*p(x) (1)

where p(z) and s(z) are a prefix and a suffix of z. Equivalently, w is a truncation of
some word of z* = U, {z™}. When w # z, w is called periodic, and z is a period of
w. Additionnally, a unicity property holds. A primitive word w being a word that is
not the power of any other word, we have:

Theorem 1. Given a word w, let z,,z9 be two primitive words such that:
w= zf‘.p(zl) = zg’p(xg),kl >1,ka>1 . (2)
Then x, = z9 and ky = k,.

In that case, the word w satisfies the (more restrictive) periodicity definition: a
self-overlap accross the middle point. We prefer to maintain the definition of period
of [Lot83], and distinguish non-degenerated periodicities (|z| < |w|/2) and degener-
ated periodicities. Notice that degenerated periodicities do have consequences on the
average case of string searching algorithms. A study can be found for Knuth-Morris-
Pratt in [Rég89). Also, they provide the variations on the second order term, O(3%)
of 1D complexity [CH92] (although this is not stated explicitely in the paper). A
hint on their importance in d-dimension. As a matter of fact, they appear in the first
order [NR92). In the following, we use equivalently the terms of self-overlapping pat-
terns and periodic patterns. A recent work [AB92] started the study of 2-dimensional
periods. In that work, a pattern is periodic iff it selfoverlaps and this overlapping
includes the center. This is one natural extension of 1D non-degeneracy notion, and
will be called in the following simple periodic patterns. [AB92] introduces the no-
tion of sources, the locations where an overlap can originate. The main result is a
classification of pattern periodicities according to such locations: non-periodic, line
periodic, radiant periodic and lattice periodic. A geometric regularity of this pattern
of “candidates to be a source” is claimed, but actual sources only form a subset of
that location pattern (the difference occurs essentially for line and radiant periodici-
ties). That classification is incomplete, as the characterization of such subsets is not
provided. We will give it. Also, it is claimed that the 1D property in Theorem pe-
riod”, does not generalize to 2 dimensions. We invalidate that claim, showing that a
periodic pattern actually is the repetition of a smaller pattern. This leads to provide
the lacking criterium cited above, and to fully describe the characters repetitions
in all periodic patterns. This result also provides a (natural) classification of space
coverings in 3 classes (3 stands for 2¢~! 41 for a dimension d equal to 2). We discuss
in where non-simple and degenerated periodicities are essential, and the relationship
to the previous classification. Notably, we discuss the algorithmic consequences and
the extension to d-dimensional spaces.

2 Formalism

Basic Notations A d-dimensional pattern pis a d-dimensionalarray p[[1...14],...,[1
where [; 1s some integer. called the i-th dimension. We denote j = j mod d and call

A



(e1,...,eq) an euclidean basis of the d-dimensional space. In the following, we only
consider the points with integer coordinats. Such a set is called a lattice. Most results
on p will be proved on the vectorial subsets P and T defined below. To express our
results, we need the fundamental notion of direction:

Definition2. Let R be the equivalence relation:
uRv & Vi, u;v; >0 . (3)

A direction is an equivalence class. Given a vector u with all coordinates (u;)i1<i<d
non-zero, we can characterize its direction by a sequence

(€1,...,€a—1) € {0,1}4° 1,

defined as follows:
0if Uipyl > 0

if uy > 0 then ¢; = { 1 otherwise (4)

else dir(u) = dir(—u)
The 29-! directions so-defined can be numbered from 1 to 24! by the application:

d-1
(61,...,64._1)—'71-—-1+Zfi2i_l . (5)

i=1
Also, when d = 2, a vector u is said positive (respectively negative) if uy > 0

(respectively u; <0).

Remark. A vector with some coordinates equal to 0, say k, belongs to 2* different
directions. For example, vectors e; belong to 2¢~! directions.

We can also define a canonical numbering on the corners of p.

Definition3. Given two opposite corners in direction i, we number C* (respectively
C"“’d_l+") the one with smaller (respectively greater) 1-coordinate.

Vectorial formalism for the periodicities

Definition4. Given a pattern p, let P be the subset:

{viv=> uej (v1,...,va) € [JI0...: = 1]} . (6)

[ 1

Let T be the set of translation vectors:

{viv= Zv,.ei, (loal, - lval) € JTIO-- -4 = 1} . (7)

1

In the following, we note, for u € P, p(u) the element plu; + 1,...,uq + 1]
of p. Intuitively, any point C in the pattern is naturally associated to 2¢ vectors
C—-C'i=1...2% lyingin T. P is the set of representatives C — C!. In Figure 2,
w;,wo, w3 and wy have w; as a common representative.
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Fig. 1. Translation vectors

Definition 5. Given a pattern p and a vector u, one notes:
Pao={v,iv=w+uweP}. (8)
Proposition6. A vector u is a translation vector iff Pu N P # 0.

Intuitively, Py points in the 2-dimensional space to a copy of pattern p shifted
by u. A translation vector is associated to two overlapping copies. We are interested
in shifts such that the two copies are consistent in the overlapping area. That is:

Definition 7. A translation vector u is an invariance vector for p iff:
vEPVv+ueP3pu+v)=pv) . 9

An invariance vector u is simple if 2u is an invariance vector. A couple (u,v) of
non-colinear invariance vectors is non-degenerated iff

Vi Y ful+ vl <4 (10)
i

A vector u is non-degenerated iff it belongs to a non-degenerated couple.
We note I and I the set of invariance vectors and the set of non-degenerated
invariance vectors. They generate

f:{Au+uv;u€i,v€f} ) (11)
Finally, we note G the set of non-degenerated invariance couples.

Note 8. An invariance vector is associated to a “source” in [AB92] terminology. In
[AB92], a source must also satisfy the condition: 2u € T, i.e. be simple. For us, two
simple non-colinear invariance vectors always form a non-degenerated couple. But
simple vectors can be degenerated and non-simple vectors are not always degener-
ated.



In order to derive properties of patterns with several periods and to define a min-
imal representation of the set of periods, we define an order on invariance vectors:

Definition9. Let < be the order on the d-dimensional vectorial space:
u<vedir(u)=dir(vlandv e Py . (12)
Analytically, this 1s equivalent to:
Jui| < vl wiv; >0, 1<i<d .

Note 10. This notion coincides with the “monotone ordering” of sources in [AB92].
Also, when dir(u) = dir(v), we have u < v & dir(u — v) = dir(u).

Definition11. Given a pattern p, and u a vector, the u-strip for that pattern is:
Su=55uUS; , (13)
where S} = {ve P;u+v¢gP}and Sy ={veP,v—u¢P}.
The u-dead zone is:
DZy={veP,v+ugPandv-u¢gP} = 5inS; . | (14)
Let us define:

FE ={w e P.unP;p(w+u) #£p(w))}, g ={w € PunNP;p(w—u) # p(W)()l}sj

A pattern is u-selfoverlapping iff i} U F3 is empty. We define the u-free zone as:
Fu=(Ff R UFRL - Pa)U(Fg - Pou) (16)

Intuitively, DZy is the subset of the pattern that is not constrained by a u-
period. One always has: DZy N Fu = 0. F,j' U Fy is the zone of non-invariance.
The free zone is its subset; one excludes points p(t + u) = p(t) # p(t — u) or
p(t + u) # p(t) = p(t — u). These domains are represented on Figure 2

Basic definitions on lattices Finally, we recall the basic definitions for lattices, as
defined for elliptic functions (see for instance [Lan87]).

Definition12. Given two non-colinear vectors wy and wg, we note L, ,wg the

wl’
sub-lattice:

{Adwg +pwo A€ Z,peZ}INT . (17)

(wy,w9) is said a basis of the lattice. The vectorial fundamental parallelogram with
respect to this basis is:

VFPwl,u,2:{aw1+ﬁw2;0§a<l,0§ﬁ<1} . (18)
The fundamental parallelogram located at some point C' is:

FP

wywg = {C+w;,we VFP“’I""’2} . (19)
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A lattice admits several basis. Among them, some have specific properties, the
so-called fundamental basis.

Definition13. A basis (E, F) is said fundamental iff

dir(E + F) = dir(E) # dir(F)
all angles in triangle < E,F,E+F > < % (20)
E‘) Fl 2 0

Also, we will make use of the basic mapping (also used in [GP92] and called
“lattice congruence”).

Definition14. Let ¢, ., be the mapping p — FP,, u,:
a_’¢w1,w2(a) = Ci+‘7'. H (21)
where z is the only point in FP,, ,, such that (a = C*) —z € Ly, w,-

In Figure 4, two fundamental parallelograms are represented. Both satisfy con-
ditions of Definition 13. Remark that point (3, 7) is lattice congruent to (1,2) with
respect to (u,v) and to (5, 3) with respect to (E, F).

In the whole complex plane, any point is lattice congruent to a point of the
fundamental parallelogram. For a finite pattern, border effects appear. We are led
to define:

Definition15. Given wy, w9 two non-colinear vectors, we define the border B,, ..,
as :

BW\.“’: = {u’;¢W1.W2(PnPW) # prl,w:} . (22)

Intuitively, some points in F P, ., have no ¢,, .,-image in PN Pyw. In Figure
4, the interior dotted line is the limit of B p.



Definition16. Given a set S of vectors, a S-path from a vector w to an other
vector w’ is a sequence (w;)g , such that:

Wo=W, W =W w;; —w; € SU(=5) . (23)
It is monotonic with the restriction:
W S W,'_H . (24)

Given a pattern p, a S-path is said p-valid iff all its elements lie in P.

a b c d e f a b o
e t a b| ¢ d e t a
C d e f a b C d e
a b [« di-e ! a o] c
effi— a b| cf| d e| a
’l

‘el eleptloey ¥ | af e

L7 _—‘—_ _r’—— ’

w | a ,b{’\“ €d| £| t| a| of ¢
Ele 2 1 ‘Ar" ‘
——— -=
A0 diaT Y| ¢ cl el | 3!

. Le" | l
Lo -1

Fig. 3. Lattice congruence and path.

In Figure 2, we represent a (E, F)-pathfrom (6,5) to (2, 1), where E = 2e, + 2e,
and F = 2e; — e3. This path is not p-valid, as it runs out of the pattern.

3 Combining periods

This section is devoted to the study of patterns having several invariance vectors. One
would expect the sum of invariance vectors is an invariance vector. Unfortunately, it
is not always the case. Nevertheless, basic equality p((u+v)+w) = p(w) is satisfied
almost everywhere, and we may characterize this zone of non-invariance.

We exhibit first constraints on the patterns, that will be extended in the fol-
lowing section by a study of possible generating subpatterns. Qur first lemma states
general conditions under which the sum of invariance vectors is an invariance vector,
formalizing analytically and generalizing the result in [AB92].

Lemma17. Let p be a d-dimensional “rectangular” array. If u is an invariance
vector, then: ku € T,k € Z is an invariance veclor. Let u,v be two invariance
vectors in the same direction. Ifu < u+v and v < u+v, then kyu+kav, k), ks € N,
is an invariance vector if it lies in T.



Proof. The property for P is a direct consequence of the definition (see [AB92) for
dimension 2). It is enough to remark that, for a (convex) rectangular array, whenever
tePandt+(u+v)e P, eithert+uePort+vePr.

Our next theorems will rely on a very simple but useful lemma:
Lemma 18. Let u,v be two invariance vectors. Let t = u+ v. Then,
Fresinsinp ¢ Fp cSgnsynp, . (25)
That is, t is an invariance vector in P — (F":+ U Ft_)

Proof. Let w be a vector in P_g N P. Then:

p(w +u) =u p(W) - +
wEP yNP= {p(w+t)=v p(w + 1) =>p(w)=p(w+t)=>w¢gF" . (26)
Hence, Ft+ C St = P — S, similarly, F: C S¥, which yields our inclusion. The
same reasoning applies for Fe.

This proposition shows that only some borders of the pattern are not constrained,
while the u+ v invariance holds in the interior. These borders are precised below and
in the next section, where a canonical decomposition of periodicities is proposed.

Proposition19. Let u and v be two invariance vectors such that:
Vi Ug.vy 2 0
or

, u;v; <0 [uj|+ bvi| <
3jst. {Vi#j:u,-v; >0

Then u + v is an tnvariance vector.

Note 20. The first case is equivalent to the conditions of Lemma 17, for which we
already gave a simple proof.

Proof. Let t = u+ v and w € P_¢. For any ¢ such that u,.v; > 0, we have
wi+(u;+v;) €[0...5;]. Hence w; +u;, w; +v; € [min(w; +(u; + v;), w;), max(w; +
(ui+vi), wi)] C [0, L] Also, [(w; +u;)~(wj+v;)| = [uj —v;| = |uj|+|v;] < ;. As
u;j.v; <0and wj € [0...l;], this implies that either w; +u; or w; +v; € {0...1;],
that 1s either w + u or w + v 1s in T. Hence, F: = 0. Similarly, one proves that
Fg = 0.

We get as an immediate corollary the fundamental result, also generalizing the
one in [AB92]:

Theorem 21. Assume d = 2. Let (u,v) be a non-degenerated couple such that
dir(u) # dir(v). Then, u+v and u— v are invariance veclors.

Remark. It is interesting to see that the implication: dir(u) # dir(v) = u—v is an
tnvariance vector does not hold in higher dimensions. Also, improvement on [AB92],
and {GP92] as well, is that u and v need not be both simple.



4 Canonical Decomposition

The aim of this section is twofold. First, we define a generator notion for 2D patterns,
based on words. Second, we extend the primality notion to dimension 2. This will
allow to define minimal generators. These results are the basis for the next sections.
Notably, we will define a basic set of generators for I, (E,F), and characterize a
subpattern that generates P; also, we will characterize I as a subset of LE,F plus a
set of degenerated invariance vectors. Section 5 is devoted to the case where exist
non-colinear invariance vectors. In 6, we consider sets of colinear invariance vectors.
All results are grouped to get the pattern periodicities classification in 7, as well as
the maximal coverings in 8.

Definition22. A sequence S = {s;}1<;<s of primitive words is said a (L, §)-linear
. . q . J ._J- .
generator of a bidimensional pattern in direction i iff:

p((J = 1+ kb)e; -y + (~1)""'aey) = s;((a — kL) (mod [s;])] . (27)
If this equation holds out of a subpattern A, S is said a A-linear generator.

Intuitively, rows i, ¢ € {1...8} are linear concatenations of s; and row j + 6 is
equal to row j shifted by L. Notably, we have:

P((F — 1+ kb)eg =y + (1) taeg] = p((j — 1 + (k + 1)6)e; =y + (& — L)ey)

For example, in Figure 5, {abedefgh} is a (1, 1)-linear A-generator in direction 1,
where A is the union of the upper left and lower right corners. In Figure 4, {eac, fbd}
is a (2, 2)-linear generator in direction 2.

Clearly, any pattern has a trivial linear generator, where S is the set of its m rows
(or columns). We now consider the non trivial generators, as well as the minimal
generators characterization.

Proposition23. A pattern p has a non trivial linear generator iff it is monoover-
lapping, 1.e. iff it has a translation vector. More precisely, the sequence of primitive
words s; ts determined from the invariance vector Le; + 6ei;1 by:.

(g2 =4)/8) L—1 . li-1 .
k I—[Op((j—l-i-ké)ei;lﬂ—1)“1aei). H p((j—-l)ei;1+(—1)"1aei) = sf’
=1 a= a=0

(28)

Proof. The definition 27 implies that (—l)i'lLei+6ei;1 € I. Also, equation above
1s easily checked.

In 1D, minimal generators and periods are based on primality notion on words.
We first define a primality notion for invariance vectors in 26. Then, in Proposi-
tion 28, we establish a relationship between primitive vectors and minimal linear
generators.
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Fig.4. Fundamental parallelograms.

Definition24. Let (u, v) be a non-degenerated couple of invariance vectors.Define
1/;{'11,‘, on any fundamental parallelogram F Py v by:
Ovia—duv(a+e) (29)

Intuitively, when applying Y111 we follow a row j to the right, then jump to the
leftist element of F' P that is in row o(7), where o is defined by:

J — 3 —min{us,v2) (mod us + v2) (30)
More generally:
Proposition25. The shift functions YUl satisfy the fundamental property
@ (C) = 6(C + jey) (31)
Also, the sequences z(j) of i + 1-coordinates satisfy:

{r(j+1):x(j) if (C+ (J + 1)e;) = ¢(C + je;) + €5
z(j + 1) = o(z(y)) otherwise

where o is the permutalion:

J—J—min(u;z,,vi5) (modu;z; +vigy) (32)



In Figure 4, permutation in direction 1is ¢ : j — j — 2 mod 7. Hence o =
(1,6,4,2,7,5,3). Let us consider sequences p((¥{1)?(C) where C is the origin of the
parallelogram. Indices encountered are [(1,1);(4,6);...;(8,6)] (capital and under-
lined letters). Next positions (capital letters) are [...]. Notice that (¢!1)3)(C) = C
that is 36 is a period of ¥. Also, H?il[p((w[‘])j(C)] = (efabcd)®. Notice now that
1/)[;3] E+F has period 6, the length of primitive word e fabcd. To formalize this mini-
maiity property of (E, F), we state the definition:

Definition26. (u,v) is said p-primitive iff, in one direction ::
|FPy vl
3IceFPav: [ (¥ (C)ePw (33)
j=1

where PW is the set of primitive words.

Note 27. When ¢ is a cycle, property 29 is independent of the point C that was
chosen, as the circular permutation of a string is primitive iff this string is primitive.
Otherwise, we can chose any point C that belong to the same orbit. Using the
existence of a p-valid (u, v)-path, we also get independence on the parallelogram
chosen.

Proposition28. Let (u,v) be a primitive couple. Then p admits in each direction
i a (L;,6;) linear generator. Moreover, in each direction:

8; =u; Av;,
GCD(Js;]) = 52YL = min{k; ke; € Lu v}, (34)
L; = min{k; k(—l)i"le,‘ + 6,'ei_;1 € i}

Note 29. Computing the size of a parallelogram, we see that, when u and v lie in
the same direction, (L1, 6,) and (L2, §,) satisfy the relationship:

s=LiLa+ 6,62

Proof. o defined above is the product of §; cycles. Hence, ¥ has §; orbits of equal

length I—u'—*LI that define §; primitive words s;. ;From 27, we see that |s;| and

FPy vl
L_ULL are periods on each orbit. Hence, GCM(|s;|)e; and '—Tulllel are invariance

vectors Assume now that s = min{k;ke; € Lu v} ;é GCM([s;]). Then, exists S;
such that s # k|s;|. Iterating ¥ and using 27, one may rewrite

s = uv=vau

a contradiction with Conjugacy Theorem [Lot83]. Finally, by primality property,

FP . . . e e
! 6“ vl is equal to some s;, which achieves the proof of second equality in direction

1.

Also, by o definition and Property 31l,rows 1 and 1+ é have identical sets of
¢-images. That is, exists k such that ¢(C + ke, + dep) = C, which establishes that
{k; key + beq € f} is non empty, hence the existence of Ls. The same reasoning on
columns yields the existence of Lo.



In Figure 4, we have E = 2e; + 2e2,F = 2e; —e; and E+ F = 4de; + es.
Hence, 6; = 1,8, = 2. In direction 1, ¢y : j — j — 1 mod 3 is the cycle (1, 3,2). This
defines (small and underlined letters) the set S = {efabcd} associated to indices
[(1,1);(4,3):(5,3):(2.2):(3,2);(4,2)), and 6e, € I. Also, 4e; +e, € I, hence L, = 4.
In direction 2, 62 : j — j —2 mod 6 is the product of two cycles (1,5, 3)(2, 6, 4) asso-
ciated to the two sequences of indices: [(1,1);(5,3);(3,2)] and [(2,2); (4, 2);((4,3)].
They define the set S = {eac, bdf}. GCD(|s;|) = 3, and one can check that 3e; € I.
Here, e; + 2e5 € Iie. Ly = 1.

5 Non-colinear Invariance Vectors

We turn now to the case where non-colinear multiplicities occur. Basically, we show
that all non-degenerated invariance vectors are generated by a 2-set, as well as a
minimality property for the associated linear generators. We first state two technical
lemma:

Lemma30. Let {u,v} be a non-degenerated couple. Then T conlains at least one
fundamental parallelogram F Py . If T contains two of them, FPlllv and FP& v
any point i FP}  has a p-valid (u,v)-path to FP} . Additionally, if dir(u) #
dir(v), then any point in p has a p-velid (u, v)-path to FPyy.

Lemma31. Let p be a patlern admitting a non-degenerated couple of invariance
vectors u and v in different directions. Then ezists a primilive couple of invariance
vectors (E, F) such that any non-degenerated invariance vector belong to L .

Proof. We first prove the additive property:
V(1,j) € N?: ¢/*(C) - [¥(C) + ¥ (C) - Cl € Luv (35)

where C is the origin of the parallelogram. Let us set w = ¢/ (C)—¢(C), and rewrite
below, where computations are made modulo the elements of Ly v:

YH(C)=3'(C) = (@' HC+w) —p(¥'~HC) =9 " (C+w)+e — (¥ (C) +e)
=y C+w)-¢-Y(C) =...
=C+w-C =/ (C) -

IFPu vl

Wenote S =[], p[¢7 (C)), and s the associated primitive word. Then we have:

Vie N plptI*(C) = ply'(C)] . (36)

Let us show that the set of invariance vectors in F Py vy is the set {w;} defined
as:
wi =yl(C) - C=yll(C)-C (37)

Let w = w;. For any point a such that & + w € p, we have, by u and v-invariance

and Lemma 30:
pla + w] = p[¢(a + w))
pla] = p[¢(a)]



As ¢(¢(a) + w) = ¢(a), it is enough to prove w-invariance for points o in FPyy.
Defining | by equation:a = %/(C), we get, by ¢(a + w) = #I*I*/(C). Hence, using
36, we get pla + w] = p[¥!(C)] = pla].

Applying Theorem 21, all linear combinations of w;,u and v also are.

Now, let us consider a basis (E, F) of the lattice generated by {w;} and show
that it is primitive. By u, v, E and F-invariance, we have:

plduv(2)] = p[¢(E,F)(1‘)]
By 35, we also have u,v € L p. Hence, |[FPuv| = A|[FPgpl.A € Z and:

\FPu,vl MFPPE pl \FPE F
1 ewiv@l= I riép@n=1 I rlvpCl
1 1 1
which implies,
\"Pg, F!

I slvpp©les

1
Now, |FPg gl = k > |s| implies that *(C) has an image interior to FPg p. As
(E,F) Z-generates {w,}, this is a contradiction.

Finally, let us consider the case ugs Avy = 6, with § # 1. Then ¢ is the product of

8 cycles of equal length max(ua, v2)/8. This defines § words Hp YP(DY), where DV =
éu,v(C + jeyp). If the associated primitive words s; satisfy 8 = V|s;| < |F Py, v|/6,
they have § as a common period, and the set of invariance vectors in FPyyv is

{wi = (C,¢%**(C))}. If not, no invariance vector lies inside the parallelogram, and
the lattice basis is (u, v).

We are now ready to give an analytic expression of the border.

Definition32. Let (E,F) be any primitive couple. Assme, say, dir(E) = dir(E +
F) =i. Denote 6; = E; AF;, 0 = |F Pg p|. We define

Q= {(-)"" T + A hez U{(-1)"' Tei + AF) ez (38)

where F is the symmetric of F with respect to e;. Then:

Bgf= (NxeqSx) U (ﬂxeofi)
= Uxeo{w € T5(CH 7 - CH - x < w}

Lemma33. Let w be some translation vector, (E, F) be any primitive couple, F Pg g
be any fundamental parallelogram. Then:

¢(E,F)(P N Pw) # FP(E,F) &S we BE,F .

Proof. No vector w in BE, p satisfies ¢(w) = ((CH2 — CF) = (=1)i-! Fei).

We get as an immediate corollary the main result of this section.



Theorem 34. Let p be a pattern admilting a non-degeneraled couple of invariance
veclors u and v in different directions. Then ezists a unique fundamental basis
(E,F) € I? satisfying :

I :LEFﬂT
{1_i§BE,F . (39)

Moreover, (E,F) is p-primitive. Such a basis 1s said the canonical basis.

Remark. The unicity properties follow from the unicity conditions for fundamental
basis defined for elliptic functions. Properties of such a basis, and algorithms to derive
them, may be found in [Lan87, Val91]. Intuitively, (E, F) represents the “smallest”
invariance vectors, and defines set of sequences Sg and Sp that repeat indefinitely
in the pattern.

Proof. It is enough to show that an invariance vector w is in L(E,F)' More precisely,

p N pw contains the linear generator {s;}.

From our assumptions, exists C in P N Py that relies on the lattice. We work
on the ¢ pimages in FPg p. We define (I,7) by: C+w = Y!(C) and jls| < I <
(7 + 1)|s|, and we may rewrite:

M vy = (O w(© =
ilsl Hflzll '(/)‘(C) I_I)}:-HSI_I 1/)‘(0) - a.s

where a is the prefix of s of length k — j|s|. By Conjugacy Theorem [Lot83] and s
primality, a is some power of s, hence is the empty word. Hence, w relies on Lg .

Note 35. Reasoning as in [GO81], one may prove that one can always exhibit a binary
linear generator such that w is an invariance vector. '

Corollary 36. In each direction, the set of linear generators associated to non-

degenerated invariance vectors admits a minimal element: the linear generator asso-
ctated to the primitive fundamental basis.

We provide below a few easy results when basic vectors are not simple, that we
believe useful for algorithmic purposes.

Proposition37. With the notations above , if E and F are non-simple, then:
G={(E,F)} .
Notably, ((E, F)) is unique, I has no simple vector in the direction of E and F.

If a simple vector E belongs to such a basis, it belongs to any other fundamental
basis.



Proof. There is no simple vector, as such a vector would be interior to FP(E F)
Also the condition E + F € P implies that one and only one among the two has its
second (respectively first) coordinate greater than 2. Then, choose Z such that Z,

be maximal. As:
F, <%,

F, % FEFPE,Z
E, 7

IV IA

which is a contradiction.
A similar reasoning yields the unicity of a simple vector.

We turn now to the case of an invariance couple with vectors in the same direc-
tion.

Theorem 38. Let p be a pattern admitting a non-degenerated couple (u,v) such
that dir(u) = dir(v). Then, exists a unique fundamental basis (E,F) such that:

(i) the set of non-degenerated invariance veclors satisfies:
I ¢ LgpnT.
More precisely, erists (a;,a3) € N*? such that:
I= {u€LE R} NToya - (41)

where Ty, o, = {u € T; |ur| > ay, |uz| > a2}.
(i) The set of degenerated invariance vectors is a subset of BEg F-

Moreover, (E, F) satifies property 33 for any fundamental parallelogram included in
T —Totaz

Proof. As u+ v € T, P contains fundamental parallelogram F Py v in the origin,
and we may define ¥ on it. For a sake of clarity, assume again that § = 1. The word
S =1TJ; ¥/ (C) defines again a single primitive word s, and we get as before to a
canonical basis (E, F). Remark that E and F are not invariance vectors on P, but
only out of Fy_vy. Still, weaker property (i) can be established. We know from the
reasoning above that non-degenerated vectors lie on Lg, g while degenerated ones
belong to BE,F' Now, 41 is trivially achieved with the assumptions of the previous
theorem with a; = a; = 0. Assume now that u — v € I. The s repetition must be
interrupted somewhere at some points in Fy_v. Then, any point w € Lg p is not
in I iff Pw includes such a point. Fyy_v i1s made of two non-connex parts adjacent
to segments < C!,C? > or < C3,C* >. We set a; (respectively a;) the highest
first (respectively second) coordinate of such points in the first (respectively second)
part.

Note 39. As stated in [AB92], all basic sources “radiate” from the same corner.
The equidistribution appearing on the figures of that work is now precised. Only
points falling in a canonical segment (bolded characters in Figure 5) define actual
periodicities. The other ones (italic characters) do not, due to the intersection of the
shifted copies so-defined with the free zone. In our Figure, all points on that segment
define periodicities, but this is not general).



bgcdefghabcde
cdbcdefghabcd
ghabcdefghabe
fghabcdefghab
efghabcdefgha
defghabcdefgh
cdefghabcdefg
bcdefghabcabg
abcdefghabacd

Fig.5. Radiant biperiodic pattern

Note J0. Again, the set of linear generator admits, in each direction, a minimum.
This minimum does not necessarily belong to the set. This minimal periodicity search
appears very closed to the problem of finding the generator of the intersection of
ideals over Z.

Note {1. In an independent work, [GP92] proved point (i) of Theorem, when exists
a basis of simple invariance vectors.

6 Colinear Invariance Vectors

From the definition of an invariance vector, it appears that S (or Sg) is a generator
of the pattern, as:

weP&IteSh,IkeZ: w=t+ku. (42)

Then, p(w) = p(t). A similar property holds for S;. We want a minimal repre-
sentation of generators. We define characteristic parameters for a set of colinear
invariance vectors. Then, in Theorem 43, we characterize positions of sources. We
prove additional constraints and results in Corollary Finally, in Proposition 46, we
characterize border effects.

Then, we address the case when two non-colinear invariance vectors exist, and
show that the generating strip reduces to a (linear) word. We state below the asso-
ciated definitions:

Definition42. Let A be a set of colinear invariance vectors. A vector v in A is said
minimal iff the only solution in I of

v=kw, ke Z (43)

is v itself.
The pseudo-period associated to A is

u=GCD{v;v € A} = GCD{v;v € A, v minimal} (44)
The quasi-period associated to A is

u=GCD{v;ve A} =GCD{v;v € A, v minimal and simple} (45)



A vector u 1s the period of Aaff
{kwske Z}NnT =4 (46)

Theorem 43. Let A be a sel of colinear vectors. Then any quasi-period is a multiple
of the pseudo-period u. Two cases may occur:

(i) A has some period u. This case occurs iff it has only one minimal element, u.
This period also is the pseudo-period as well as the unique quasi-period.

(it) A is quasi-periodic, but has no period. This occurs iff A has several minimal
elements.

Then, erists A} < ...< Ap = A, a sequence (§;) and a sel {y;} such that:

Aru are simple
Hiua are not simple
GCD(/\], ey /\,) = (S,'
A= {vhu;ve N YUE, {(Ai +vé)u;v € N YU {pu}
and & is the quasi-period.
Proof. Let us prove (i). It is clear that condition 46 implies the unicity of the
minimal element. The reverse is true, as, from Lemma vectors also are in I. Also
such u satisfies pseudo-period definition, as well as quasi-period definition.

Let us prove (ii). Assume now that exist two minimal elements. Note w =
GCD{v;v € A,v simple}. Minimal elements are defined as a sequence (\;)w. Let
A; = min(};) and A2 = miny, 5, A;. Then for any k € Z, dow + k(Ay — M))w € 1.
To prove it, consider any point a such that a + A2u + k(A2 — A\))u € p . Then, by
convexity, we have:

a+dut(k=1)(As=Mu€pat+(k-DA—M)uep
Hence:

plo+ Azu + k(A2 = X)) = pla+ k(A2 = An)u] = pla+ dou + (k= 1)(A2 — A)u)
=... =P[a+/\1u]=p[a]

Remark. In 2D, the pseudo-period is not always a period.

Corollary 44. Given a set (A\;u) of colinear invariance vectors, the sequence (|X; —
Ai1]) is decreasing.

It is also of interest to determine conditions, notably arithmetic conditions, on
colinear invariance vectors in order to have a period. We first have, from the previous
section:

Corollary 45. Assume p 1s biperiodic. Let A be a sel of colinear invariance vectors.

(i) If p is lattice periodic, then the quasi-period is in I.
(i) If p is radiant periodic, then either the quasi-period s in I, or

A={(A+véu;v € N}n{pu}



Finally, we state:

Proposition46. Let Ay be the set of invartance vectors colinear to some vector u.
Let (Aiu)i<ick, k > 2 be a subset of Au such that:

{GCD(/\i ) =r

(Ae+Mr—lueT (47)

Then ru is an invariance vector out of DZ(x, 42, _,—1)u-

Proof. Let w be a translation vector. Assume w & DZ(x, ya,_, —1)u, 53y W + (A +
Ak—1—1)u € T. We define the mapping o : {0,...,(Ae + A1 = 1)} = {0, ..., (A +
Ae—1 — 1)} by o(j) = j+ Ak-1  (mod Ap). o is a cycle of length Ag + Ax_;. More
precisely, let I = (Ag + Ae—1)/Ae — 1. Then, for any i € [0...r — 1]:

{6",0<j<r} = {n0<n < (M+Ais1—1),n (mod Ai_1) = —idp  (mod Ae_y)}

Hence, we have a p-valid (Ai_ju, Agu)-path form w to himself including {w +
Aru}o<a<(An+rue; —1)ru, Which achieves the proof.

Corollary 47. If condition 47 is satisfied by the set of minimal elements, thenr = 1
and u is a quasi-period of Ay.

To summarize, we have been able to characterize the set of sources in the general
case, and to point out the simplification that occurs when exists a non-degenerated
invariance couple. Also, we have characterized the borders -i.e. dead zones- that
prevent form the existence of a period. Corollary 44 is also proved in [GP92].

7 Periodicities and Coverings Classification

We are now ready to give our classification of periodicities and coverings.

Definition 48. We classify periodicities in three classes. A pattern is:

(1) non-periodic: neither non-degenerated nor simple invariance vectors.

(2) monoperiodic: all invariance vectors are degenerated, and exists one simple
vector. Let u be the pseudoperiod.

(3) biperiodic: exist one non-degenerated invariance couple. It divides into two
subclasses:
(a) lattice periodic: p admits a fundamental basis of invariance vectors
(b) radiant periodic: all non-degenerated invariance vectors are in the same

direction.

We will discuss in 8 the relationship to the definition the relationship to [AB92]
classification. Lattice, radiant and line periodic patterns as defined in [AB92] are
lattice biperiodic , radiant biperiodic and monoperiodic according to our classification.
Our non-periodic patterns form a strict subset of [AB92] non-periodic patterns. Also,
when p has a unique invariance couple, (u, v), none being simple, it is biperiodic in



our classification. Depending of the invariance or not of u — v, it is either lattice or
radiant periodic.

But our proposed classification takes into account all periodicities (e.g includes
degenerated periodicities), which is essential to a space covering classification. Also,
it allowed a full characterization of the relative position of sources (see above).
We consider three classes instead of the 4 in [AB92, GP92). As a matter of fact,
lattice and radiant periodicities share the major property of the existence of a non-
degenerated couple, with, consequently, a minimal linear generator. Difference ap-
pear minor, i.e. proceed from border effect. Also, this reasoning allows to classify
biperiodic patterns with non simple vectors in the fundamental basis. Finally, this
generalizes to higher dimensions.

To study the maximal coverings, we will need a second classification. That is:

Definition49. A pattern is k-self overlapping if it may overlap with himself on
exactly k directions.

As integer k ranges in [0,29-'], this determines 29~! + 1 classes. In dimension 2,
more precisely studied in this paper, we get:

Definition50. We classify 2-dimensional patterns in 3 disjoint classes:

(1) A pattern is non-overlapping iff it has no invariance vector.

(2) A pattern is mono-overlapping if all its invariance vectors lie in the same direc-
tion.

(3) A pattern is bi-overlapping iff exist invariance vectors in both directions.

8 Maximal Coverings Classification

We classified the possible coverings as a function of the number of directions where
the pattern p may overlap. Also, all periods, including the “degenerated” ones are
to be taken into account. Our study of maximal coverings relies on the fundamental
notion of mutual consistency of overlapping copies of p.

Definition51. Given a pattern p and two vectors u,v in P, two sets Py and Py
are said mutually consistent iff:

w € PyNPy = p(w—u)=pw-v) (48)

Intuitively, this means that whenever a copy of p is shifted by u and v, the two
copies can coincide in the text. Remark that, whenever PyN Py = @, Py and Py are
mutually consistent. We get the following lemma, easy to prove, but fundamental
for algorithmic issues [BYR90, NR92):

Lemma 52. Given a patlern p, let u and v be {wo invariance vectors. Py and Py
overlap iff u—v € T. Also, two overlapping sets Py and Py are mutually consistent
ff u — v 1s an invariance vector.



Proof. 1t is enough to remark that two copies of p shifted by u and v overlap between
themselves as p and a copy shifted by u—v. That is, mutual consistency is equivalent
to have u — v as an invariance vector, or to have Py N Py = 0.

The following theorem steadily follows:

Theorem 53. Let P, Py, Py be three overlapping copies of a pattern. They are mu-
tually consistent in either one of the three cases (and no other):

(a) p is lattice periodic. Then u and v lie on the canonical lattice with its origin in
a corner of p. }

(b) p is radiant periodic. Then u and v form a monotonic I-path.

(¢) p is monoperiodic. Then, u,v € L, G sG where G is the pseudo-period, and
aG, G are two minimal elements.

We first state the definitions:

Definition 54. Given S a set of vectors in the same direction, all positive or all
negative, a S-overlapping sequence is a set of copies (p;)ies of p, such that two
copies p; and p;4 are shifted by some vector x in S.

A S-diagonal covering is a tiling of S-overlapping sequences.

A (u, v)-lattice covering is a set of interleaved u-overlapping sequences where two
neighbouring sequences are shifted by v. Given a pattern p, it is regularifu+v € T,
else it is said extended.

These coverings are presented in Figure 8 (a), (b), (c) and (d).
It follows from Theorem 53:

Theorem 55. A mazrimal covering of the 2-dimensional space by a patiern p is
either of the three following.

(1) tiling,
(2) S-diagonal covering, where S is a set of invariance vectors.
(3) (u,v)-lattice coverings, where (u,v) is a basis of the canonical lattice.

Additionnally, p has a mazimal covering in class I iff p is in overlapping class I.
Also, only lattice periodic patterns have regular latlice coverings. Finally, elements
in S satisfy minimality condition: |Px N P| = min{{Pu N P|}.

Remark that extended lattice coverings are an extension of the covering notion,
where some “holes” appear in the representation. Nevertheless, this is pertinent for
algorithmic issues as it allows to determine the maximum number of occurrences
of a given pattern. (This number may not be given by the maximal covering, when
degeneracies appear). This parameter is clearly related to the worst-case complexity.
This is extensively studied in a companion paper [NR92]. Notably, one proves a
complexity 1.n for non-overlapping patterns and a complexity a.n,a > 1 for bi-
overlapping patterns. We believe that the refinements of periodicity classification
presented here will allow to extend the results to mono-overlapping patterns.

Finally, note this covering classification follows from our overlapping classifica-
tion in Definition 50, while it is “orthogonal” to the one in [AB92], and to our

7 .
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(a) Tiling. (b) Diagonal covering.
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(c) Regular lattice covering. (d) Extended lattice covering.

Fig. 6. Four classes of coverings

periodicities classification as well. Class 3 contains patterns with periods in two di-
rections. A radiant periodic pattern (periodicity class (3)(b)) with its pseudoperiods
in some direction ¢ lies either in class (3) (with an extended lattice covering) or in
class (2). This depends of the existence (or not) of a degenerated invariance vector
in the other direction. In any case, its maximal covering is a diagonal covering (class

(2):

9 Conclusion

We exhibited here the relationship between the periods of a pattern and the possible
space coverings by the same pattern. This is relevant both to the derivation of the



theoretical complexity of d-dimensional pattern matching and to algorithmic issues.
Notably, combining the duel paradigm with knowledge on periods should improve
average and worst-case complexity of pattern matching. This is treated in a compan-
ion paper. We proved here that a periodic pattern is generated by a subpattern, and
exhibit the subpattern as well as the generating law. This considerably refines and
achieves the previous classification by [AB92] and allows for a classification of space
coverings. Additionnally, it provides tools for a generalization to any dimension. No-
tably, the number of periodicity classes appear linear in the dimension. Finally, it
provides knowledge to derive efficient pattern preprocessing.
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