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PERTURBED OPTIMIZATION IN BANACH SPACES I: A GENERAL
THEORY BASED ON A WEAK DIRECTIONAL CONSTRAINT
QUALIFICATION

OPTIMISATION AVEC PERTURBATION DANS LES ESPACES DE
BANACH I: UNE THEORIE GENERALE BASEE SUR UNE
CONDITION DE QUALIFICATION DIRECTIONNELLE FAIBLE *

JOSEPH FREDERIC BONNANS! AND ROBERTO COMINETTI!

Abstract. Using a directional form of constraint qualification weaker than Robin-
son’s, we derive an implicit function theorem for inclusions and we use it for first
and second order sensitivity analysis of the value function in perturbed constrained
optimization. We obtain Holder and Lipschitz properties and, under a ne gap condi-
tion, first order expansions for exact and approximate solutions. As an application,
differentiability properties of metric projections in Hilbert spaces are obtained, using
a condition generalizing polyhedricity. We also present in appendix a short proof of
a generalization of the convex duality theorem in Banach spaces.

Résumé. Sous une condition de qualification directionnelle plus faible que celle
de Robinson, nous obtenons un théoréme de fonctions implicites pour des inclusions.
Celui-ci permet une analyse au premier et au deuxiéme ordre de la fonction valeur du
probléme perturbé. Nous obtenons des estimations de variation et, sous une hypothése
d’écart nul, le développement du premier ordre des solutions exactes et approchées.
Une application a la différentiabilité de la projection sur un convexe d’un espace de
Hilbert est présentée, sous une hypothése généralisant la polyédricité. Une preuve
courte d’un théoréme général de dualité dans les espaces de Banach est présentée en
annexe.

Key words. Sensitivity analysis, marginal function, approximate solutions, directional con-
straint qualification, regularity and implicit function theorems, convex duality.

AMS subject classifications. 46A20, 46N10, 4TH19, 49K27, 49K40, 58C15, 90C31

1. Introduction. This paper is the first of a trilogy devoted to sensitivity anal-
ysis of parametrized optimization problems of the form

(P.) n}in{f(z,u) :G(z,u) € K}

where f and G are C? mappings from X x IRy to IR and Y respectively, X and Y are
Banach spaces, and K is a closed convex subset of Y.

While the theory is fairly complete in the case of finite dimensional mathematical
programming, that is, optimization problems with finitely many equality and inequal-
ity constraints, the sensitivity of perturbed optimization problems in Banach spaces
is still being developed. Just to mention a couple of recent works related to this topic,
see for instance (3, 8, 9, 10, 16, 18, 23] and references therein.
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2 J.F. BONNANS AND R. COMINETTI

Looscly speaking, the assumptions which support a complete sensitivity analysis
of the value function and optimal solutions are: uniqueness of the optimal solution for
the unperturbed problem, constraint qualification, existence of Lagrange multipliers,
and second order sufficient optimality conditions.

Concerning constraint qualification, the standard assumption is Robinson’s gen-
eralization [20] of the Mangasarian-Fromovitz condition [17]). Following the lines of
previous works in mathematical programming [2, 5, 11, 12], in this paper we show
that sensitivity analysis is still possible under a weak directional form of constraint
qualification which takes into account the nature of perturbations. This condition is
used to derive a generalization of Robinson’s implicit function theorem for systems
of inequalities which, in conjunction with a strong second order sufficient condition,
allows us to obtain first and second order upper and under estimates of the marginal
function. When these two estimates coincide (we give some sufficient conditions for
this) the first order sensitivity of approximate optimal solutions of (P,) is obtained.

Our second order expansion includes a term which takes into account the possible
curvature of the boundary of K, and which does not appear in the classical setting of
mathematical programming where K is a polyhedral set. This curvature term, studied
in [9, 15] in the context of second order necessary conditions (see also the previous
work [4]), leads to a generalization of the notion of polyhedric sct and to new results
on differentiability of metric projections onto convex sets in Hilbert spaces.

We observe that in the case of the trivial perturbation f(z,u) = f(z,0) and
G(z,u) = G(z,0) for all u, the directional constraint qualification reduces to Robin-
son’s condition, and our upper estimates to the necessary optimality conditions ob-
tained in [9]. Similarly, from our underestimates one can easily derive (new) sufficient
conditions for local optimality.

When the strong second order condition fails, and particularly when the set of
Lagrange multipliers is empty, we know that directional differentiability of solutions
and of the marginal function may fail [5]. It seems that the directional constraint
qualification considered in this paper is too weak to obtain a satisfactory sensitivity
analysis in such cases. This motivates a strenghtened form of directional qualification,
which is the subject of Part II of this work.

Finally, in Part III we study the application of both theories to semi-infinite
programming, that is to say, optimization problems with .X' finite dimensional and
infinitely many inequality constraints. In that case there is a gap between the upper
and lower estimates so that we will fill this gap by computing sharper lower estimates.

We denote the feasible set, optimal value, and solution set of (Py) as

F(u) = {reX:G(2,u)€ R},
v(u) = inf{f(x,u):z € F(u)},
Su) = {z€F(u): flz.u) =v(u)}.

Similarly, given an optimization problem (P) we denote F(P). v(P) and S(P) its
feasible set, optimal value, and optimal solution set respectively.
The set of Lagrange multipliers associated with an optimal solution z € S(u) is

Au(2) = {A €Y : X e Nk(G(z,u)), Lo(x. A, u) =0}

with Y= denoting the dual space of ¥, Nx(y) the normal cone to i at y, and £ the
Lagrangian function

Llz, A u):= f(z,u)+ (N G(x u)).
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For the rest of this paper we assume v(0) finite and S(0) nonempty. We also con-
sider a fixed optimal solution zp € S(0) and we denote Ap := Ap(zg) the corresponding
set of multipliers.

Finally, we recall the definition of the first and second order tangent sets

Tk(y) = {h €Y : there exists o(u) such that y + uh +o(u) € K},

1
TZ(y,h) = {k €Y : there exists o(u?) such that y + uh + Euzk +o(u?) € K}.

Throughout this paper o(u) and o(u?) will be used freely to denote any terms
which are negligible compared to u and u?. Similary, O(u) and O(u?) denote terms
of order u and u’.

2. Upper estimates of the value function. We are interested in sensitivity
analysis of (Py), that is to say, the study of differentiability properties of the optimal
value function v and the optimal (set-valued) map S. To this end we consider the
linear and quadratic approximating problems,

(2) min{f'(z0,0)(d, 1) : G'(20,0)(d, 1) € Tk (G(z0,0))},
(Q) min{v(Lq): d € S(L)},
(La) min{f;(zo,0)w + ®;(d) : G;(z0,0)w + Pc(d) € Tk (d)},

where we have set

®;(d) = f(x0,0)(d,1)(d,1),
da(d) = G"(x0,0)(d, 1)(d, 1),
T2(d) = TZ(G(zo0,0),G'(z0,0)(d,1)).

The motivation for these approximating problems is the following.

We say that u — z, is a feasible path if z,, € F(u) for u > 0 small enough, and z,
tends to 2o when u | 0. Suppose that we have a feasible path of the form z,, = zo+ud+
o(u). A first order expansion gives G(xy,u) = G(z0,0) + uG’(20,0)(d, 1)+ o(u) € K
so that d is feasible for (L), and also

(1) v(u) < f(zu,u) = v(0) + uf'(20,0)(d, 1) + o(u)
suggesting that v(u) < v(0) + v v(L) + o(u).

Similarly, if d € S(L) and z4 = zo+ud+ };u?w-ko(u?) is a feasible path. a second
order Taylor expansion of G(z, u) shows that w € F(Ly4), and

12) v(u) < f(zy,u) =v(0) +uv(L) + -(l;u"’[f;(.ro, 0)w + ®4(d)] + o(u?)

so we may expect v(u) < v(0) + uv(L) + 12 v(Q) + o(u?).

To prove these upper estimates it suffices to show that each d € F(L) admits an
o(u) correction such that zg + ud + o(u) € F(u), and similarly that each w € F(Ly)
admits an o(u?) correction such that xo + ud + Su?w + o(u?) € F(u). The existence
of such corrections may be established by using~ Robinson’s regularity theorem [20,
Thm. 1] which is based on the constraint qualification condition

(CQ) 0 € int [G(zo,0) + GL(x0,0)X — K.
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However, this condition does not take into account the specific form of perturbations
so that, loosely speaking, it will work uniformly no matter what type of perturbations
are being considered. We shall rather use the following refinement of Robinson’s
regularity theorem proved in Appendix B at the end of the paper, and which allows
us to discriminate those perturbations for which sensitivity analysis can be carried
out.

THEOREM B.5. Let us assume the directional constraint qualification

(DCQR) 0 €int [G(20,0)+ G'(20,0)X x (0,00) -~ K].

Then, for each trajectory r, = zo + O(u) there exist constanis ¢ > 0,up > 0 and a
second trajeclory y, such that G(y,,u) € K and

lyu — zull < ¢ d(G(zy, u), K)

for all u € [0, ug).
It may not be apparent that (CQ) implies (DCQ). To see this we remark (see
Appendix B) that the latter is equivalent to

(DCQ) 0 € int [G(z0,0) + G'(z0,0)X x [0,00) — K].

PROPOSITION 2.1. Suppose (DCQ) holds. Then limsup,,|o{v(u)—v(0)}/u < v(L)
and when v(L) > —oo we have the first order upper estimate

3) v() < v(0) + u v(L) + ofu).

Also, limsup,, | 2[v(u) = v(0) —u v(L)]/u? < v(Q) and when v(Q) > —oo the following
second order upper estimate holds

(4) o() € 0(0) + u o(L) + 30 (@) + o(u?).

Proof. Let d be feasible for (L). Applying Theorem B.5 with z, = zg + ud we
find a feasible trajectory y, such that [ly, — zu|| < ¢ d(G(zu,u), K) = o(u). Then
Yu = Zo + ud + o(u) and the first order estimate follows from (1).

To prove the second order estimate, let d € S(L) and w € F(L4). Applying
Theorem B.5 with z,, = zo+ud+%u2w we get a feasible trajectory y, with ||y, —z4]| <
c d(G(zy,u), K) = o(u?). Then y, = z0+ud+%u2w+o(u2) and the conclusion follows
from (2). O

The above upper estimates are only meaningful if v(L) < 400 and v(Q) < +oo.
Let us then prove,

ProrosITION 2.2. Assuming (DCQ) we have v(L) < +0o. Moreover, in this
case v(Q) < +oo if and only if there exists d € S(L) such that TE(d) # ¢.

Proof. Using (DCQ) we may find t > 0 and d € X with G'(z0,0)(d,t) € K —
G(z0,0). Then d/t is feasible for (L) and consequently v(L) < +o0c.

Clearly v(Q) < +o0o0 requires T5(d) # ¢ for some d € S(L).

To prove the converse we fix k € T2 (d) so that, according to [9, Prop. 3.1],

(5) k + R4 [Tk (G(z0,0)) — G'(20,0)(d, 1)] C TR (d).
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Using (DCQ) we find g > 0 with plk — ®5(d)] € G(20,0) + G'(26.0).X x (0,00) — I,
and then for some > € X" and ¢ > 0 we get
1.
ds(d) € k+ ;[1\ — G(x0,0) — G’(l‘o. 0)(:, ?)]

: _ntd + ,l,m-(c(m. 0)) = 1G"(20. 0)(d, 1)].

€ k- G;(l‘o. 0)
Letting w := (= — td)/p¢ and using (5) we deduce
t
Go(x0,0)w + Pg(d) € k + ;[T;\-(G(ro, 0)) = G'(20,0)(d, 1)] C TE(d)

proving that (Lg) is feasible and then v(Q) < v(L4) < +00. 0

3. Differentiability of the value function and sub-optimal trajectories.
In order to find lower estimates of the cost and sufficient conditions for the exis-
tence of the right derivative v/(0), we use convex duality theory to get the following
characterization for v(L).

PRrRoPOSITION 3.1. Assume (DCQ). Then v(L) = v(D) and S(D) # ¢, where

(D) max{L,(z0,A,0): A € Ao}.

Moreover, v(L) > —oc if and only if Ag # ¢, 1n which case S(D) is a nonempty weak*
compact subset of Ao.

Proof. This is a consequence of the convex duality theorem of Appendix A,
Theorem A .2, applied to problem (L) with the perturbation function

f'(x0,0)(d, 1) if G'(x0,0)(d, 1)+ y € Tk (G(x0,0))
+00 otherwise.

od) = |
Indeed, from (DCQ) we get
Y Tk (G(z0,0)) — G'(x0,0)X x (0,00)

IR+ U [TK(G(Jfo, O)) - GI(IOs O)(dv 1)]1
de X

so that IRy | J,;dom ¢(d, ) = Y and Theorem A.2 can be used to deduce

(6) (L) = —m/\incp'(O,/\).
A straightforward computation shows that

~Li(z0,X,0) if A€ Ng(G(20,0)), Loz, A, 0) = z"
400 otherwise,

s

which combined with (6) yields the desired conclusions. O

We state our next results using sub-optimal paths: we say that z, is an o(u)-
oplimal trajectory if it is a feasible path and v(u) = f(z,, u) + o(u).

Existence of o{u) and o(u?) optimal paths requires finiteness of v(u). Conversely,
when the latter holds, one may always find o(u) or o(u?) approximate solutions of
(Py). The fact that these paths do converge to zp as u tends to 0 can be proved in a
number of particular situations (see for instance [6, 11]).
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In addition, we shall either assume Holder and Lipschitz stability of these sub-
optimal paths (these assumptions will be discussed in §6) or we shall suppose that
problem (Pp}) is convex in the sense that for all y € K and A € Nk (y), the mapping
L(-,A,0) is convex. The next result, under the convexity assumption, extends the one
given by Gol’stein [13].

ProPOSITION 3.2. Suppose (DCQ) holds, there exists an o(u)-optimal trajectory
zy, and that either (Pp) is conver or z, = xo + o(\/u). Then v is right differentiable
at 0 with v'(0) = v(L). Moreover, when Ao # ¢ we have

v(u) = v(0) + u v(L) + o(u).

Proof. If Ag = ¢ we have v(L) = —oco and the result follows immediately from
Proposition 2.1. Otherwise, by Proposition 3.1 we may take A € S(D) C Ap so that

v(u) —v(0) = flzu,u)— f(ze,0) + o(u)
> L(zy,A u) = L(z0,A,0)+ o(u).

Since L (z0,A,0) = 0, when (FPp) is convex we get L£(xg,A,0) < L(zy,A,0) and
when z, = 29 +o(y/u) a second order expansion gives L(zg, A,0) = L(zy, A, 0)+o(u).
In both cases we obtain

v(u) — v(0) > L{zu, A, u) — L({zy, A, 0) + o(u)
and, since z, tends to zo, we deduce

v(u) — v(0)
u

lim inf > L,(z0,2.0) = v(D) = v(L),

ul0
which combined with Proposition 2.1 yields the desired conclusions. O

As a further consequence we establish a relation between the solution set S(L)
and the right derivatives of sub-optimal trajectories.

ProrosiTioN 3.3. With the assumptions of Proposition 3.2 we have,

{a) S(L) is the sel of all weak accumulation poinis of {(xy — x0)/u, where zy

ranges over all possible o(u)-optimal trajectories.

(b) If S(L) # ¢ then there exists an o(u)-optimal trajectory such that r, =

zo 4+ O(u). The converse holds if X is reflexive.

(c) If zy is chosen as in (b) then Ay(zy) is uniformly bounded for u small. More-

over, if Ay € Ay(zy) then every weak* accumulation point of A, belongs to
S(D).

Proof. (a) Let z, be an o(u)-optimal trajectory and ur | 0 be such that (z,, —
zo)/ur — d. Then we have [G(zy,,ux) — G(zp,0)]/ur — G'(z20,0)(d,1) and since
Tk (G(z0,0)) is weakly closed we deduce G'(z,0)(d, 1) € Tx{(G(20,0)) proving that
d € F(L). Similarly, [f(2u,. ux) = f(x0,0)]/ur — f'(20.0)(d, 1) and then

v(ur) = f(@u, ) + o(ur) = v(0) + ug f'(20.0)(d, 1) + o(us ),

so that Proposition 2.1 implies f'(x0,0)(d, 1) < v(L) which shows d € S(L).
Conversely, let d € S(L) and apply Theorem B.5 to the trajectory z, = zg + ud
in order to find y, = 29 + ud + o(u) € F(u). Proposition 3.2 then implies

Sy 1) = f(20,0) + uf'(20.0)(d, 1) + o(x) = v(0) + « v(L) + o(u) = v(u) + o(u)
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proving that y, is an o(u)-optimal trajectory with (y, — z¢)/u — d (notice that the
limit can be taken in the strong sense as well).

(b) The argument developed in (a) shows that S() # ¢ implies the existence of
o(u)-optimal trajectories with z, = zo + O(u). Conversely, if such a trajectory exists,
then by reflexivity we may find a sequence u; | 0 such that (z,, — zo)/ux converges
weakly. ;From (a) the limit belongs to S(L) which is then nonempty.

(c) Let A, € Ay(xy) and select r, € By with ||A,||/2 < (ry, —Ay). iFrom relation
(17) in Lemma B 4, for all u small enough there exist d, € Bx and k, € K such that

uery = G(zy, u) + umGl(zo,0)dy - ky

where € > 0 and m > 0 are given constants. Taking the product with —A, we get

Sl S mlh, Gilzo, 0)du)
< mllGy(20,0) = Gieu, wlliINull + m(Au, Gl w)dh)
< FlAll - mfi (e, w)d
< 5l + m(l (o, Ol + 1)

for u small, and the desired uniform bound on A,(z,) follows.
Now, let A := limy A,, be a weak* accumulation point of A, where u; | 0. Then

Vye K (A, y — G(x0,0)) = li{n(/\uk,y = G(zy,,ur)) <0,
VdEX  Li(z0,),0)d = lim Ly, My, ue)d = 0,

proving that A € Ag = F(D). To show ) is also optimal for {D) we observe that

v(u) < fzu,u)

f(zu, u) — (M, G(20,0) = G(zy, u))

v(0) + L(zy, Ay, u) = L(z0, Ay, 0)

v(0) + uLly,(zo, Au,0) + o(u + ||z4 — ol])-

A

Dividing by u and passing to the limit in the subsequence u; we get £, (zo,A,0) >
v’(0) = v(D) so that A € S(D). O
REMARK. In part (a) above we have also shown that S(L) is the set of all strong
limits of differential quotients of the type (z4, — zo)/uy with u; | 0, and even the set
of continuous strong limits
d :=lim Tu ~ %0 ,
ul0 U

where now z, ranges over all o(u)-optimal trajectories for which this limit exists.

4. Second order expansion of the value function. In this section we supple-
ment. Proposition 2.1 by deriving second order lower estimates for the value function.
The next simple result shows that (4) is a sharp bound.

ProPosSITION 4.1. Suppose (DCQ) holds and assume there erists an o(u?)-
optimal path z, which admits an expansion of the form x,, = :co+ud0+%u"’wo+o(u3),
Then do € S(Q). wo € S(Lg,), and we have )

v(u) = v(0) +u (L) + %u? v(Q) + o(u®).
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Proof. Propositions 3.2 and 3.3(a) imply v'(0) = v(L) and dy € S(L). On the
other hand, a second order expansion of G(zy,u) shows that wq € F(Lg4,) and also
v(u) f(zu,w) + o(u?)

f(x0,0) + uf'(z0,0)(do, 1) + %Ug[f;(zo, 0)wo + ®4(do)] + o(u?)

v(0) +uv(Ll)+ %uQ[f;(xo,O)wo + ¢ (do)] + o(u"’),

which combined with Proposition 2.1 gives the desired conclusions. O

Unfortunately this result is of more theoretical than practical interest since we
must ensure a priori the existence of a second order expansion of z,. While it is
possible to find conditions giving a first order expansion (see §6), we dispose of no
analog for the second order case. To overcome this difficulty we tackle the second
order lower estimates using duality theory as was done in the previous section for the
first order. Let us then dualize problem (Lg).

PROPOSITION 4.2. Suppose (DCQ) holds. Then v(Lg) = v(Dg) where

(Dg) max{L"(zo,A,0)(d, 1)(d,1) - a(A, TZ(d)) : A € S(D)},

and o(X, TE(d)) := sup{(A, k) : k € TZ(d)} is the support function of T3 (d). More-
over the solulion set S(Dy) is nonempty.

Proof. The case T (d) = ¢ being trivial we shall assume TZ(d) # ¢ (notice that
in this case d € F(L)). Let us consider problem (L4) with the perturbation function

fo(z0,0)w+ B;(d) if GL(zo,0)w + Bo(d) +y € TE(d)

400 otherwise.

o=

To apply Theorem A.2 we must check that IRy (J,, dom ¢(w, ) =Y. To this end
we fix k € T(d) and we use property (5) to get

Udom ¢(w,) = Tk(d) = Gi(z0,0)X - ®6(d)
> k+Tk(G(20,0) = G'(20,0)X x (0,00) ~ ®g(d)
=Y,

the last equality since (DCQ) implies Tk (G(zg,0)) — G'(29,0)X x (0,00) =Y.
We may then use the convex duality theorem to deduce

W(La) = = ming"(0, ),

and a straightforward computation to obtain

“(0,3) = oA\ TE(d)) — L"(z0,A,0)(d, 1)(d, 1) if L(z0,1,0)=0
7 (0,A) = 400 otherwise.

To complete the proof we note that if A satisfies £.(xo,A,0) = 0, we may have
o(X, T2(d)) < +o0 only if A € S(D) (and d € S(L)). Indeed, if o(A, T2 (d)) < +oo,
property (5) shows that

(A h = G'(20,0)(d, 1)) <0 V¥ h € Tk (G(zo,0)).
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This implies A € Ng(G(z0.0)), hence A € Ag, and also {A. G'(25.0)(d, 1)) > 0 so that
f(20.0)(d, 1) < L'(20,X.0)(d, 1) = L, (20, A, 0).

Since A € F(D) and d € F(L) this inequality proves that A € S(D) and d € S(L). O

With this result we have the following min-max characterization of v(Q),

v(Q) = dé];l(xz)/\lel}?g)ﬁ (20, A,0)(d, 1)(d. 1) — o(A, Ti(d)).

The term o(X, T7(d)) above will be referred to as the “¢-term” for short and is
related, loosely speaking, to the curvature of the set I (see also [9, 15]). Neglecting
this o-term we obtain second order lower estimates which, however, may not be sharp.
To be precise, let us consider the function

C— "e.
I'(d) := Ag}g?g)ﬁ (20, A,0)(d, 1)(d, 1)

and the optimization problems

Q) min{['(d) : d € S(L)},

(@) min{I'(d) : d € S.(L)}.
where S,(L) is the set of approximate solutions of (L)
Se(L) = {d € F(L): f'(20,0)(d,1) < o(L) +¢}.

In order to obtain meaningful second order lower bounds we must assume that
v(L) > —oo. By Proposition 3.3 this amounts to Ag # ¢, in which case S(D) is a
weak* compact subset of Ag.

ProprosiTiON 4.3. Suppose (DCQ) holds, Ag # &, and assume there exists an
o(u?)-optimal path z, such that z, = zo + O(u). Then, for each ¢ > 0 we have

(™) o(u) 2 v(0) + u u(L) + Su” o(Qe) + ofu?).

Moreover, if any of the following conditions hold

(a) the path may be expanded as z, = zo + udy + o(u),

(b) X is reflexive and T' is weakly l.s.c. al each dy € S(L),
then the previous lower bound may be strengthened to

(®) o) 2 0(0) +u v(L) + Su* o(Q) + o(u?).

Proof. For each A € S(D) we have

(9)  v(w) f(zu,u) + o(u?)
flzy,u) + (X, G(zy,u) — G(x0,0)) + o(u?)

v(0) + L(zy, A, u) — L(z0,A,0) + o(u?)
o(0) +u o(L) + 3 L"(20, A, 0)(24 — 20, u)(@u = 70, u) + o(u?)

v
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and the small term o(u?) may be chosen uniform in A since S(D) is bounded.
Applying Theorem B.4 to the mapping G(x,u) := G(zo,0) + G'(z0,0)(z — o, u)
we find a path y, with G(y,,u) € K dnd

(10) llyw = zull € ¢ d(G(zy,u), K) < ¢ ||G(zu, u) = G(zu, u)|] = o(u).

Replacing in (9) we find
1
v(u) 2 v(0) + u v(L) + 5L"(20, A, 0)(yu = Zo, u)(yu = 2o, u) + o(u?)

with o(u?) still independent of A. Thus, letting dy, := (y, —z0)/u and taking supremum
in A over the bounded set S(D), we get

(11) o(u) zv(0)+uv(L)+-;-u2r(du)+o(u2).

But G(yu,u) € K implies d, € F(L), and the equality v(u) = f(z4,u) + o(u?) =
f(yu,u) + o(u) implies that for each £ > 0 the vector d, belongs to S.(L) for u small,
so that (7) follows immediately from (11).

Let us choose next u; | 0 realizing the lower limit liminf, 2{v(u) — v(0) —
uv(L)]/u®. When (a) holds we have d,, — do, while in case (b) we may assume
(by eventually passing to a subsequence) that d,, converges weakly to some dy. In
both cases Proposition 3.3 implies dg € S{L) and using (11) (and the ls.c. of T') we
get

(12) v(ut) > v(0) + ux o(L) + suil(do) + o(u})

from which (8) follows. O

5. Asymptotic expansions of sub-optimal solutions. In this section we
prove the analog of Proposition 3.3 for the second order problem (Q): roughly speak-
ing, the solution set S(Q) is the set of right derivatives of o(u®)-optimal paths.

This result is obtained under a strong assumption, namely, that there exist no
gap between the upper and lower estimates (4) and (8). This no gap condition is
not true in general — we will see in part III that semi-infinite programming does not
satisfy this property — but is still valid for a large class of applications, one of which
will be considered in §7.

The next result gives sufficient conditions for having no gap.

PROPOSITION 5.1.

(a) For A € S(D) and d € S(L) one has o(A, T (d)) < 0.

(b) Ifd € S(L) and 0 € TZ(d) then o(X, T2(d)) = 0 for all X € S(D). :

(c) If0 € TZ(d) for all d in a (strongly) dense subset of S(L) then v(Q) = v(Q).

Proof. For all A € S(D) and d € S(L) we have (A, G'(z0,0)(d, 1)) = 0. Moreover,
since A € Ny (G(x0.0)), for each k € T3 (d) we get

(A Glx0.0) + uG'(20,0)(d. 1) + Tk + o{u?) = G(20,0)) < O,
from which (A, k) < 0 and (a) follows.

_Property (b} is obvious from (a). To prove (¢} we notice that (a) implies v(Q) >
v(Q) so we must only show the converse inequality. To this end it suffices to assume
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S(L) # ¢ in which case S(D) is weak* compact and then I' is strongly continuous.
The required inequality follows using (b). O

Note that 0 € TZ(y, h) when K is polyhedral in the sense that Tk (y) = R4 (K —
y). This is the case for optimization problems with equality constraints and finitely
many inequality constraints, where K = {0} xIR” . Thus, the condition “0 € TZ(d) for
alld in a dense subset of S(L)” may be interpreted as a generalization of polyhedrality
which, in a certain sense, rules out any curvature of K. We shall refer to this condition
as extended polyhedricity (see also the discussion at the end of §7).

COROLLARY 5.2. Let the hypothesis of Proposition (4.3)(b) be satisfied, and
suppose thal the extended polyhedricity condition holds. Then v(Q) = v(Q) and we
have

o(u) = v(0) + u v(L) + -;—uz o(Q) + o(u?).

The previous results raise the question whether a second order expansion com-
patible with curvature may hold. In this sense, we mention that the sharp lower
estimate

(13) o(w) 2 v(0) +u (L) + 237 o(Q) + ofu),

holds under assumption (a) of Proposition 4.3 and the additional hypothesis

(H) For all sequences u,, | 0 and y, = y+ uph + o(u,) € K, there
exists k, € TZ(y, h) with y, = y+ u.h + %u,z,k,, + o(u?).

The proof is similar to that of Proposition 4.3 and is left to the reader. In the case of
assumption (b) in Proposition 4.3, (H) must be suitably modified in terms of weakly
convergent sequences.

While (H) is not always satisfied, we observe that it holds whenever 0 € TZ(y, h).
To see that (H) is in fact more general than the latter one may consider the set
K = {(z,y) € R? : y > 22} which satisfies (H) but 0 ¢ T2 (y, k). Unfortunately, we
do not know an easy way to check (H) in the general case. Nevertheless, in part [II of
this paper we obtain sufficient conditions for obtaining the sharp lower estimate (13)
in semi-infinite programming problems.

The next result links S(Q) with the asymptotic behavior of sub-optimal paths.
Part () is a converse of Proposition 4.1.

PROPOSITION 5.3. Suppose (DCQ) holds, Ag # &, there exists an o(u®)-optimal
path z, such that 2z, = zo + O(u), and suppose in addition that v(Q) = 'v(Q) and T
is weakly l.s.c. atl everyd € S(L). Then,

(a) S(Q) C S(Q) and for every o(u?)-optimal path =, the weak accumulation

points of (24 — xo)/u belong 1o S(Q).
(b) If X is reflexive, dg € S(Q) and wo € S(Lg,), then there exists an o(u?)-
optimal path of the form zy = xo + udg + %u? wo + o(u?).

Proof. (a) Since v(Q) = v(Q) and the cost of (@) dominates the cost of (Q) we
deduce S(Q) C S(Q). If dg is the weak limit of (2, — x0)/u, reasoning as in the proof
of (9) and using (4) we obtain v(Q) > I'(dp). But Proposition 3.3 implies dp € S(L)
so that T'{dp) > v(Q) = v(Q) and then dp € S(Q).
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() Using Theorem B.4 we may find a feasible path 2, = xo+ud0+%u2wo+o(u2).
Expanding f(zy.u) we get

feu) = f(z0,0)+ uf(50,0)(do, 1) + 5[ (0, 0)wo + B (do)] + o(u?)

il

v(0) + uv(L) + %u%(Q) + o(u?)

i

0(0) + wv(L) + 5 u?o(Q) + o(u?)
< o) +o(w?)

where the last inequality follows from Proposition 4.3. This shows that z, is o(u?)-
optimal and the proof is complete. D

REMARK. In the next section we check that, under some reasonable hypothesis, every
o(u?)-optimal path satisfies z, = zo + O(u). When X is reflexive this implies the
existence of weak accumulation points of (z, — zo)/u, so that S'(Q) is non-empty. We
also observe that when 0 € TZ(d) for all d € S(L), the cost function in (Q) and Q)
coincide so that S(Q) = S(Q)

6. Holder and Lipschitz properties of sub-optimal paths. We discuss next
the Holder and Lipschitz stability properties of sub-optimal paths assumed in the
previous sections. The results we present are simple variants of known results (e.g.
(8, 11, 12, 23]). The essential difference lies in the use of the weaker directional
regularity condition (DCQ) and the extension to the infinite dimensional setting.

Typically, the stability properties follow from different second order sufficient
optimality conditions. More precisely, for each set  C Ag we consider the second
order condition

SOC(Q) There exist a,n > 0 s.t. r‘{leaa(ﬁ','(zo, A0)dd>a VdeC,,

where
Cyp={de X :|ldll = 1, fz(20,0)d < 1,G’(20,0)d € Tk(G(z0,0)) + nBy}.

When the space X is finite dimensional, or more generally when Cj, is strongly compact
for some 5 > 0, this condition is equivalent to the positive definiteness requirement

SOC’'(R2) For each d € Cy we have Tea‘%(ﬁg(xo,/\,O)dd >0

where only the critical cone Cy needs to be considered. Also, when (CQ) holds, one
can replace Cy by a smaller set (see (8]).

PROPOSI’I‘ION 6.1. Assume (DCQ), Ao # ¢, and suppose SOC(2) holds for some
bounded @ C Ag. Then, for each O(u)-optimal path z, we have z, = zo + O(\/u).

Proof. By contradiction suppose there exists u | 0 such that limg 72 /u; = 400,
where 1 = ||z, — zo]|-

Then limg ug /7 = 0 and letting di 1= (24, — z0)/7: we have G(xy,,ur) =
G(z0,0) + 7 G (z0,0)dx + o(7x) so that Go(z,0)di € Tx(G(z0,0)) + 7By for k
large. On the other hand, since z, is an O(u)-optimal path and using Proposition
2.1, we may find a constant M such that for u small

(14) flzy,u) <v(0)+ Mu,
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and since f(zy, ux) = f(20.0)+ 7 fi(20,0)di + o) we deduce fr(ro.0)d; < 7 for
all k large enough. The previous argument shows that d, € C, for large k.
Now, using (14), for each A € Q we have

L(xy, A u)— L(z0,A,0) < f(zy,u) = f(20,0) < Mu
and since £’ (xo, A, 0) = 0. a second order expansion of f and G leads to

S (20,3, 0)(2u = 20, u)(z =20, ) < [ = L4 (z0, X, O+ (1+ Aol — o[+ u?)

with the small term o(||x, — 7o||> + u®) not depending on A. Since € is bounded we
deduce

uk o(r{ + u})
<L"(z0, A )(dr )< M — !
r}]eaaﬁ (20, A, 0)(dr, ur /T )(di, ug /) < M 72 + M P

for some constants Af’ and A’ from which we get

i xC! edi <
lim suplPEar) Ll(20, A, 0)dedr <0

k—o0

contradicting SOC(2). O

COROLLARY 6.2. Assume Ag # ¢ and any of the two following conditions,

(a) (CQ) and SOC(Ay).

(b) (DCQ). Cy is strongly compact for some n > 0 and SOC'(Ap).

Then, for each O(u)-optimal path z, we have z, = ¢ + O(/u).

Proof. In case (a) the set © := Ag is bounded and the result follows at once from
the previous proposition.

In case (b) the set Cq is compact and then, letting A% := Ag N B(0, k), we get

. . Y _ . . plt
fn geinlmay Cxleo h 0dd) = mip g Co(ro, 2,04 > 0

Hence, for k large SOC’(Q) holds with Q := A%, and we may conclude again using
the previous proposition. O

The preceding results are not as strong as to ensure the property zy = zg+o(\/u)
needed in Proposition 3.2. Let us then prove a Lipschitz stability result, valid for
general Banach spaces, which can be used to check the hypothesis of both Proposition
4.3 and Proposition 3.2.

PRrROPOSITION 6.3. Suppose (DCQ), Ag # ¢, and assume SOC(R2) holds for
Q := S(D). Suppose also that v(Q) < +oo. Then, for each O(u?)-optimal path z, we
have z, = 2o + O(u).

Proof. The proof is similar to the one of Proposition 6.1. We proceed by contra-
diction assuming limg 7 /ux = +oc for a given sequence uyg | 0 and 7 := ||zy, — zol|,
so that di := (zy, — zo)/ 7 belongs to C, for k large.

Since z,, is an O(u?)-optimal path, using Proposition 2.1 we may find a constant
M such that for u small

flzu,u) < v(0) + uv(L) + Mu?,
and then for each A € S(D) we have

L(zu, A u) = L(20,4,0) < flzu,u) = f(20,0) < u L, (z0,),0) + Mul.
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Expanding f and G we get

2 2
L0, A, 0)(de, ui/7e)(da, we/me) < 2M(Z5)? + O(—T’%“—")
k k

with the small term o(7? + u?) not depending on A (here we use the boundedness of
S(D)). The conclusion follows as in Proposition 6.1. O

7. Directional differentiability of metric projections. In this section we
use the preceding results to compute the directional derivatives of projections onto
convex sets in Hilbert spaces. More precisely, the problem is to study the right
differentiability of the unique optimal solution of

(Pu) min{%“r - yuH2 T € K} ,

where K is a closed convex subset of a Hilbert space H and u — y, is a smooth
mapping from IRy to H. Let us consider the slightly more general format

(P,) min {%Hx —wl®:Glz,u) € 1\'} ,

assuming that G(-,0) is a linear mapping G(z,0) = Az, and that (DCQ) and Ag # ¢
hold. Notice that these properties are satisfied when we have (CQ), which is obviously
the case if A is surjective and particularly if G(z,0) = z as in (Py).

Since G(z,0) is linear we have L7 (zg,A,0) = I, so that SOC(2) is automatically
satisfied for 2 = S(D) and problem (Q) is strongly convex. In particular, S(Q) is
reduced to a singleton.

PropPoSITION 7.1. Suppose (DCQ), Ao # ¢, and the extended polyhedricity
condition. Then the unique solution z, of (P.) may be expanded as

Ty = xg + udg + o(u)

where dy is the unique solution of (Q)

Proof. Propositions 6.3 and 5.3(a) imply that d,, := (2, —20)/u converges weakly
to do, the unique solution of (Q) Now, using the second order bound (4), the equality
v(@) = v(Q) = I'(dp), and inequality (9), we deduce

limsup'(dy) < I'(do).
ul0

Since T is strongly convex we conclude that d, converges strongly to do completing
the proof. 0

In the special case G(r,u) = x and y, = yo + uhg, that is when we study
directional differentiability of the projection onto I at yp in the direction hg, the set
S(L) is just the critical cone

S(L) =y = {d € T}\(.Lo) cd L (yo — 1'0)},
so that problem (Q) reduces to
min{||d = ho|> : d € Co}.

Hence we get as an imediate consequence,
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COROLLARY T.2. Assuming the ertended polyhedricily condilion, the projection
zy of yo + uhg onlo K can be expanded as

Ty = 20 + udo + ou)

where dg ts the projection of hy onto Cy.

Among the papers studying differentiability properties of metric projections we
mention [10, 14, 16, 19, 23, 24]. A common hypothesis in these studies is that K has
to be polyhedric in this sense that for each z € K and every A € Nk (z) one has

Tk(z)N A= R,(Kk -z)nail.

Since S(L) = Tk (x0) N (yo — zo)* and 0 € T? (o, d) whenever d € Ry (K — z0), the
extended polyhedricity condition is in fact a generalization of polyhedricity. Notice
that this hypothesis always holds when yg € K since then Cy = T (G(x0,0)), which
was the case studied in [24]. Another extension of polyhedricity is considered in (3].

8. Conclusion and further problems. The results presented in this paper
show that first and second order sensitivity analysis is still possible when Robinson’s
constraint qualification (CQ) is relaxed to the directional condition (DCQ). However,
the main results are limited to the case Ay # ¢ and under the second order condition
SOC(Q) for = S(D), which ensure the existence of suboptimal paths of the form
Ty = 2o+ O(u).

In the setting of finite dimensional mathematical programming we know [5} that
this type of expansion may fail. For instance, when Ag # ¢ but only the weak second
order condition holds, suboptimal paths may only satisfy z, = z¢ + O(\/u) and it
may happen that v'(0) < v(L). On the other hand, when Ag = ¢ we may even have
v(u) = v(0) + O(Vu). »

It seems that (DCQ) is too weak to extend these results to the general framework
discussed in the present paper. Theorem B.4 may not be used since it requires the a
priori bound z, = ¢+ O(u), and its refinement Theorem B.1 may only handle those
paths such that ||z, — z¢|| < v\/u for a sufficiently small 5.

These remarks lead us to consider a strenghtened form of directional constraint
qualification, well suited to the analysis of problems of the form

min{ f(z,u) : Gi(z,u) € Ky, Ga(z,u) € K2}

where K; and K; are closed convex subsets of soine Banach spaces with int(N2) # ¢.
This study will be the subject of part II of this paper.

A. Appendix: The convex duality theorem in Banach spaces. This short
appendix presents a variant of the convex duality theorem [1, Thm. 1.1], which is
itself a generalization of [22, Thm. 18(c)]. We include it since the version we present
is more directly applicable to the dualization of problems (L) and (L4) in the previous
sections, and also since the method of proof is very simple. The basic argument is
the following lemma due to Robinson [21] (also used in Appendix B) for which we
provide a simplified proof too.

Given a subset C C .\' x Y we denote Cy and Cy the projections of C' onto .X
and Y respectively.

LEMMA A.1. Let XY be two normed spaces with X complete. Let C C X x ¥
be a closed conver set with Cx bounded. Then,

int (Cy) = int(Cy).
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Proof. It clearly suffices to show int (Cy) C Cy, that is, given § € int (Cy)
we must find T € .\ such that (Z,5) € C. To this end let us take ¢ > 0 with
B(7.¢) C Cy, and choose an arbitrary point (2¢,y0) € C from which we generate a
sequence (2, yr ) € C using the following “algorithm™:

while (yi, #7Y) do
- Let ax = ¢/||lyx — 7| so that w:=F + o (T — w) € B(y,¢) C Cy.
- Take (u,v) € C with |Jv — w|| < [lyx — 7|} and define

i _c:kak(l‘k.yk) + (n,v) € C.

x Yy Yk =

(Tk+1 yL-H) 1+ ax
endwhile.

If the algorithm stops then we have y; = 7 and we may take T = z;. Otherwise, the

generated sequence satisfies
llze — u]| < diam(Cx) _

] I —_ = —
(3)  Nersr — zel| TTar S . lye = 7l
@) e~ = = L,

l+or — 2

JFrom (ii) it follows that |lyr ~ || < |lyo — ¥l|/2¥. This implies that y, — ¥ and
also, in combination with (7), that (z;) is a Cauchy sequence. The completeness of
X gives the existence of a limit Z for (x}), and the closedness of C implies (Z,y) € C
as required. O

We may now proceed by proving the convex duality theorem.

THEOREM A.2. Let0(y) := inf{p(z,y) : z € X} wherep: X xY — RU{+00} s
a closed proper conver funclion with X, Y Banach spaces and R4 |J, dom ¢(z, ) =Y.
Then @ is conlinuous in a neighborhood of 0 and 6(0) < +o0.

In particular 8(0) = 6**(0), which can be writlen as

15 inf = — min ¢*(0,y"
(15) Inf ¢(2,0) ,Rin_ ¢ (0,y%)

and the solution sel of the mintmum on the right is 06(0) which is nonempty and
weak® -compact when 8(0) is finite, and the whole space Y* when 6(0) = —oo.

Proof. Since @ is convex, the continuity near 0 is equivalent to # being bounded
above in a certain neighborhood of 0. To show this, let a € IR and o € X be such
that ¢(zg,0) < «, and consider the closed convex set

C = {(z,y) : p(z,y) < a;||z]| < 2|z}

which is nonempty and has Cx bounded.

Since 8(y) < a for all y € Cy, it suffices to show that Cy is a neighborhood
of 0. From Lemma A.l this amounts to 0 € int(Cy ) which, by Baire’s lemma, is a
consequence of the fact that Cy is absorbing as we show next: for any y € Y there
exist £ > 0 and r € X with ¢(z,ty) < 400, so that for £ > 0 small enough we have

101 = )20 + e2l] < 2llzoll,
‘P((l - 5)(1:010) + 6(.‘C,ty)) < (1- 5)‘/’(1'010) + €4P(tr ty) <a,
showing that ety € Cy for all € > 0 small.
We observe that 8*(y*) = ¢*(0, y* ) so that (15) is just a rewriting of (0) = 0**(0).

From this we also get that 96(0) is the solution set of min*(0, y*), and the last claim
is a well known fact in convex analysis (see [22]). O
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B. Appendix: Regularity theorems under directional constraint quali-
fication conditions. Throughout this section we suppose that G : ' xRy — Visa
C? mapping and the spaces X', Y are Banach. Also k' C Y is a closed convex set and
zg € X 1s such that G(xo,0) € K, and satisfies the following constraint qualification

(DCQR) 0 € int[G(x0,0) + G'(£0,0).X x (0,00) - K].

We begin by stating the equivalence,
ProprosiTION B.1. Condition (DCQ) is equivalent 1o

(DCQY  0€ it [G(r0.0) + G'(20.0).\ x [0,00) — K].

Proof. Clearly (DCQ) implies (DCQ)'. Conversely, suppose (DCQ)’ holds and
choose € > 0 with

eBy C [G(20,0) 4+ G'(20,0).X x [0,00) — K].
Let 6 > 0 be such that 6[By — G, (20,0)] C €By. Then
§By C [G(z0,0) + G'(z0,0)X x [6,00) - K]

from which (DCQ) follows. O

THEOREM B.2. Let r, be a trajectory such that ||z, — zo|| < v/u and suppose
d(G(zy,u), K) < mu for some constants v,m and all u > 0 close to 0. If v is small
enough, we can find constants ¢ > 0, ug > 0 and a trajectory y, with

G(vau) e ]"1
I = 2ull € Z(u+ |22 = 2ol}d(G (2w, u). K),

Jor all u € (0, ug).

Our proof will be based on the following couple of lemmas.
LEMMa B.3. Under assumption (DCQ), there existe >0, a > 1 andu > 0 such
that for all u € [0,7],

2ue By C G(z0,0) + uG(29,0)+ uaG,(z0,0)Bx — K.
Proof. Letting Ay := G(z9,0)+kG'(z0,0)Bx x {0, 1]— KNkBy, condition (DCQ)
gives
0 €int J{4s: ke N}

thus the completeness of Y implies 0 € int(Ay) for some k& € IN. But the set A; can
be expressed as the projection over the fourth component of the closed convex set

C:={(z,4,t,G(20,0) + G'(x0,0)(z,1) — y) : |||l < k. |lyll < k,y € K, L € [0,K]},

and since the projection of C onto its first three components is bounded, Lemma A1
gives int(Ax) = int(Ag). Therefore we may find £ > 0 such that

2%kBy C G(zo,0) + kG, (z0,0) — k[0, 1]G(20,0) + kG.(z0,0)Bx — K
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which multiplied by u/k and rearranged becomes
(16) 2ue By C G(z0,0) + uGi(zg,0) + uGy(zo,0)Bx — S,
where

Si=(1- -Z)G(zo,O) +10, 1JuG',(z0, 0) + ’L—fl(.

Now, (DCQ) implies G},(z9,0) = [y—G(z0,0)—G%(x0,0)d]/é for somey € K,d € X,
and é > 0, so that

Au  u Au u Au
= l— — — - e =K - : ' d.
S A€|[0,1] [( 5 k)G(ro,0)+ 5 v+ PR 5 G’ (z0,0)

Since K is convex we deduce S C K — [0, 1]§G%(x0,0)d for all u < @ := 6k/(8 + k),
which combined with (16} yields the desired conclusion for a := 1 + ||d|}/6. O

In the next lemma we denote
M = sup{l|G"(z,u)|| : lz — 2ol £ 1,0 < v < T}

LEMMA B.4. Let ¢ : Ry — IRy be such that p(u) < %\/ue/M for all u suffi-
ctently small. Then there exists ug > 0 such that, for each trajectory z, with

lzy — zofl < p(u)  Vu € [0, ug},
one has for all u € [0, ug)
17 ueBy C G(zy,u) + (au + ||lzy — 2o)|)GL(20.0)Bx — K.

Moreover, we can associale lo z,, another trajectory y, such that for all u € (0, ug)
1
(I) d(G(yU7u)71‘-) S ;d(G(l‘u,U).I\').

. 2 .
(i6) Il = 2l € —(ow+ flaw = 2ol )d(Glu,u), K).

Proof. The hypothesis on p(u) ensures the existence of ug € (0,7 such that
(18) SMlau+ p(w)]? <us <M Y uel0, ug.

In order to show (17) we observe from (18) that ||r, — 20| < ¢(uv) < 1, and then
letting b := G(&y, u) — G(20,0) — G'(£g,0)(£y — o, u) we have

(19) ol < M(u+ 12y = 2oll)* < Mlau+ 2(u))* < ue,
Thus, Lemma B.3 gives

usBy — b C 2usBy C G(20,0)+ uGl(x0.0) + uaG',(20,0)Bx — K,
and then

usBy C Glay. u)+ Go(r0,0)[—(zy — 20) + vaBx] - K
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from which (17) follows at once.
Let us construct next the trajectory y, for u € (0, uo).
If G(zy,u) € K we just take y, = 2, so that (¢) and (i7) hold trivially.
Otherwise we choose r such that G(zy,u)+ r € K and

(20) lirll < 2d(G(zw, v), K),

and we use (17) to select d with {|d]| < au + |[zy — z¢]| such that
(21) ” i € G(zy, u) + GL(zo,0)d — K.

With these choices we define y, = z4 + Bd, where 8 :=||r||/(uec + ||r]]) < 1
Property (i7) follows immediately from (20) and the inequality

IITII

lvu = ull = Blld|l < = (au + ||z — zoll)-

To check property (i) we observe that ||d|| < au + ¢(u) and then, using (18),
[|lyw — 2ol £ au+ 2¢p(u) < 1.

Then we can apply the mean value theorem to find € €]z, y,{ with

(22) lIG(yu. ) = G(zu, u) = BG(20,0)dll < IGZ(E, 1) — Grlzo, 0N lIdll B

,
< M(u+us—xon>||d||ﬂ—€”
< M fout gl
< l

-2-d(G(:vu, u), K),

where we have used the bound u + || — zo|| < 2[au + ¢(u)], (18) and (20).
Now, from (21) we get

G(zy,u) + BG%(20,0)d € (1 - B)G(zy,u) +ﬂu“ + 8K

and since 1 — 8 = fBue/||r||, we deduce
G(zy,u) + G (x,0)d € (1 = B)G(zy,u)+7)+BK C K

which combined with (22) yields (i). O

Proof of Theorem B.2.

Let o(u) := e*™/¢(au + ||xy — zo||) and suppose that 3 < %6‘_4"’/5‘/::—’ so that
Lemma B.4 can be uscd to find wug.

Starting with 30 := 2, we shall construct recursively a sequence y* such that, for
all u € (0, ug] one has

() dGEE W, R) < 3G ). ),

. ; 2 - . .
(i)l — o S (ol = 2ol DG ). K).
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To prove the existence of such a sequence it suffices to check inductively that

(#i1)  lyg — zoll < (u) ¥ u e (0,u0),

so that Lemma B.4 can be used to find the next term y**!. Since (iii) obviously

holds for & = 0, we only need to prove the inductive step: suppose yo, y1,...,yr are
such that (7) and (i{) hold, then for every u € (0, ug] we h ave

2 . d(G(zy,u), K
—%au+nx-l—zani—L——l—l

(23) lvs —wa™"l < T
< r(eut gk - ol
so that letting ax := au + ||yt — zo|| we get
ar < ap_y + Iyl — v <+ o )GL iy
It follows that
Inar <lInag_y + In( ;T_ll)slnak_1+ 2m

€2k-1
and then recursively

1 1

+5+

4
( .. )<lna0+_m
20 ° 2! 2" !

Ina; <lnap + —

from which we obtain the desired conclusion (ii7)

llvk = zoll € ax < age®™* = p(u).

The existence of the sequence (yi) being established, we may use the previous
bound ar < ¢(u) and (23) to obtain

2p(u)d(G(zy, u), K)
ug2k-1

(24) llvs = v~ 'l <

which shows that (yﬁ)keIN is a Cauchy sequence for each u € (0, ug).
Let y, := limgqoo y5. From (i) we deduce G(yu, u) € K, while (24) implies

4p(u)
ue

llye ~ zull < d(G(zy,u), K)

proving the theorem with ¢ := 3e*™/¢. O

A careful analysis of the previous proof shows that the result is still valid if G is
supposed of class C! (or merely strictly differentiable at (zq,0)) provided we restrict
to the case of trajectories z, = z9 + O(u). More precisely we have,

THEOREM B.5. Let G : X xIR — Y be strictly differentiable al (20,0) and K C Y
a closed conver set. Suppose that G(z0,0) € K and (DCQ) holds. Then, for each
trajectory z,, = zo + O(u) there exist constants ¢ > 0, ug > 0 and a second trajectory
Yu such that

Glyu,u) € K,
9 — 2all < € d(Glay, w), K),
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Jor all u € [0, ug).

Proof. It is clear that the result will follow from Theorem B.2, which is applicable
since x4, = o + O(u) implies z, = zg + o(\/u) and d(G(zy, u), ') = O(u).

However, we must check that Theorem B.2 remains valid under the weaker C!
assumption on G and the stronger z, = x¢ + O(u) condition. To this end all we
need is to modify Lemma B.4. More specifically, it suffices to adjust the arguments
leading to the bounds (19) and (22), which is easily accomplished by fixing € € IR and
ug € (0,7 such that ¢(u) < €u for all u € [0, ug], and then reducing ug so that

IG(y,v) — G(z. u) = G'(20,0)(y ~ z.v — (ly = 2|l + fv = ul)

“"4( +C

for each u,v € [0, ug] and every z,y € B(zo,(a + 20)ug). O

As a corollary of the preceding result we obtain the following directional version
of the Robinson-Ursescu’s regularity theorem for convex multifunctions.

THEOREM B.6. Let M : X — 2Y be a multifunction with closed conver graph.
Let yo € M(zq) and let y, be a C! irajectory with y(0) = yo and

(RU) 0 €int[M(X) —y(0) — (0, 00}y (0)].
Then, for each trajectory x, = zo + O(u) one has

d(zy, -w-l(yu)) < cd(yu, M(zy))

for a given constant ¢ and all u > 0 sufficiently small.
Proof. The result follows as a direct application of Theorem B.5 to the function
G(z,u) = (z,yy) and the closed convex set K = graph(M). O

APPLICATION. As a particular case of the previous result let us consider yo € M(zo)
and suppose that d € ¥ is such that

0 € int[M(X) - yo — (0,00)d]
Then, for each trajectory z, = x¢ + O(u) there exists &, such that

Yo+ ud € M(Zy)
”iu - Iu“ <c d(yu; Al(xu))'

In particular, letting z,, = 2 we obtain the existence of a trajectory &, = zo + O(u)
with yo + ud € M(Z,).

REFERENCES

[1] H. Attouch and H. Brézis, Duality for the sum of convez functions in general Banach spaces, As-
pects of Mathematics and its Applications, J.A. Barroso Ed., Elsevier, Amsterdam (1986),
pp. 125-133.

[2] A. Auslender and R. Cominetti, First and second order sensttivity analysis of nonlinear pro-
grams under directional constraint guclification conditions, Optimization 21 (1990), pp.
351-363.

[3] L. Barbet, Etude de sensibilité différentielle dans un probléme d’optimisation paramétré avec
contraintes en dimension infinie, Thesis Université de Poitiers (1992).

{4]) A. Ben-Tal and J. Zowe, A unified theory of first and second order conditions for extremum
problems in topological vector spaces, Math. Prog. Study 19 (1982), pp. 39-76.

[5] J.F. Bonnans, Directional derivatives of optimal solutions in smooth nonlinear programming,
Journal of Optimization Theory and Applications 73(1) (1992}, pp. 27-45.



22 J.F. BONNANS AND R. COMINETTI

6] J.F. Bonnans and E. Casas, Optimal control of semilinear multistate systems with state con-
straints, SIAM J. Control & Opt. 27(2) (1989), pp. 446-455.
[7] J.F.Bonnans, A.D. loffe and A. Shapiro, Expansion of eract and approrimate solutions in non-
linear programming, in Proc. French-German Conference in Optimization, D. Pallaschke
ed., Lecture Notes in Economics and Math. Systems, Springe r-Verlag (1992).
[8] J.F. Bonnans and A. Shapiro, Sensitivity analysts of parametrized programs under cone con-
strainis, SIAM J. Control & Opt. 30(6) (1992), pp. 1409-1422.
[9] R. Cominetti, Metric regularity, tangent sets and second order optimality conditions, Applied
Math. & Opt. 21 {1990), pp. 265-287.
[10] S. Fitzpatrick and R. Phelps, Differentiability of metric projections in Hilbert space, Trans.
Amer. Math. Soc. 270 (1982}, pp. 483-501.
[11] J. Gauvin and R. Janin, Directional behaviour of optimal solutions in nonlinear mathematical
programming, Math. Oper. Res. 13(4) (1988}, pp. 629-649.
[12] B. Gollan, On the marginal function in nonlinear programming, Math. Oper. Res. 9 (1984),
pp. 208-221.
[13] E.G. Gol’stein, Theory of convex programming, Moscow (1970). English translation :
Tranlation of Math. monographs Vol 36, Amer. Math. Soc., Providence, Rhode Island
(1972).
[14] A. Haraux, How to differentiate the projection on a conver set in Hilbert space. Some applica-
tions to variational inequalities, J. Math. Soc. Japan (29) (1977), pp. 615-631.
[15] H. Kawasaki, An envelope-like effect of inifinitely many inequality constraints on second order
necessary conditions for mintmizalion problems, Math. Prog. 41 (1988}, pp. 73-96.
[16] K.Malanowski, Second-order conditions and constraint qualifications in stability and sensitivity
analysis of solutions to optimizatlion problems in Hilbert spaces, Appl. Math. Optim. (25)
(1992), pp. 51-79.
[17] O. Mangasarian and S. Fromovitz, The Fritz-John necessary optimelity condition in the pres-
ence of equality and inequality constraints, J. Math. Anal. Appl. 7 (1967), 37-47.
[18] H. Maurer and J. Zowe, First and second order necessary and sufficient optimality conditions
for infinite dimensional programming problems, Math. Prog.. 16 (1979), pp. 98-110.
[19] F. Mignot, Contréle dans les inéquations variationnelles elliptiques. J. Funct. Anal. 22 (1976),
25-39.
{20] S.M. Robinson, Stability theorems for systems of inequalities. Part II: differentiable nonlinear
systems, SIAM J. Numer. Anal. 13(1976), pp. 497-513.
, Regularity and stability for conver multivalued functions, Math. Oper. Res. 1(1976),
pp. 130-143.
[22] R.T. Rockafellar, Conjugate duality and optimization, CBMS-NSF Regional Conference
Series in Applied Mathematics, STAM (1974).
[23] A. Shapiro, Sensitivity analysis of nonlinear programs and differentiability properties of metric
projections, SIAM J. Control & Opt. 26(2) (1988), pp. 628-645.
[24] E. Zarantonelio, Projections on conver sets in Hilbert space and spectral theory, Contributions
to Nonlinear Functional Analysis 27, Math. Res. Center, U. Wisconsin (1971), pp. 237-424.

[21]

-~

ba



Unité de Recherche INRIA Rocquencourt
Domaine de Voluceau - Rocquencourt - B.P. 105 - 78153 LE CHESNAY Cedex (France)

Unité de Recherche INRIA Lorraine Technopdle de Nancy-Brabois - Campus Scientifique
615, rue du Jardin Botanique - B.P. 101 - 54602 VILLERS LES NANCY Cedex (France)
Unité de Recherche INRIA Rennes IRISA, Campus Universitaire de Beaulieu 35042 RENNES Cedex (France)
Unité de Recherche INRIA Rhone-Alpes 46. avenue Félix Viallet - 38031 GRENOBLE Cedex (France)
Unité de Recherche INRIA Sophia Antipolis 2004, route des Lucioles - B.P. 93 - 06902 SOPHIA ANTIPOLIS Cedex (France)

EDITEUR
INRIA - Domaine de Voluceau - Rocquencourt - B.P. 105 - 78153 LE CHESNAY Cedex (France)

ISSN 0249 - 6399

A



