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Résumé

Nous étudions les liens entre la géométrie finie et la théoric algébrique des
codes; notamment nous donnons une présentation quasi-exhaustive des codes
de Reed et Muller et des codes de Reed et Muller Généralisés. Quelques résul-
tats et de nombreuses démonstrations sont originaux. Toutefois 1l s’agit pour
I'essentiel d’une présentation largement inspirée des travaux de DELSARTE
et al. et de CHARPIN.

Nous commengons par rappeler les éléments de base nécessaires en géomé-
trie finie avant d’entamer I’étude des codes de Reed et Muller et de leurs ana-
logues p-aires. Nous prouvons tous les résultats classiques sur ces codes inclu-
ant une discussion sur leur définition via I’algebre de groupe F,[F,~.+]; nous
donnons une preuve du théoreme de BERMAN caractérisant ces codes comine
les puissances du radical de 'algebre. Nous présentons aussi la propriété
définissant les codes cycliques affine-invariants due initialement a KASAMI,
LIN et PETERSON et généralisée par DELSARTE aux codes invariants sous le
groupe général affine. Dans cette étude, notre theme directeur est 'analyse
des relations existant entre ces codes et ceux déduits des géometries affine et
projective.

Dans la derniere Section nous développons la théorie dans la situation
plus complexe ot le corps de base n'est pas un corps premier: dans ce cas. les
sous-codes sur un sous-corps doivent étre pris en compte et ceci complique
les liens avec les codes déduits des geométries qui sont des codes définis sur
le sous-corps premier du corps de la géométrie considérée.

Le présent rapport constituera un des chapitres du livre intitulé Handbook
of Coding Theory qui sera publié par Elsevier. les éditeurs étant BRUALDI.
HUFFMAN et PLESS.



Abstract

We explore the connections between finite geometry and algebraic coding
theory, giving a rather full acconnt of the Reed-Muller and Generalized Reed-
Muller codes. Some of the results and many of the proofs are new but this
is largely an expository effort that relies heavily on the work of DELSARTE
et al. and of CHARPIN.

The necessary geometric background is sketched before we begin the dis-
cussion of thie Reed-Muller codes and their p-ary analogues. We prove all the
classical results concerning these codes and include a discussion of the group-
algebra approach and prove BERMAN’s theorem characterizing the codes as
powers of the radical. Included also is a discussion of the characterization
of affine-invariant cyclic codes given by KASAMI, LIN and PETERSON and
its generalization by DELSARTE. Our theme throughout this work is the
relationship between these codes and the codes coming from both affine and
projective geometries.

The final section develops the theory in the more difficult case in which
the field is not of prime order; here one must look at subfield subcodes —-
which complicates the connection with the geometric codes, which are codes
over the prime subfield of the field of the geometry.

This work will appear as one of the chapters in the Handbook of Coding
Theory to be published by Elsevier and edited by BRUALDI. HUFFMAN and
PLESS.
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1 Introduction

The reader tamiliar with “Designs and their Codes” will soon understand the
debt this chapter owes to that book — especially its Chapter 5. We have,
however. entirely reworked that material and, more importantly, added a
discussion of the group-algebra approach to the Reed-Muller and generalized
Reed-Muller codes. This enables us to include a straight{orward new proof of
Berman's theorem identifving the Reed-Muller codes with the radical pow-
ers 1 the appropriate modular group algebra and to use our treatment of
the Mattson-Solomon polynomial to give a proof of the generalization of
Berman's theorem to the p-ary case. We have also included Charpin’s treat-
ment [11] of the characterization of “affine-invariant” extended cyclic codes
due to Kasami. Lin and Peterson.

We have relied heavily on Charpin’s doctoral thesis [10, 11] for the new
material. The older material relies (as did Chapter 5 of our book) on the
treatment of the polynomial codes introduced by Kasami, Lin and Peterson
[23] given by Delsarte, Goethals and MacWilliams [13].

Our definition of the generalized Reed-Muller codes is the straightforward
generalization of the boolean-function definition of the Reed-Muller codes
and, for ns, the cychicity of the punctured variants is simply a consequence
of the easily seen fact that their antomorphism groups contain the general
linear groups.
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We are, of course, principally interested in the geometric nature of certain
of these codes. Were one interested only in the binary case the development
would be very short and our treatment reflects that fact in that we first
discuss the Reed-Muller codes giving complete proofs that differ substantially
from those given for the general case. In fact, we have here an instance in
which the generalization to an arbitrary finite field seems far from trivial,
the biggest hurdle being the passage to fields that are not of prime order.

The peculiar nature of the definitions of the geometric codes in the coding-
theory literature was due to the interest — at the time of their introduction
— 1n majority-logic decoding of these codes; we therefore also give a short
discussion of decoding. On the other hand, we give the natural definitions
of the geometric codes (as codes generated by the incidence vectors of the
geometric objects at hand) and, hence, our definitions are not the ones found
In many engineering texts.

We review the necessary geometry briefly before beginning our discussion
of the codes; our discussion is undoubtedly too brief to be useful to a reader
with no background whatsoever in finite geometry and such a reader may
wish to jump directly to Section 3 — which may even motivate a study of
the geometry involved. Much of the material will be understandable even
without a firm grip on the geometry and subsequent sections should be of
interest. to professional coding theorists. \We have. at least. tried to make
them so.

We assume a knowledge of coding theory and we believe the reader will
find in Chapter | of the Handbook of Coding Theory all that is necessary
for an understanding of this study. Our references to Chapter 1 are to that
work. In fact the coding theory employved can be found in many books and,
in particular, in [33].

We have not attempted to discuss open problems or to open avenues of
researchi. The reader interested in such matters mayv wish to consult our book
[2] or the articles cited in the bibliography.

2 Projective and affine geometries

Let F be a field and V7 a vector space over [7. We denote by PG(V7) the
projective geometry of 1. Its elements are the subspaces of V' and its
structure is given by set-theoretic inclusion. Similarlyv. AG(V) denotes the
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affine geometry of V. Its elements are the cosets, x + U/, of subspaces
{7 of V. where x is any vector in V) and again the structure is given by
set-theoretic inclusion. The “geometry” of these structures arises by viewing
inclusion as an incidence relation.

2.1 Projective geometry

If the vector space V has dimeusion n + 1 over I, theu PG(V) has pro-
jective dimension n. We record this with the notation PG, (F), realizing
Voas F'*U I this case a “point” of the geometry is given in homogeneous
coordinates by (ag, x1,...,2,) where all z, are in I and are not all zero; each
point has many such coordinate representations', in fact ¢ — 1 when F is F,,
since (wy,@y,...,a,) and (Aag, Axy, ..., Az,) yield the same 1-dimensional
subspace of F*! for any non-zero A, the 1-dimensional subspaces being the
points — or objects of projective dimension 0. Similarly, the projective
dimension of any subspace is defined to be 1 less than the dimension of the
subspace (as a vector space over [).

Thus the points of P((V) are the l-dimensional subspaces of V', the
lines are the 2-dimensional subspaces of V, the planes the 3-dimensional
subspaces of V, and the hyperplanes the n-dimensional subspaces of V.
Neither {0} nor V play a significant role in projective geometry and they
are usually ignored. Frequently when working with projective geometry the
projective dimension is referred to simply as the dimension. The dimension
formula for subspaces of V holds for projective dimension as well, provided
it 1s written as follows:

dim(U) + dim(W) = dim(7 + W) + dim(U7 N W),

where {7 and 1 are arbitrary non-zero subspaces of V' and {7 + W =
(WUW) ={u+w|u € ll,w € W} Note that we use (S) to denote the
subspace generated by the set S. The formula has the following important
('OIIS(N‘(I“(:‘II(‘(“:

Suppose H is a hyperplane of PGL(F). If U is a subspace of dimension

£ >0, then UNH has dimension 1 ort — 1, the former if and only if U is
contained in H.

"Except. in the binary case; it is this uniqueness that makes the Reed-Muller codes so
nch easter to analyze than the generalized Reed-Muller codes,
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I P and Q are distinct points of PG(V), then P + @ is necessarily a
line of PG(V7). again by the above formula, and, in fact, it is the unique
line through 7 and Q. Thus every two distinct points lie on a unique line.
In projective dimension 2. i.e. in a projective plane, every two distinet hines
mtersect in a unique point.  We will, as here; use geometric terminology
whenever convenlent.

I F=F,
the number of subspaces of V' of dimension &, where 0 < & < m, is

((IIH _ l)((lm _ (1) L (qm . ([k—l)
(¢F = D¢ —q) ... (¢" — 1)

Similarly — or by using the above formula on a quotient space -— if V
is of dimension m, [/ a subspace of dimension », and & an integer with
0 < r <k < m, then the number of subspaces of V of dimension & that
contain {7 1s

and V' is m-dimensional, one can see by counting bases that

(qm _ (17)((1111 _ (11‘+1) o (qm _ (lk—l)
(¢" =a)¢* =) (d" = ¢*71)

n41

In particular, the number of points of PG, (F)) is %‘— =q¢" +q 4 4]

.7 . . .y e . . nt1_
and the number of lines in the pencil of lines containing a point is +5—* =

Tl =g L

Definition 2.1 If V and W are vector spaces, then PG(V) and PG(W)

are 1Isomorphic if there is « bijection
w: PG(V)— PG(W)

such that, for U,U' € PG(V), U CU' if and only of Up CU'p. If W =V,
then such a map p is called an automorphism or collineation of PG(V).

Since the projective dimension of PG(V) is equal to the length of the
longest chain, U/}, Uy, ..., Uk, of elements of PG(V) satisfying (/; C U/, C
. C Uy, it follows that isomorphic geometries have the same projective
dimension. That is, V and W must be of the same dimension and, provided
they are vector spaces over the same field, they must be isomorphic as vector
spaces.  Any invertible linear transformation from V to W will induce an
isomorphism of the geometries, but something slightly more general will also,

a so-called semilinear transformation:
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Definition 2.2 Let F be a field and let V7 and Wobe rector spaces over I
A semilinear transformation of V" into W i~ given by a map

T:V =1

together with an associated automorphism. o(T'). of the ficld £ The muap T°
is additive. i.c. (v+)T = vI4+uT forallv.u € V. and (av)T =« I (VT
foralla € F andv €\,

A semilinecar transformation carries subspaces into subspaces, preserv-
g inclusion. and thus induces an incidence-preserving map on the projec-
tive geometries. It is an isomorphism of the projective spaces whenever
T is an isomorphism of the additive structures, the inverse being given by
T, with the associated automorphism of F being o(7T)~'. Notice that the
composition of semilinear transformations is again semilinear and, in fact,
a(ST) = a(S)a(T). It follows that when V' = I the semilinear isomor-
phisms form a group and that the map sending 7' to o(T') defines a homo-
morphism iuto the Galois group of F (here the automorphism group of F).
The kernel is the group of invertible linear transformations of V.

In terms of bases. given ordered bases vy, vy, ..., v,, and wy,wy, ..., W,
of V' and 1V, respectively. then if (vi)T = YI_,a;;w;, A = (ay;) and « =
a(T). then

Ty, g, oya,)— (2,25, . a8) A,

‘m

where, as usual, we have used the bases to identify V with F'" and W with
Fo In matrix form. the composition of two semilinear transformations,
(a, A) and (3. B), is (a3, A?B), where A® denotes the matrix ((1,[3) Since
a matrix A together with an automorphism o clearly yield, by the above
formula. a semilinear transformation, the map sending T to o(T), in the
case where V¥ = W is a homomorphism onto the Galois group of F.

Thus. for a given vector space V', the gronp of semilinear isomorphisins
of V contains (L(V'), the group of invertible linear transformations of V, as
a normal subgroup, the quotient being the Galois group of F7. The group
of semlinear 1somorphisms is denoted by I'L(V) . Clearly every semilinear
isomorphism of V induces an isomorphism of PG/(V). The scalar transfor-
mations (i.c. those that send v to av for some fixed « € F) induce the
identity isomorphism and they are the only semilinear isomorphisms that
do. The subgroup of scalar transformations is the center of GL(V) and a
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normal subgroup of I'L(V); the quotient groups are denoted, respectively, by
PG L(V) — the projective general linear group — and PI'L(V) — the
projective semilinear group. If V is n-dimensional and a basis has been
clhiosen, these groups become matrix groups modulo scalar matrices and are
denoted by PGL,(F) and PI'L, (F), respectively. Each of these groups acts
as a permnutation group on the clements of PG(V), the action on the points
of PG/(V) being doubly-transitive, which means that given any two pairs of
distinct points; (P, Q) and (', Q'), there is an automorphism in PGL(V)
which simultaneously carries P to P’ and () to @', In the standard notation,
PGL,(F) acts on PG, _1(F); similarly for the semilinear group.

All the collineations of PG(V') are induced by semilinear transformations:
this 1s the content of the following classical fundamental theorem of pro-
Jective geometry:

Theorem 2.1 Let V be a vector space of dimension at least 3. Then PI'L(V)
is the full automorphism group of PG(V).

There are well-established proofs of this theorem readily available: see
Artin 1, Chapter II], for example, or. for a slightly more modern account,
Hahn and O’Meara [18, Chapter 3]. Also note that the theorem starts with
planes; the projective line consists merely of points and the lack of any inci-
dences allows an arbitrary permutation to be admitted as an antomorphism.

Amongst the automorphisms of PG, (F,) there is alwavs one of order ¢ =
(¢"*' —1}/(q¢ — 1) that permutes the points of the geometry in a single cycle
of this length, called a Singer cycle (after Singer [11]). This automorphism
is constructed as follows: view the finite field A" = F»41 as a vector space
of dimension n + 1 over the field F' = F, and let w be a primitive root of i,
that is. a generator of the cyclic group A = A — {0}. Using the given field
structure, it is clear that multiplication by « induces a linear transformation
on the vector space V7 = L', Since the field F has «' as primitive root. it
1s casy to see that this linear transtormation induces an automorphism of
PG(V) that acts as a cvele of length ¢ on the ¢ points of the geometry. In
fact. the l-dimensional subspaces of 17 = A given by the non-zero vectors
Lw.w? oo <"V represent all the points of PG, (F). where. of course, w"
represents the same point as L.ete.
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2.2 Affine geometry

The afline geometry, AG(V), where Vs a vector space over a field F'| consists
ol all cosets, x + {7, of all subspaces U of V' with incidence defined through
the natural inclusion relation. Here the dimension is the same as that of
the vector space—for obvious geometric reasons. The dimension of a coset
is that of the defining subspace U/, and if the latter has dimension r, we will
also refer to a coset of U as an r-flat. Thus the points are all the vectors,
including 0, the lines are l-dimensional cosets, or 1-flats, the planes are
the 2-dimensional cosets, or 2-flats, and so on, with the hyperplanes the
cosets of dimension n — 1 — where V is of dimension n over I'. We also
write AG,(F) for AG(V), in analogy with the projective case. The affine
geometry of these cosets is defined by the inclusion relation which specifies
that, f M = x4+ I/ and N = y + W are cosets in AG(V), then M contains
N it M D N, {from which it follows that W is a subspace of /. The affine
geometry AG(M) is, by definition, the set of cosets of V that are contained
in M together with the induced incidence relation. This is quite clear when
M is a subspace but it M = x4/ with x ¢ U it follows also that AG(Af) is
isomorphic to AG(U) since every element of AG(M) can be written in the
form x + /' for some subspace U’ of /. As in the projective case we will use
standard geometric terminology — in particular the notion of parallelism:

Definition 2.3 The cosets x+U andy+W in AG(V) are parallel if 7 C W
or W CU.

Cosets of the same subspace are thus parallel and cosets of the same
dimension are parallel if and only if they are cosets of the same subspace.
For a given subspace {7 of dimension r, its distinct cosets partition 17 into
parallel »-flats and parallelism is an equivalence relation on the set of r-flats
of V, thie equivalence classes being called parallel classes. Hyperplanes. i.e.
(1 —1)-flats, in AG,, (£7) are parallel if and only if they are cqual or intersect
in the empty set and in AG,(F,) a hyperplane and its complement make up
a parallel class. In AG, (£,) there are ¢ hyperplanes in a parallel class. Here
1s one more important fact about flats that we will need to properly explain
Reed’s decoding algorithm for Reed-Muller codes:

If A is an r-flat and N an (0 —r)-flat in AG,(F). then cither MON s

a single point, i which case N meets all the r-flats parallel to M in a single
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point. or else the intersection of N with an vr-flat parallel to M is either a

fat of positive dimension or the empty set.

As in the projective case, both GL(V') and I'L(V) act on the geometry,
but now we also have V' itself acting via translation. The underlying action
of the affine general linear group. AGL(V) , and the affine semilinear
group. AI'L(V). is given as follow: for 7" € I'L(V) and v € V. the map
(T.v) 1s defined by

x(T'v)=xT +v

for each x € V. Such maps preserve cosets and thus act on AG(V). Compo-
sition 1s given by (S, v)(T.w) = (ST, vT 4+ w) and it follows that these affine
groups are semi-direct products of the linear and semilinear groups (respec-
tively) with the additive group of V, the action of the linear and semilinear
groups on V being the natural one. The permutation action on the points
of AG(V).1.e. on the vectors in V| is doubly-transitive and, if 7' = Fy, it 1s
triply-transitive.

Given a basis vy, v,,...,v, for V,if (T,v) is an element of AI'L(V), and
v = 5, biv;, define the matrix A via v,T = Z]» a;;v;, and let o be the field
automorphism associated with 7. Then

79

(T,v): (g, 20) = (2], . a ) A+ (b, ..., by).

‘n

Moreover, given any triple (a, A, (by,...,0,)) where o is an automorphism of
the field F. A is an n xn matrix with entries from F and (by,...,h,) € F", the
formula above defines an element of AI'L(V) and, in fact, with the obvious
multiplication of the triples,

(0. A, (by,...,0.))B, B, (c1,....c)) = (aff, AP B, (W} + ¢y,..., 0" +¢.)),

we have an isomorphism of AI'L(V') with this group, denoted by AI'L, (I7).
Similarly we write AGL,(F) for the affine linear group -— when it is given
explicitly.

In analogy with the projective case, there is a fundamental theorem of
affine geometry which states that for n > 2, Aw(AG,(F)) = AI'L,(F).
This is the same theorem, in effect, as the fundamental theorem for projective
geometry, if we consider the way in which affine geometries are embedded in

projective geometries:
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Theorem 2.2 Let V' be a vector spuce orver 70 H o« hyporplune. and x
vector in ¥V that is not in H. Set PGOOYY! = {U|U € PGOC ).
Define a map

s oAGx+ HY - PGV

by M — (M) for any cosct M € AG(x + H). Then s an incidence pre-

1

sereing injection with image PGONY Further, the incerse map @7 satisfics

Ut =0 n(x+ ).
for any 1" € PG(V)H.

This is the fundamental embedding theorem and the proof is quite
direct from the definitions: it can be found in Gruenberg and Weir [17]. Note
that the choice of the hvperplane H and vector x that produce the embedding
is not crucial since for another choice. A and y, it is clear that AG(x+ H) is
isomorphic to AG(y + /') and. moreover. H and i are equivalent under the
projective group. Oue generally thinks of the 1-dimensional subspaces of H
as the “points at infinity™ of the projective space PG(V) and discarding these
points leaves the affine geometry of the same dimension. In coordinate terms
one can view H as the hyperplane in "t = {(2¢,21,...,2,)|a; € F} given
by the equation X, = 0. taking. for convenience, x = (1,0,...,0). Then the
embedded affiue space is [ viewed as the last n coordinates, where every
projective point not at infinity has homogeneous coordinates that can be
taken to be (l..ay....,x,). More precisely, the embedded affine geometry
of dimension rn is obtained {rom a projective geometry of dimension n by
removing a hyvperplane and all the subspaces contained in it. The points and
subspaces remaining form the affine geometry.

When doing computations one works, normally, in the affine space. In an
affine geometry of dimension n, once a basis is chosen for the vector space,
any r-flat can be given by a set of {n — ) independent lincar equations
and solutions are points of the geometry. In the projective case one uses
Liomogeneous equations. of course. and only looks for non-zero solutions —
which are not precisely the points but only representatives. So, for example,
i AG(F') the equations X| + X, — Xy = 0 and X| + Xy = | define a
2-flat; 1t is given by (0,0,0,1) + U/ where [/ is the 2-dimensional subspace
{(rvy e+ y,—x) | a,y € F}.o In other words the 2-flat consists of all vectors
in F*of the form {(x,y. 2 +y, 1 —x}.
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2.3 Designs from geometries

To define incidence strctures from PG(V) and AG(V) we need to choose
point sets and block sets: the incidence relation will be that of the geometry,
namely containment. I every case the point set of our design will be the set
of points of the geometry: for projective spaces the l-dimensional subspaces
of V and for affine spaces the vectors of V. Tor blocks we will take all the
subspaces (or cosets in the affine case) of a fixed dimension. In every case the
double-transitivity of the group involved will assure us that we are dealing
with a 2-design.

Thus, for example, we can consider the design of points and lines, the
design of points and planes, or the design of points and hyperplanes of a
geometry and be assured of a 2-design. The parameters will depeud on both
the dimension of the geometry and the cardinality of the fimite field. By
fixing one of these and letting the other vary we obtain numerous infinite
families of designs. Each of these designs will have an automorphism group
containing PI'L(V) or A'L(V) in the projective or affine case. respectively.
Except for isolated cases the parameters will admit many designs other than
these classical designs, and a large amount of effort has gone into classifving
the classical designs amongst those with the same parameters.

Perhaps the most interesting case is that of dimension 2. In the projective
case, PG/, (F,) produces the design of points and lines of a 3-dimensional
vector space over a finite field, a classical projective plane. It 1s a design with
parameters 2-(¢> + ¢+ 1.¢+ 1.1). For ¢ a proper power of a prime there are
many such designs that do not arise from PGo(F,). but for ¢ a prime only
the classical plane has appeared — and 1t is possible that there may not be
any others. For ¢ not a power of a prime no designs with these parameters
have been discovered. Observe that to recover ¢ from the parameters one
must take Ay — A, in the notation of Chapter 1: this integer is an important.
parameter of a design. and is called the order.

In the affine case. AG,(F,) produces the design of points and lines of a
2-dimensional vector space. i.e. a classical affive plane. Tt is a 2-(¢%.¢.1)
design. It also has order ¢.

Projective planes are svimmetric designs. i.e. have the same number of
pomts as blocks. For a symmetric 2-(c. A0 A) design Ay = & and the order is
given as A — A\ as it was for projective planes. More generally. the design
of points and hyperplanes of a projective geometry produces a symmetric
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design. If the finite field has ¢ elements and the geometry has projective

dimension n, then this design of points and hyperplanes is a symmetric design
) (/n+] _ 1 ([n _ l ([”_1 _ l
- qg—1 "¢q=1" ¢-1

2.4 Codes from designs

with parameters

and order ¢!,

For any finmite incidence structure D with point set P and block set B, the
code (,(D) of D over a prime field F, 1s the subspace of the space Ff of all
functions from P to [, that is spanned by the incidence vectors of the blocks
of D.

For any subset X C P, we denote the characteristic function of X by o
and refer to vV as the incidence vector of .X. Thus

x, ) ifeeX
v (.1,)_{0 Hog X

where v¥ () denotes the value that the function v* takes at the point ..
Then

(/‘p(’D) = ('UB ' B € B)

The dimension of €7,(D) 1s referred to as the p-rank of D.

3 The Reed-Muller codes

The Reed-Muller codes have already been defined in Chapter 1 (Section 13).
FFor completeness, and 11 order to establish our notation for this section and
those to follow, we will repeat some of the definitions and results.

3.1 Definitions

Thronghont this section Fwill denote the field £, Let 17 be a vecror space
of dimension ne over 7. We let FY denote the vector space over F of all
functions from V to [7. As a vector space over 7. FY' has dimension 2.
the cardinality of the set V. Since IV will be the ambieut space for the
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Reed-Muller codes we must choose a basis for it and we choose the standard
basis consisting of the characteristic functions of the elements of the set V.
Denoting a typical element of ¥ by v these basis elements are {¢V|v € V},
where we write ¢Y instead of the more cumbersome ¢V Viewing V as 17,
1t too has a standard basis ey, e,.. .., e,. where

e, =(0,0,...,1,0,...,0).
e e’
X
Moreover. any function f € FY can be given as a function of m variables
corresponding to the m coordinate positions: writing the vector x € V as

T

X = (1,0 ey Xay) = Z €y,
=1

then [ = f(wy.29,...,2,). The “polynomial” z; is, for example, the linear

“' coor(liuat.e in the given

functional that 1)10Jects a vector in V onto its ¢
basis. its value at (3°)1, x;e;) being ;.

As a function on V, z¥ = z; whenever & > 0, so we obtain all the
mononnal functions via the 2 monomial functions:

M= {ahal . aim o =00r Lk=1,2,...,m},

m

where we write 1 for the constant function 29z9... 2% with value | at all

m

points of V; as a code vector it is the all-one vector 3. The linear combinations
over F' of these 2 monomials give all the polynomial functions, siuce, once

(\b(\lll we caly ro (1\1(‘9 dll) I)O]Ynoll]ld.l 1n 1]1(‘ €Ty IT]O(IUIO .If? — iy, fOI' '/ ==
1.2.....m. The set M of 2" monomials is another basis for the vector space

FY. tho 10110w1ng> lemma indicates how each of our given basis elements of
characteristic functions of the vectors in V is given as a polynomial, i.c. as
a sum of elements of M. This not, only proves the assertion but also shows
that the set M is a linearly independent, set of vectors in I7V.

Lemma 3.1 Set K = {1,2,...,m} and, for w = (wy,wy,...,w,) € V, let
Iw={i€ K|w, =1}. Then

m

oW = H (xp + 14+ wy) = Z H €,

k=1 /\nglw J€.J
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Proof: The proof is stimple: the first polvnomial ix casily scen to deline the
characteristic function of the vector wi and the expansion ol this produet s
clearly the sum on the richt. O

We repeat the defimtion of the Reed-Muller codes:

Definition 3.1 Let V' denote the vector space of dimension m over 7= 1)
and let v osatisfy O < <. I'he Reed-Muller code of order r. denoted
by Rir.mV. (s the subspace of FYVo(with basis the characteristic functions of
the rectors of Vithat consists of all polynomial functions in the &, of degree

at most r. (..

Rirom = <H11 CH{L2 . ..omb 0TI <r
el

Example 3.1 The tirst-order Reed-Muller code R(1. m) consists of all linear
combinations ot the monomials ., and 1 and hence each codeword. apart from
0 and 3. 15 given etther by a non-zero linear functional on V" or by 1 plus such
a functional. Since anv nou-zero linear functional has 2"~!' zeros, every
vector of R{1.mj. apart from 0 and 3. has weight 2771 A generator matrix
for R(1.m) using the basis @y g .00 T, 1 can be written so that the first
27 — ] colummns and m rows are the binary representations of the numbers
between | and 2 — 1. whereas the last columnn is all 0, apart from a final
row where all entries are equal to 1. This is clearly a generator matrix for
the orthogonal of the extended Hamming code, i.e. R(1.m) = (’}7(7,)l Note
that we have denored the Hamming code by H,,. rather than Ham[m, n| as
in Chapter 1. and that ¢ denotes the code obtained from € by adding an
overall parity check.

As an immediate consequence of the definition and the linear indepen-
dence of the inctions in M. we have that

dim(Rlrimn)) = ("’J) + (’{) + (’:‘) 44 (T)'
In particnlar. dim(R(1.w))y =1+ m.
The trivial cases inclide the repetition code. R(O.m) = Fg, R(m.m) =
FY' aid the code Rim — 1), which is of coditmension 1 in £V and cqual
to (F 7). The Reed-Mnller codes are a nested sequence of codes. That. s,

Rirom) Z Ris.
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whenever 0 < ¢ < s <.

We mentioned above that the orthogonal of R(0,m) = Fgis R{(m—1,m).
This is a special case of the following result, which was proved in Chapter 1:

Theorem 3.1 For any ne > 1 and any r such that 0 < r < m,
R(r,m)t = R(m —r —1,m).

We will, in fact, reprove this result in Section 5 when we give its straightfor-
ward generalization to generalized Reed-Muller codes, Theorem 3.2,

Example 3.2 From Theorem 3.1 we get immediately that
R(L.m)* =H, = R(m -2, m).
Thus, extended Hamming codes are Reed-Muller codes.

In the next subsection we will see the connection between the Reed-\Muller
codes and the codes of the designs of points and flats in affine space over F}.
The codes of the analogous designs from projective spaces over £, arise as
punctured Reed-Muller codes:

Definition 3.2 For 0 < r < m the punctured Reed-Muller code of
order 7, R(r,m), is the code obtained from R(r.m) by puncturing at the
vector 0 € V.

One could puncture at any vector of 17 and get an isomorphic code since
the set of polynomial functions is invariant under translation in V7 ie. if
f 1s a polynomial in the ;s of degree s then so is ¢ where g = f(ay +
... ... ro 4 oa,,) for any vector a = (ay..... a,) € V. which means that
the automorphism group of any Reed-Muller code acts transitively on the
coordinates.

Example 3.3 It v = 3./ = 1. R(1.3) ix a self-dual {3.4. 4] binary code. and
R(E3Y s a {7.1.3] code. riz the Hamming code Hi. Example 3.2 gives the
reason for this and shows that Hamming codes are punctured Reed-Muller

codes,
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Proposition 3.1 lor r < the punctured Reed-Muller code R(ror)™ is a

e = () + () + -+ ()

binary code.

Proof: This lollows casily: the dimension must be that of R(r.m) since
all the vectors i this code are of even weight and the projection cannot.
therefore, have a kernel. A

Finally, note that it follows from Theorem 3.1 that
(R(r,m)™ )t = Rlm—r —1,m)" N (Fy)*

provided » < m. That is, (R(r.m)™)* consists of the vectors of (R(m — r —
1,m)) with a zero at 0, that coordinate being discarded.

3.2 Geometries and Reed-Muller codes

The set of vectors V is the point set for any design defined from an affine
geometry AG,, (F,); moreover the binary codes of all the associated designs
of points and flats are subspaces of F¥. Similarly, the designs from the
projective geometry PG, - (F,) all have point set V= = V' — {0} and F'°
is the ambient space of their binary codes. In this section we indicate how
to associate these design codes with the Reed-Muller and punctured Reed-
Muller codes of the last section.

Consider the generating elements of R(r.m): the polyvnomial », as a
codeword has value 1 at a point x in V' if the vector x has a 1 in the coordinate
position 7 and value 0 otherwise. Thus 1+, = ¢ where H is the hyperplanc
with the equation X; = 0. Also. «, 1s the characteristic function of the
complement of this hyperplane. i.e. the (1 — 1)-flat with equation X, = 1.
Similarly, (1 4+ 2)(1 + 0,), for 7 # ;. is the characteristic function of the
intersection of two hyperplanes. a subspace of dimension m — 2. In general.
all the elements of M arve the incidence vectors of flats i the affine geometry
and R(r.m)is spanned by the incidence vectors of these (m —s)-flats, for 0 <
s <o Inorder to show that R(rm) s the binary code of the design of points
and (= v)-flats of AG,, (15), which 1s our aim. we need to show that the
vectors given by the (im0 — r)-flats span R(r.m). Notice that we alveady have

this resull for the first-ovder Reed-Nuller codes, sinee the linear equations
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certainly define (yn—1)-flats and, furthermore, R(1,m) has precisely 2(2" —1)
such vectors, the number of (m — 1)-flats in AG,, (1), Thus, it Ais the afline
design of points and (m — 1)-flats, we have that

R(L.m) = C(A).

The general case 1s almost as easy. First of all we have that the flats are
i the Reed-Muller code:
Proposition 3.2 The incidence vectors of the (i —r)-flats of AG,, (1) are
all in R{r,m).
Proof: Any (m —r)-flat T in AG,, (F3) consists of all the vectors (points of
the affine space) x = (a9, ...,:x,,) that satisfy + linear equations,

m

Z ai; Xy =by, fore=1,2,...,r,
1=1

where all the «,; and b, are in F,. The polynomial,

]j (I)i +1+4+ i (I.,'J'.’L’]‘) ,
=1 1=1

has degree at most + and thus is in R(r,m). Moreover it is clearly the
characteristic function v7 of T. O

In fact the degree of the polynomial is exactly » when the equations are
mdependent. and-the proof actually shows that all the (m — s)-flats are in
R(r.m) provided s < r.
Theorem 3.2 Let A be the design of points and r-flats of the affine geometry
AG,(Fy), where 0 < v < m. Then the binary code Cy(A) is the Recd-Muller
code R(m —r,m). Its dimension is

i
m —r ’

) fm PN
0 1
Let P be the design of points and r-dimensional subspaces of the project ive

geometry PG, (Fy) where | <o <m— 1. Then the binary code (Cy)(P) 1s
the puncturcd Reed-Muller code R(m — v+ — Lom)*. Its dimension s

mn N m n n m
() 1 m—1 =1/
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Proof: The characteristic function of anv (1 + 1)-tlat ix the <u of the char-
acteristic functions of two f-flats contained in 1t and thus the binary code of
the design of points and (m — r)-flats contains. by a trivial induction. the
characteristic function of every (in — s)-flat for 0 < s < s and hence the code
of this design s R(r.m). Reversing the roles of r and m — r gives the first
part of the theorem.

For the secoud part of the theorem. notice first that the code of the
design is contained in the punctured Reed-Muller code. Extend the code
of the design by an overall parity check and note that this extended code
is a subcode of W{m — 1 — 1.m) and that incidence vectors of the (r + 1)-
dimensional subspaces of 17 generate this extended code. Now every (v + 2)-
dimensional subspace of 17 has an incidence vector that is the sum of all the
incidence vectors of the (r + 1)-dimensional subspaces it coutains. But, over
Fy. an (r + 1)-flat cousists of an (» + 2)-dimensional subspace from which
the points of an (1 + l)-dimensional subspace. the subspace of which it is
a coset. have been removed. Thus. in the code of the design it is the sum
of the mcidence vectors of an (r + 2)-dimensional subspace and an (r + 1)-
dimensional subspace. It follows that all the (r 4+ 1)-flats of V are in the
extended code of the design and it is, theretore, R(m — +r — 1, m). O

In the proof the essential new point is that subspaces alone generate the
Reed-Muller codes bhecause flats can be obtained from subspaces, a fact which
makes the discussion of the binary case very easy. We record this as

Corollary 3.1 The Reed-Muller code R(m — r.in) s generated by the char-
acteristic functions of the r-dimecnsional subspaces of Fo* or, ideed, by the
r-flats containimg any fived point of IJ™.

The characteristic functions of the r-flats are vectors of weight 27 and are
precisely the minimum-weight vectors of R(rn—r, ), as we shall soon prove.
Before doing so. we introduce two exact sequences that arise naturally from
the geometric nature of the Reed-Muller and punctured Reed-Muller codes.

Lemma 3.2 Any embedding of PG, (1) tuto PG (1) gives rise to the
followamy two short exact sequences whenever 0 <+ < m:

(1) 0—=R(m—r—1.m)" = R(n—r,m+ 1) — Rlm —r.m)— 0

(i) 0 = R(m —r—=1,m)— Rim—r,m+1)" = Rlm —r,m) — 0.
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Proof:

Let. W be the (m 4+ 1)-dimensional vector space defining PG, (F,). Then
an cmbedding of PG, (1) in PGL(F,) 1s given by a hyperplane H of
W and, moreover, the complement of H in W, H = W — H, is a copy of
AG L (), as we explained in Section 2.2.

Let D be the design of points and r-dimensional subspaces of PG, ([).
Using PG(IH) we form the design Dy, of r-dimensional subspaces in
PG, _1(F,), and from AG(IT) we form the design D; of r-flats in AG,,,(F2).
By Theorem 3.2, Co(D) = R(m — rym 4+ 1)". Co(Dy) = R(m —r — I,m)”
and Co(Dy) = R(m — r,m).

Any block of the design D is either in A or meets 1t in an (r — 1)-
dimensional (projective) subspace. The intersection with H is thus empty or
an r-flat; clearly every r-flat of AG(H) arises in this wav. Thus ¢ = (4(D)
projects onto Cy(D,), and Co(Dy) is in the kernel. Thus dim(Cy(D,)) <
dim(C>(D)) — dim(C>(D,)), and using the formula for the dimension of the
Reed-Muller codes, we have

T (m ' (fm+1 o [m
s ()=507)-50)
=0 =0 1=0
Using the identity ('“;rl) = (T) + (k"_'l) repeatedly. shows that this is actually
an equality, and hence that C,(Dy) is the whole kernel. This vields the short
exact sequence (7).

To obtain the second sequence we use the same embedding but now
project (' onto the coordinates corresponding to the points of PG(H). Let
&, be the design of points and (r — 1)-dimensional subspaces of PG, 1 (F).
and &; the design of points aud (r + 1)-flats of AG, (Fy). Then (5(&,) =
R((m—=1)=(r=1),m)", and C'y(&1) = R(m—r—=1.m). Certainly (" projects
onto (',(&,) siuce every r-dimensional projective subspace of PG(117) meets
H i an (r — 1)-dimensional subspace - or is contained in H — and every
(1 —1)-dimensional subspace arises in this wav. Two r-dimensional subspaces
of PG(1V) that meet PG(H) i the same (r — 1)-dimensional subspace have
disjoint intersections in 71 and thus form two cosets of the same r-dimensional
subspace of AG(I). Together thev form an (r+ 1)-dimensional space. It fol-
lows immediately that the keruel of the projection ix (72(&;) and thus yields

the sequence (i), O

We next draw out the consequences of Lemma 3.2 and 111 so doing prove
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that the minimum weights of the Reed-Muller codes are as we have indicated
and, more importantly, determine the nature of the minimum-weight vectors.

Theorem 3.3 lor 0 < v < i the minianum weight of R — romn) s 2"
and the vectors of minimawmn weight are the incidence vectors of the r-flats of
AG (1Y), For L <o < the mananum weight of R(m — rom)™ s 27 — 1
and the vectors of minimumn weight are the tncidence vectors of the (r — 1)-

dimensional subspaces of PG, _1(17).

Proof: (llearly the minimum weights are at most 27 and 2 — 1 by Theo-
rem 3.2, Now we use the short exact sequences and induction on m, the
result being trivial for 1 = 1. Assume the result true for m and all r < m.
Thus we assume that R(rn — s,m) has minimum weight 2° for m — s < m
and R(m — s, m)* has mimimum weight, 2° — 1 for rn — s < m and that the
minimum-weight vectors are as announced.

Since, for »» = 0, the result is trivial for any m we may assume r > 0 and
cousider dimension m + 1. If » = m the results are easy, for then we have
R(L,m+1), a case we have already discussed. We suppose 0 < r < m and use
the notation of Lemma 3.2. Thus D is the design of points and r-dimensional
subspaces of P(7,, (F;). Let v be a minimum-weight vector ot C' = (D). so
that wt(v) < 2'+1 — 1. If v is zero at the coordinates corresponding to H =
W — H, then v can be viewed in C(D,), from the short exact sequence (¢).
and hence v has weight 277! —1 and is the incidence vector of an r-dimensional
subspace of H (and hence of W), by the induction hypothesis. If ¢ is zero
at the coordinates corresponding to H, then v can be viewed in (',(&;) =
R(m — (r+ 1), m), from the short exact sequence (z22), and thus has weight
at least 271 which is not possible. Thus v can be taken to have support
meeting both H and H. Again by the induction hypothesis. the weight is
at least 27 + 27 — | = 271 — | using the last non-zero terms of the short
exact sequences, and hence has exactly this weight. Furthermore. restricted
to PG(H), vis the mcidence vector of an (r — 1)-dimensional subspace. To
show that ¢ 1s the incidence vector of an r-dimensional subspace of PG, (F,).
construct an r-dimensional subspace of PG, (F,) whose incidence vector w
coimeides with o on PG(H) and that contains at least one point in H in
common with the support of . Then the weight of ¢ — w is casily seen to
be less than 2771 — | and henee ¢ = w. This gives the projective result for
projective dimension m from wihich the affine result for dimension m + 1
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follows since the Reed-Muller codes are invariant under translation im V-
as we remarked in the last section -~ which means it is sufficient to consider
only those minimum-weight vectors of the Reed-Muller code with a 1 at. 0. O

[t should be noted that the code of anv projective-geometry design is
cvelic due to the existence of Singer cycles (as alveady mentioned in Sec-
tion 2.1) and hence the punctured Reed-Muller codes are cyclic.

We summarize the results obtained on the properties of the Reed-Muller
codes and finite geometries over the field F,:

Theorem 3.4 Let m be any positive integer.

(1) If A is the design of points and r-flats of the affine gcometry AG,, (F3),
where 0 < v < my then the binary code C = Cy(A) is the Reed-Muller
code R(im —rym). It is a 2™, (1’;) + (7;’) 4+ 4 (”Z'il_),‘Z"] binary code

and the minimum-weight vectors are the incidence vectors of the v-flats.
Further, C contains the incidence vectors of all t-flats for + <t < m.

For 1 > 0 the orthogonal, C'*, is the Reed-Muller code R(r — 1,m),
which is the binary code of the design of points and (im —r 4+ 1)-flats of
the affine geometry AG,,(F).

(2) If D is the design of points and r-dimensional subspaces of the pro-
jective geometry PG, (F3), where 0 < v < m, then the binary code
C = C(D) s the punctured Reed-Muller code R(m —rym + 1) [t
s a (2 — 1, ('{;) + ("LIH) + -4 (:Z:‘),QTH — 1] binary cyclic code
and the mimimum-weight vectors are the incidence vectors of the r-
dimensional subspaces. Further, C contains the incidence vectors of all

t-dimensional subspaces for r <t < m.

The code orthogonal to R(m —r,m+1)" is R(r,m+1)"N(Fy7)L, which
1s the even-weight subcode of the binary code of the design of pots and
(m — r)-dinensional subspaces of PG,,(I3).

Example 3.4 (1) The code of the design of points and lnes in AGL(17)
is R(3,4), which is the even-weight subcode of V. Its orthogonal is
F3 = R(0,4). The code of the design of points and planes 1s R(2,4),
of dimension 11, with orthogonal the code from the design of poiuts
and hyperplanes, of dimension 5, 1.¢. R(1,4).
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(2) The cade of the design of points and lines i PGa(f5) s R(2.4)7. of
dimension 11 and minimum weight 3; 1t is. of course. a binary Hamming
code.

(3) A basis consisting of the incidence vectors of lines in PG, (1)) for the
code R(m —2.m)" = H,, can be found as follows (as described in Key
and Sullivan [26]): take any line and include its incidence vector; take
any point off the line. and include the three incidence vectors of the
thiree lines joining the new point to the points on the first line. Continue
in this way: at each stage. if there is a point not vet incident with a
chosen line then simply take all the incidence vectors of the lines joining
that point to the points already obtained. These incidence vectors are
clearly lincarly independent and, as is easily seen, are equal in number
to the dimension: hence they vield a basis. The successive dimensions
are

L143=444+7=11114+15=206.26+31 =057, ...

Moreover. the incidence vectors chosen that have a pomnt in cominon
with a fixed point of the first line form a collection of parity checks (of
the simplex code that s dual to the Hamming code) that are “focused
on” that fixed point — see Section 3.3 -— and can bhe used for majority-
logic decoding.

The group AGL,, (F7). in its natural action on V = FJ* yields a group
of automorphisms of every Reed-Muller code R(r,m) and PGL, (F;), in its
natural action on V= = ¥ — {0}, vields a group of automorphisms of every
punctured Reed-Muller code R(r,m)*. That PGL,(F,) is the full group of
automorphisms of R(r.m)" whenever 0 < r < m—1 follows from Theorem 3.3
and the fundamental theorem of projective geometry, Theorem 2.1. From
this 1t follows that AGL,, (F) is the full group of automorphisms of R(r,m)
whenever 0 < r < — L. One must be careful here and note that it is not
the entire projective space that must be preserved, but only part of it, to
ensure that the antomorphism comes from the general linear group.
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3.3 Decoding

One of the attractions of Reed-Muller codes 1s the simple and easily imple-
mented decoding scheme that is available, with decoding decisions made by
majority vote, just as with the repetition code — which is, of course, the
simplest, Reed-Mnuller code, R(0, ). Since the schieme is related to the geo-
metric nature of these codes we describe it here. The scheme dates from the
very begiuning of coding theory and is dne to Reed [38]. It was Reed’s al-
gorithm that prompted the investigation of majority-logic decoding and the
rather peculiar definition of so-called Euclidean-geometry codes as maximal
cyclic subspaces of duals of the codes generated by certain flats in AG,,(F,:).
We begin by describing majority-logic decoding.

Let €' be an arbitrary linear code contained in the ambient space F'.
Recall that a parity check is simply a code vector in the orthogonal code,
C*, and that the support of a vector in F" is the set of coordinate positions
in which it has non-zero entries. Suppose we are given .J parity checks and a
coordinate position, ¢ say, such that the intersection of the supports of any
two of the given parity checks is precisely the singleton set {/}. If a received
vector has been perturbed by t or fewer errors during transmission, where
2t < J, then, clearly, at least half of the parity checks will give zero (i.e.
check) when applied to the received vector unless the symbol at coordinate ¢
15 1n error. Moreover, had we normalized the given parity checks so that each
had a 1 at coordinate ¢, then, in the event that one of the t or fewer errors
had occured at coordinate 7, at least half of the parity checks would record
that error. Thus a majority “vote” of the values of thie parity checks corrects
the entry at coordinate 7. This is the essence of majority-logic decoding.

Such a collection of parity checks is said to be focused on 2. Note that
if each of the coordinates of " has a collection of .J parity checks focused
on it. then the code will necessarily correct t or fewer errors — where again
2t <.J - - and therefore (" must have minimum weight at least 2/ +1. Indeed,
it 1s very easy to see that if there 1s a set of .J parity checks focused on a
coordinate 7. then any code vector with a non-zero entry at / must have
welght at least .J 4+ 1 in order to satisfv the .J parity checks. Note also that

Unfortunately the termy “orthogonal on i is the terminelogy of most of the coding
literature. Blahut. recogmizing the problemwith that ternnnology. used “concurrent on 17
in [6]. but that does not seem to have heen adopted. We here make another attempt at
change.
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any code with a transitive antomorphism gronp (and, in particular, a cyclic
code) will have minimum weight at least ./ + 1 provided that one, and hence
all coordinates, has a collection of J parity checks focused on it. In the cyclic
case majority-logic decoding, when it s available, 1s particularly simple.

Au instructive example is the dual €' of a binary Hamming code, fre-
quently referred to as a simplex code. Tt has the classical Steiner triple
system, namely the lines of the projective geometry, among its parity checks
and the pencil of lines through a point of the geometry fulfills the require-
ments for a collection of parity checks focused on the given point; if the
Hamming code is of block length 2 — 1, then J = 2™~ — 1. Indeed, C has
minimum weight 271 and £ =272 — 1 errors can be corrected. A simpler,
but still important, case is the following:

Example 3.5 The repetition code of length n over F, has, clearly, n —1
parity checks of weight 2 focused on any given coordinate and, for odd n,
oue simply uses a majority vote to determine the symbol sent, obtaining the
correct symbol provided at most ﬁ;—l errors occurred during transmission.

To use majority logic to correct many errors one must have many parity
checks focused on each coordinate, which entails that the minimum weight
of C'* be small; in fact, in order to have .J parity checks focused on a given
coordinate we must have (dt — 1).J < n — 1. The examples above have the
smallest possible minimum weights for their duals and allow error-correction
via majority logic to correct up to the full error-correcting capacity of the
code. In the coding literature such codes are said to be “completely orthog-
onalizable”.

Counsider next the Reed-Muller code C = R(r.m) where r < m. A
basis for € is the set of monomials of degree 1 or less. The idea of Reed’s
decoding schemeis to determine first the “information bits™ corresponding to
monomials of degree », thus reducing the problem to decoding in the Reed-
Muller code R{r — 1,m). Let K be a subset of {1,2.....m} of cardinality »
and let L be the complement of A'. Now the monomial of degree r,

H ey
ke

as an element of (7 = R(r.n), is the characteristic function of the (1m —r)-flat
S given by the equations

Ny =1.ke N
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and

Il

lel

the characteristic function of the r-flat T given by
X, =1l€el

and. moreover, an clement of R(r — 1,m)*. Each of the 2"~ translates
of T meets the flat S precisely once, but any other (mn — r)-flat given by a
different monomial of degree r eveuly. (To see this the reader may wish to
think of subspaces of the relevant dimensions; in one case the intersection
is the zero vector and S is a transversal to the 27" translates of T; in
the other the intersection is a subspace of positive dimension and S meets
a translate of T either in a flat of that dimension or not at all.) Thus, a
majority vote of the parity checks corresponding to these 2"~ translates will
record only the information bit corresponding to [iep & provided fewer than
2m=7=1 — 1 errors have been made in transmission. Note that one rctrieves
the information bit directly by majority vote and that, after determining
those information bits corresponding to the (’:) monomials of degree +, the
received vector is adjusted and decoding proceeds in R(r—1,m) via precisely
the same method.

Finally, we make contact, briefly, with so-called L-step majority-logic de-
coding. In our discussion of Reed’s algorithm we used parity checks which
were not in the dual of the code in question: the r-flat T above has a charac-
teristic function in R(r — 1, m)* but not in R(r, m)*. However, if T’ is any
traulate of T then TUT' 1s an (» + 1)-flat whose characteristic function s in
R(r,m)t. Moreover, the 2"~" —1 flats of this form (namely, TUT’, where 1"
1s a distinct translate of T') are focused on T in the sense that the intersec-
tion of the supports of any two of them is precisely the set T'. Thus, provided
sufficiently few errors were made in transimission, a majority vote using these
parity checks will give the sum of tlie error bits contained in the coordinate
positions correspouding to the flat 7. Such a “divide and conquer” technique
using majority or threshold circnitry was thoroughly investigated early i the
history of coding theory and was the subject of Massey’s thesis, [34]. For a
tuller disenssion of the decoding of Reed-Muller and Generalized Reed-Muller
codes and L-step majority-logic decoding the reader may wish to consnlt [33]
or a texthook on error control, for example, [6] or [30].
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4 The group-algebra approach

We have not, so far, taken full advantage of the fact that the coordinate set. of
the codes in question is. itself. endowed with structure. We did. of course. use
that structure in defining the Singer cvcles — where the coordinate set was
given the structure of a field — and. moreover. we used the additive structure
to discuss the minimum-weight vectors and the automorphism groups of the
Reed-Muller codes. But. for example, we have not yet explicitly shown how to
get the generator polyvnomials of the punctured Reed-Muller codes although
we know theyv are cyvclic. In fact. of course. there are many Singer cycles
and the codes are therefore cyvelic in many ways — which is another way of
saying that one must specify explicitly how a code is cyclic before one can
compute the generator polvnomial. The group-algebra approach allows one
to naturally specifyv the roots of the generator polynomial without actually
choosing the Singer cyvcle and it is this intrinsic nature of the approach which
makes the group-algebra setting so attractive.

We follow Charpin [10] but Landrock and Manz [28] have also given an
expository account: the original source of this approach was Berman’s sem-
inal paper, [3]. One exploits the modular group algebra of an elementary
abelian group, the additive group of the field that labels the coordinates, as
the ambient space for the codes.

4.1 Elementary results and Berman’s theorem

We proceed in full generality but the reader interested only in Berman’s
result and the Reed-Muller codes can take G' below to be F,* and F' to be
F?.

Let ¢ = p™ and set G equal to the additive subgroup of the field F,. We
will very soon regard (i as F,, but for the moment it is merely an elementary
abelian p-group® of order p™. Let F be any subfield of F, and set R = F[G],
the group algebra of G over the field F. Recall that the elements of R
are simply functions from 7 to F' and therefore, when G and F are taken
as suggested above, R 1s the ambient space of the Reed-Muller codes. We
choose, however, to formulate things a bit differently and view the group

3That s, (7 is an abelian group all of whose non-identity elements have order p or, in
other words, a vector space over the field F,. Since the group operation 1s being written
additively “order p” means simply that py = 0 for every ¢ € .
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algebra in a polynomial way — as one frequently does with group algebras
given by abelian monoids?. Thus a typical element of R is a formal sum
Ygeq £y X7 where the z, are elements of F and, as a function, it is simply the
one that assigns z, to the element g of G. Addition and scalar multiplication
are component-wise and the multiplication is given by the addition in G

Thus,
b X v Y9 — o4y A\ XY

Z wy X7+ Z y, X7 = Z(~L.'1 + -‘/9)/\

gEG gEG q€0
and, for ¢ € F,

((Z z, X?) = Z(C;I:g)Xi’;
yEG 9€G

using the “polynomial” multiplication X9 X" = X9*" gives the usual multi-
plication formula in the group algebra:

(Z :z:ng)(Z ;///IX") = Z :I;yy,l‘X""“‘ = Z(Z :L'L._;,y/,)Xk.

g€ls hes 4.hEG keG hel;

Notice that X° is the unit element of the commutative ring R; i.e. X% =«
for every « € R. The augmentation map R — F given by }_ cn2,X? —
> gea ity 1s clearly a linear transformation of the vector space structure of R
onto F'; moreover, it i1s an algebra homomorphism — as one can easily check
from the multiplication formula. We denote the kernel of this augmentation
map by M: it is, of course, an ideal of R. but much more is true: since we
are in characteristic p we have the Frobenius homomorphisim, « — «”. at our
disposal and the fact that G is an elementary abelian p-group gives

(D, X9 =3 b XV = (3" af) X = (3 2,)P XO,

g€els qeG g€G q€G

which shows that every element not in M is invertible m R and hence that
M is the unique maximal ideal of R.

In the binary case. with the interpretation suggested above. M is the
Reed-Muller code R(m — 1.m): we shall shortly see that the powers of the
ideal M give precisely the Reed-Muller codes.

Observe that in our present notation the characteristic function of a sub-
set .5 of (7 is given by the element 3~ . X7 of the group algebra. Consider

TThe paradigin is the ordinary polynomial ring where the monoid in question is the set
of non-negative integers under addition.
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next the element X9 — X = X7 — 1 of the ideal M, where we have set
X% = | since it is the unit element of R. Provided ¢ # 0,

p=1 p—1
n—1 ‘
(‘\ry _ l)/)—-] — 2 (_l)/:—l—l (/) . >X1y — (_1)])—] z ‘\fljj — § X_']

1=0 ¢ 1=0 g€l

where [/ = (g) = {ig |0 < i < p} is the subspace over [, spanned by ¢g. We
have here used the fact that (—1)?7' = 1, even when p = 2, and the fact that
(”Tl> = (—1)" since we are working in a field of characteristic p. Moreover,
if we are given a set of linearly independent elements of G. ¢y, ¢2... .. ¢, say,
then one checks easily that TTiZ (X — 1)?7' = 3,y X?, where now U is
the subspace spanned by {¢1,¢2,...,9,}. In fact, we have the following more

precise statement:

Lemma 4.1 Let S be a non-empty subset of G. Then

0 otherwise

H(Xy = { Sgesy X7 if S is a linearly independent set

g€S

Proof: We have already remarked on the case of a linearly independent set .
so suppose S 1s linearly dependent. We wish to show that the product is zero.
If 0 € S, that result is imimediate; otherwise, let S’ be a linearly independent
subset of S with the property that there 1s a go € § — S’ contained in (S').
Then the product in question is ([1,es(X? — 1)P71)(X% —1)?71a where a is
an element of R.

By the first part of the lemma,

(TLC =D =1t = (3 X(3 XM= 3 X

ges’ 9€(S") he{go) he(yo) 9€(S")

Since g 4+ b runs through (S') as ¢ does for every h € (go). this latter sum is
Y ohelne) Lge(sy X2 = pY eqeny X? =0 and we have the result. O

Now since the ideal M is generated lincarly over the field F by the el-
ements XY — 1 the ideal M" is generated linearly by elements of the form
[T,e5(X? = 1} where S is a subset of (7 of cardinality ». Moreover. in char-
acteristic 2, the subsets S can be taken to be linearly independent subsets of
the vector space (7 over Iy, by the above Lemma. Hence in this binary case
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M" is generated linearly by the characteristic functions of the »-dimensional
subspaces of the vector space 7 over F,. Because of the simple result (Corol-
lary 3.1) that R(m — r,m) is generated by the characteristic functions of
subspaces of dimension r, we have proved Berman’s theorem:

Theorem 4.1 In the group alyebra Fy[G], where G is an m-dimensional
vector space over Iy, the Reed-Muller code R(m —r,m) = M", where M s
the unique mavimal ideal of I[G].

Remark: The theorem is even true for » = 0 provided we define M° = R,
as 1s customary, it being the ideal generated by 1. Observe that for » = m
we have the repetition code and, indeed, [1,ep(X? — 1) = 3 for every basis
B Of (1'.

4.2 Isometries of the group algebra

If R = F[G] is the group algebra of any group G, abelian or not, then any
automorphism o of the group G induces an automorphism of R, which we
also denote by o, via

O’(Z g X?) = Z 2, X7

g€ 9EG

as one can casily check. Moreover, in the basis given by X9, the coding-
theory basis we have chosen, such an automorphism is weight preserving
— l.e. it is also an 1sometry preserving the Hamming metric. If o is any
automorphism of the algebra R that is weight preserving, then it must be
given monomially; i.e. o(X?) must be of the form ¢« X" for some h € G and
a € X for G an elementary abelian p-group we have - - since automorphisms
preserve the unit element — o(X°) = o((X?)”) = «? X% = X°, which implies

that « = 1, since F is of characteristic p, and that the automorphism is
given by a coordinate permutation. But now one easily checks that setting
h = o(g) defines an antomorphism of G that induces the given isometry.

In the case of an elementary abelian p-group G, the automorphism group is
simply GL{G) where (G is viewed as a vector space over the field [7,. In the
case at hand we can choose a basis for ¢ and then (/L (F,
1s precisely the gronp of isometric antomorphisins of onr group algebra. We

), where |G| = p"',

record this fact with
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Proposition 4.1 The group of isometric automorphisms of the group alge-
bra F[G). where (0 is an elemenary abelian p-group and 17 a field of chair-
actervistic p. s GL(G) = Aut(G) in its natural action on the coordinate set

G.

A group algebra, F[(7]. comes canonically equipped with an involutory
anti-automorphism induced by the map G — G which sends a group ele-
ment to its inverse. When G is abelian this canonical map is an involutory
automorphism and clearly isometric. We denote this canonical involution by
a v T in GL(G) it is represented by the map ¢ — —g. As we shall sce
this canonical automorphism plays an important role when discussing the
orthogonal of a code viewed in R. It is the analogue of taking the “reverse”
when computing orthogonals to cvelic codes.

The ideal M of R is intrinsically defined since it consists of the nilpotent®
elements of R. It follows that every automorphism fixes M and hence all
powers of M : in particular. isometric automorphisms fix M " for all . There
are isometries not given by automorphisms, of course. For example, multi-
plication by X7 vields an isometry of R; such an isometry is clearly given by
a translation in the vector space G. Since any ideal of R is fixed by such a
multiplication, all the powers of M are fixed. We thus have AGL((G') acting
as a group of 1sometries of R and fixing the ideals that are here of interest.
We have now explained in our new language — but in a more general setting
—— what we already know about the Reed-Muller codes.

In the early history of codiug theory there was great interest in deciding
which extended cyclic codes were “affine invariant” and Kasami, Lin and
Peterson [23] settled the question. Because of the historic interest and the
motivation it will provide for the rest of this chapter, we discuss and prove
their result. We are here. as in all of this section, following Charpin [10].

First of all 1t must be emphasized that “affine invariant” refers not to the
group of 1sometries discussed above but to a smaller group; a more precise
name would be “translation-invariant extended cyclic codes”™. The point is
that one does not demand invariance under the group AGL(G), but only
under the subgroup AGLi(F,), where now we are viewing (i as the field F,.
There are many more codes invariant under this smaller group, even if one

?An element of a ring is nilpotent if some power of it is 0; in our case the generators of
M, viz. X¢ =1, are 0 when raised to the p™ power and it follows easily that all elements
of M are nilpotent. A is the radical of the ring R.
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insists that the codes be self-dual: see, for example, [12) where all binary,
affine-invariant self-dnal codes of block length at most 512 have been found
and where evidence is presented to suggest that the number goes to infinity
with the admissible block length. On the other hand, the only binary codes
invariant under the larger group are the Reed-Muller codes (see Theorem 5.11
below).

We shall see in a moment how to extend the cvclic codes in question so
that they will lic in the ideal M, but let us note first that a linear subspace
of R invariant under translation is simply an ideal of R. Our aim, therefore,
1s to characterize those ideals invariant under the isometric automorphisms
given by X7 — X where u is a non-zero field element and where we have
identified G' with F),.

4.3 Translation-invariant extended cyclic codes

We prove here the theorem of Kasami, Lin and Peterson characterizing
“affine-invariant” cyclic codes.
Set n = p™ — 1 and suppose C' C F" is a cyclic code. Now ' is specified

th

completely by the n'" roots of unity that are roots of its generator polynornial.

We shall assume that 1 is not a root for we wish to extend ¢’ by an overall

th 100t

parity check and we wish to avoid trivial cases. Let a be a primitiven
of unity, i.e. a primitive root of F,, where ¢ = p™. Then the set of roots of
the generator polynomial are specified by that subset T of {1.2,..., n—1}
where o' is a root if and only if : € T. We shall refer to 1" as the defining
set of the cyclic code C'. We embed (' in R as follows:

n—=1 n—1
RPN TR SRS we e
=0 =0

Clearly the image, which we denote by (. is invariant under the map

Z rg X9 Y e, N

neG y€G

and. indeed. any linear subspace of R invariant under this map comes from
a cyclic code. Since a is a generator of FX the image is invariant under the
maps given by X7 — X" for «/l non-zero v € F,. We have. by our choice of
a. embedded all evelic codes over F in M.



4 THE GROUP-ALGEBRA APPROACH 35

Consider next the {ollowing [-linear maps ¢, of R into the space & = F:

q').s(z r, X?) = Z x,4°,

g€/ g€

where 0 < s < n. With the proviso that 0° = 1, the map ¢, is simply the
augmentation map with kernel M. Observe that if ¢ is in the defiuing set of
a cyclic code ' then the image, C, of C has the property that ¢;(¢) = 0 for
all ce (. Morcover, for any embedded cyclic code, ¢y(¢) = 0 for all ¢ € C.
Thus, we “extend” T to T = T U {0} and note that the image of the cyclic
code is defined by T in the sense that ¢ € C if and only if ¢;(¢) = 0 for all
i € T. Hence we abuse the terminology and refer to T’ as the defining set
of C.

Unlike ¢q, @, is not an algebra homomorphism for s > 0. It does, however,
have an important multiplicative property which we now explain. Let N =
{0,1,...,n} and define a partial order on N by k& <[ if and only if &, < [,
for all v, where k = 7 k,p” and | = 73} Ip” are the p-ary expansions

of k and l. We give k < [ the obvious meaning: k£ <[ but A # I. Then
Proposition 4.2 For all 2,y € R,
s
Ss(vy) =) (,)éi(ﬂi)cﬁs_i(y)-
1<s

Proof: Setting @ = ¥ ,cq4,X? and y = Yheqya X" and writing out the
definition of ¢, (xy) yields

S s\ .
NENEDY (i)@i(r)‘.f)s—i(:’/)
=0
and an application of Lucas’s theorem® gives the result. O
We have immediately the following

Corollary 4.1 If I is an ideal of R and ¢s(x) = 0 for all v € 1. then
Gi() =0 forall € I and 1 < s.

“Lucas’s theorem states that () =TI, (*) modulo p. Hence (}) is non-zero if and
only if ¢ < s.
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Proof: Since + X% € I for all & € I the formula above yields

¢s(rX7) = Z (:) ¢,‘(:l')g”_" =0

1<s

for all ¢ € G* and unless the @;(2) = 0 for all 7 <X s we would have a non-zero
polynomial. 37, ., (f) é;(x) 257, of degree less than n with n roots, namely
the elements of G*. O

The discussion above and the corollary yield the theorem of Kasami, Lin
and Peterson:

Theorem 4.2 A cyclic code of block length p™ — 1 has an extension which
is translation invariant if and only if its defining set 1" does not contain 0
and has the property that s € T implies « € T for all 1 < s.

Proof: Clearly an extended cyclic code that is translation invariant is an
ideal and hence its defining set has the required property. On the other hand
if an extended cyclic code has a defining set with the required property the
formula shows that ¢,(cX?) = 0 for all ¢ € C and all s € T or, in other
words, that ¢ € C implies ¢X? € C for all g g € G or that C is tlanslatlon
invariant. O

The powers of M are, of course, extended cyclic codes that are translation
invariant since they are invariant under the larger group AGL(G). Thus
we should be able to determine their generator polynomials. The reader
should observe that these polynomials will depend on the choice of a, but
the defining sets are intrinsic to R since they are given by the appropriate
®;’s. This intrinsic nature of the group-algebra approach has been exploited
in diverse directions by Charpin and her students. The interested reader may
wish to consult {11, 12]. In the following section we give the promised defining
sets for tlhie Reed-Muller codes and look briefly at their p-ary analogues.

4.4 The generator polynomials of punctured Reed-
Muller codes and their p-ary analogues

We will in fact determine the defining set of R(r,m). If that set is 7' =
T U {0} and o is the chosen n'-root of nnity then the generator polynomial
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of R(rym)™ is simply [Tiey(Z — a'). Now R(r.m) = M"™" and we are
interested in the case where r < m. For + = m — | we know that T = (
since M is, clearly, annihilated only by ¢y and. of course, R(m — l.m)™ =
F2'7' the whole ambient space. Since the dimension of R{r.m) is b =

o ('”) we know that |17 = 2" —1—k = 057! (':') —1 and that therefore
T
whose binary expansions have fewer than m — » entries equal to 1. As the
next proposition will show. 7' is precisely this defining set and therefore the
generator polynomial of R(r.m)™ is

11 (Z —a")

0wy (1)<m—r

= St (";'). This is the cardinality of the set of integers less than n

where wt, 1s the function given by the following more general

Definition 4.1 For any integers, k > 0 and ¢ > 1, the ¢-weight of k,
written wt (k). os

(o]
\\t Z

where k = 5200 k,q” is the q-ary expansion of k.

Proposition 4.3 The defining sct of the ideal M* in F3[G], where G is the
elementary abelian 2-group of order 2, is that subset of {0,1,...,2™ — 2}
whose clements have binary cepansions containing fewer than t entries equal
to 1. That is, the defining set is {i|0 <1< 2™ — 1 and wta(e) < t}.

Proof: We use induction on t. We have the result for + = 1 since 0 is the
only integer & with wi,(k) = 0. Suppose the result true for ¢ and consider
t + 1. Now, a typical generating element of M**! is of the form z(X? — 1)
where # € M'. By the nested nature of the ideals we know, of course, that
M ™! is annihilated by all ¢, with wt,(s) <t and we need only show that it
is annihilated by those o, with wt,(s) = 7. For such an s we have that

¢s(5'7(Xy—l)) = Z(/)ér( )O, 1(XJ~.)

1<

= 9y(x)go(X +Z(1) )by i (X —1).

1<
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But the first summand on the night side 1s 0 since X9 — 1 € M aund the
second summand is 0 since ¢ < s implies wto(z) < wty(s) = t. Since we know
the dimension of the ideal we must have precisely the defining set. U

The above proof is dne to Charpin [9]; observe that it does not depend
on the fact that we are in characteristic 2 and, therefore, proves more. We
have, i fact, proved the following

Proposition 4.4 Let R = F[G] where G is an elementary abelian p-group
and F a field of characteristic p. Then the ideal MY, where M is the ideal
of nilpotent elements of R, is annthilated by all o, with wt,(s) < t.

In the event that the field F is not a subfield of G one must take an overfield
of both in order to have a target for the functions ¢,. but this does not effect
thie proof.

Of course M' is an extended cyclic code invariant under translation, but
since we have not. yet computed its dimension, we cannot assert that we have
its defining set — as we did in the binary case. the proposition does, however,
show that the dimension is at most equal to |[{¢ |0 < ¢ < p™ — 1, wt,(2) > t}]
since we are in the presence of an extended cyclic code — which means that
dimp(M') = p" —|T|, where T is the defining set of M. We will soon exhibit
linearly independent elements that will give us not only this dimension but
also the so-called “Jennings Basis™ of the algebra F[G].

Let {90,91,---,9m-1} be a basis of the F,-space G. For any k =
St kypy, where 0 < k, < p for all v, set Jp = [0 (X9 — 1)*. Clearly
Ji. € M' whenever wt,(k) > t. Moreover, these elements are linearly in-
dependent over I, where F is any field of characteristic p. For suppose
Twi k> axJk = 0, where all ap € F. Choose j such that wt,(j) is a min-
imum with «; # 0 and set j = Lo
by T (X9 — 1)P=1= bearing in mind that (XY — 1)» = 0 for any g,

yields «; [T05 (X9 — 1)~ = «;3 = 0 and hence that «; = 0, which is a

7up”. Multiplying the lincar relation

contradiction.

We have thns proved the following
Theorem 4.3 Lct (G be an elementary abelian p-group of order p™ and F «
field of characteristic p. For any basis {go. .. .. Gm—1} of G. the p™ elements

m=1

H (X9 — 1)~

r=U
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where 0 < ¢, < p form a linear basis for R = F([G]. Moreover,

m—1 m—1
{II (X" =) 3 e, 21,05 e, < p}
v=0 v=0

form «a basis of M*, where M s the vadical of R.

Such a basis for F[] was first exhibited by Jennings [22] and is called

a Jennings basis of the group algebra. It is, as the construction shows,

independent. of the coefficient field of the modular algebra and siimultaneously
exhibits hases for all powers of the radical.

We note here that the index of nilpotency of the radical is 1 + m(p — 1);

l.e. '

M-l — g

but M* # 0 for any smaller k. Just as in the binary case, M™?~V is the
repetition code generated by [T/ ' (X% — 1)P7! = ¥ e XY = 73; it is the
minimal ideal of R, which means that it is contained in every non-trivial
ideal of R.

Corollary 4.2 The code M' is a code of block length p™, dimension [{k]0 <
k< pmywt,(k) < m(p — 1) — t}] and minimum weight (b + 1)p*, where
t=alp—1)+bwith) <b<p—1. As an extended cyclic code its defining
set is {¢ |0 <z <p™ — 1, wt,(z) < t}.

Proof: The dimension is |[{k|0 < k < p™, wt, (k) > t}], of course, but taking
the set of complements, (p™ — 1) — k, gives the above description — which is
sometines more useful. As for the minimum weight, the BCH bound implies
that the minimum weight is at least as announced, since k = Y221 (p —
Dp” + bp* = (b+ 1)p* — 1 is the smallest integer with wt, (k) = ¢. On the
other hand, (X% — 1)* [T, (X% — 1)7! yields a vector of the given weight
since the product is the characteristic function of the a-dimensional subspace
generated by {¢1,...,¢.}, and multiplying by (X% — 1)* merely takes the
sum of b + 1 distinct, weighted translates.t

Observe that the minimum-weight vectors we have exhibited have their
supports lying in an (a + 1)-dimensional subspace of GG, namely the subspace
generated by {¢o,¢1,-..,9.}. When 7 is divisible by p — | these mimimum-
weight vectors are characteristic functions of subspaces -~ just as in the
binary case.
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Corollary 4.3 If 1 = a(p — 1) then M' contains the incidence veclor of
ccery a-flat of the affine geometry AG,,(F,) and henee the code over 1, of
the design of points and a-fluts of AG,,(F,).

Example 4.1 There is a simple formula, easily derived, for the dimension
of M=10=1 gnce it is the number of ways of selecting at most p — |
objects — repetitions allowed — from a set of m objects. One has then (cf.
Example 5.3) that

dim(M D=1y = (m +p- 1)

m

and that among the minimum-weight vectors one finds the characteristic
functions of flats of codimension 1. As we shall see it is the code over I}, of
this affine design.

4.5 The codes of the designs from AG,,(F})

We next want to sketch the proof that M™®=" is the code of the design
of points and r-flats of the affine geometry AG,,(F},). In fact this follows
quickly from a result of Delsarte [14] characterizing the codes in the group
ring R invariant under AGL,,(F},), acting naturally on R, as precisely the
powers of M. Since we know the defining sets of these powers (the defining
set of M' is the set of all s with wt,(s) < t) we must show that any code in
R invariant under this group of isometries has such a defining set. We know
that it 1s, « fortiori, an extended cyclic code invariant under translation and
therefore has a defining set satifying the Kasami-Lin-Peterson condition: it
s 1s 1n the defining set than so is any s’ with s’ < s. The crucial step in
the proof 1s to show that if s is in the defining set of a code invariant under
AGL,,(F,) then so is any s" with wt,(s") = wt,(s). We postpone this quite
technical part of the proof until Section 5.5 and simply show here hiow to get
the result we need from it. We first observe that we mmunediately have the
following:

Proposition 4.5 Let C be an ideal of R which is an cxtended cyclic code
satisfying the following condition: if s is in its defining sel then so is any s’
with wt,(s') = wt,(s). Then C = M' for some integer 1
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Proof: Let t be the greatest integer with (* C M. Then the defining set ol
C contains the defining set of M’ namely {s|wt, () < 7}. If the defining
set of  contained anyv integer s with wt,(s) > ¢ then by the Kasami-Lin-
Peterson condition (Theorem 1.2) it would contain an integer with p-weight
equal to t and hence all integers of p-weight 1 — which contradicts our choice
of t since then it would then be contained in M+, Thus the defining set of
C s precisely {s]wt,(s) <t} and we are done. O

Now the code generated by the r-flats of the affine geometry AG,, (F))
is clearly invariant under the group AGL, ([F,) and is contained in M=
but not in MU=+ Thus we have the following

Theorem 4.4 For any prime p, the code of the design of r-fluts of the affine
geometry ,1(;”1(1,)) is M1

Since the dimension of M{"=HY=1 ¢ easy to compute we have a proof
of the following important fact:

Corollary 4.4 The dimension of the code ovcr F, of the design of points
and (m = 1)-flats of AG,,(F,) is

m4p—1
m '

It is equally easy to compute the dimension of M”™! which gives us the
following

Corollary 4.5 The dimension of the code over F, of the design of points
and lines of AG, (F,) is
. (m, +p— 2)
[) _ .
m

Proof: The proof consists of observing that, by complementation, one need
only count the number of ways of choosing p — 2 objects from m objects —-
repetitions allowed. O

Remark: In both cases the formulas are simple binomial coefficients since
one does not have to worry about the constraint p — 1 on the munber of
repetitions allowed.
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Althongly we now know the dimensions and minimum weights of the
codes coming from AG,,(F7,) we have not yet determined the nature of
the minimum-weight vectors nor have we discussed the codes coming from
PG (F,). We postpone that discussion until Section 5.7 where all the rele-
vant facts are established. See, for example, Theorem 5.15 and Theorem 5.16.

4.6 Orthogonals and annihilators

We have already seen that for the Reed-Muller codes
R(r, m)L =R(m —r—1,m)

, for 0 < » < m, or, in the current langnage, that the Reed-Muller code
(M "~ is precisely M+ Moreover, the same equality is true if we replace
the orthogonal by the annihilator in the group algebra.

More precisely, if S is any subset of R we set

Ann(S)={» € R|xs =0 forall s € S}.

Then. since M"(P=1+1 = {0}. Am(M') D M7=+t 40 a dimension at-
gument yields the equality. We explain the entire matter using the canonical
automorphism

r= Z 2, X7 Z 1, X7 = Z o, X7 =T

yEeC €0 q€C

introduced in Section 4.2.
In order to eliminate visual confusion we will use the following notation
for the nsual inner product:

[ron) = [ e, XY g, X0 =3 vy,
Of course. for a code (" C R.
Cr={reR|[r.cJ=0forall c e C}.
We have immediately the following ~adjoint™ relationship:

[T !/] = [1 _77].
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This shows that S5 = SLwhere we have set, for S C R, § = {5]s € S}.
Now, since wy = 0 if and only il (e wa—ryn) = Lnea trgry-r, = 0 for
all k€ ¢, wy = 0if and only if [X*2, %] = 0 for all k € (7. and we get the
ollowing result. -— which it the analogne of Theorem 5.22 of Chapter 1 giving
the orthogonals to cyche codes.

Proposition 4.6 For an ideal I of R
Am([) =1t = T

The 1deals we are concerned with are invariant under all the isometric auto-
morphisms and, in particular, under the canonical automorphism. Hence we

have

Corollary 4.6 If an ideal [ is invariant under the canonical automorphism,
ie.df I =TI, then Aun(I) = I+, In particular, in the group alygebra R we
have that

/‘\Illl(M") = (Mt)-l- - Mm(p—])+1_t‘

Example 4.2 Taking { = m(p — 1), we have that M = (F,3)* and. in
particular, is of codimension 1 in R, a fact that has emerged in various ways
during our discussion of the group-algebra approach.

Remark: Observe that even if an ideal is not invariant under the canonical
automorphisim, the proposition shows that its annihilator and its orthogonal
are equivalent codes.

5 Generalized Reed-Muller codes

5.1 Introduction

Our description of generalized Reed-Muller codes is based. primarily. on the
now classic paper of Delsarte, Goethals and MacWilliams [13]. We have.
however, reworked the material in several important respects and have intro-
dnced a different notation. Tlie definitions are based on the polvuiomial codes
introduced by Kasami. Lin and Peterson [24. 25]; these authors introduced
the primitive generalized Reed-Muller codes and Weldon [44] introduced the
non-primitive generalized Reed-Muller codes and the single-variable approach
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using the Mattson-Solomoun polyuiomial. Our treatment of that polynomial
appears to be new in that we view it in a quotient ring that is slightly different
from the one traditionally used.

Were 1t not for the complication introduced by moving {rom a prime
field to F,. where ¢ is a proper prime power, much of the material in this
section could be avoided. The reader interested only in the prime case will,
however. need to read Section 5.7 and the previous material necessary for its
understanding.

5.2 Definitions

First we describe the so-called m-variable approach. This is entirely anal-
ogous to our approach to the Reed-Muller codes (which are, simply, the
generalized Reed-Muller codes for ¢ = 2) and the generalization is straight-
forward (the functions involved being F)-valued — rather than boolean —
and having £, -valued variables).
Let ¢ = p', where p is a prime. Set E = F, and let V he a vector space

of dimension m over F. Again we will denote a general vector in V by v,
and we will take V to be the space E™ of m-tuples, with standard basis
e.....e,,. where

e =(0,0,...,1,0,...,0).

NSRAASRR
i

Our codes will be ¢-ary codes, i.e. codes over F, and the ambient space will
be the function space EY, with the usual basis of characteristic functions of
the vectors of V. As in Section 3, we can denote the members f € EV by
functions of the m-variables denoting the coordinates of a variable vector in
V.ie. if

X =(r,20,...,2,) €V,

then f € EVY is given by

f=fley, 20, 2)

and the x; take values in £. Since every element in I satisfics «? = «, the
polynomial functions in the m variables can be reduced modulo «! — &, (as
was done i Section 3 for ¢ = 2) and we can again form the set M of ¢™
monomial functions

M o= {alal ol I0< . <¢g—~1,k=1,2,.... m}.

"



5 GENERALIZED REED-MULLER CODIES 45

For a monomial in .M the degree pis the total degree. veo p =577,/ and
we have that 0 < p < m(g—1). We will shortly show that ‘M forms another
basis (that we will not use for the codes) of 17V — as was done for ¢ = 2:
we do this m an entirely analogous way by expressing cach charvacteristic
function of a vector as a polvnomial — in fact. a lincar combination. with
coefficients in I,. of members of .M:

Lemma 5.1 forw = (wy.w,. . ... w,,) € V.

Proof: Since a?=! = | for any non-zero « € £, 1 — (w; —w,;)*"! = 0 whenever
a; # wy; thus the polynomial function on the right is clearly the same as the
characteristic function on the left. O

Example 5.1 The polynomial 1 — (2; — «)77" is the characteristic function
of the (m — 1)-flat in £ given by the equation X, = «. This polynomial is
not lincar unless ¢ = 2.

Since £Y has dimension ¢”'. .M, being of cardinality ¢, is another basis
for £V — by the above lemma. The space EY can then be viewed as the
space of all polynomials (reduced modulo @7 — w;) in the 1n variables; i.e. all
linear combinations with coefficients in F of the monomials in M. We use
this interpretation to define the generalized Reed-Muller codes:

Definition 5.1 Let I/ = F,, where ¢ = pt and p is a prime, and set V. = E™.
Then for any p such that 0 < p < m(q — 1), the p" order generalized
Reed-Muller code Rg(p.m) over E is the subspace of I5¥ (with basis the
characteristic functions of the vectors in V') of all reduced ni-variable poly-
nomial functions of degree at most p. Thus

Re(p.m)=TRg,(p.m) = <:1:;1.1:;" e M| Z 1y < /;> .

k=1

Example 5.2 (1) Tor g =2 and 0 < p < m, Ry, (p,m) = R{p,m).
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(2) For any ¢, Ry, (0,m) = I3 = (3) and R(m(q — 1),m) = F’"' the

entire ambient space.

The dimension of a generalized Reed-Muller code can be obtained by
simply conuting the number of elements in its obvious monomial basis:

Theorem 5.1 For any p such that 0 < p < m(q — 1),

.. m\ [t —kq+m—1

dim(REg,(p,m) ZZ (—1)* !

1=0 k=0

1 — kq

Proof: We use the fact that the number of ways of picking ; objects from

m—1
inclusion-exclusion argument shows that the inner sum is the number of ways
of picking 1+ objects from a set of m objects. when no object can be chosen
more than ¢ — 1 times. Summing on / vields the result. O

a set of m objects — with repetitions allowed — is (H'”_]) = (”"'“1) An

Example 5.3 (1) By a direct count we have dim(Rg,(1.m)) = 1 4+ m,
just. as in the binary case — but note that the function a; is zero
on the hyperplane X; = 0 but takes on many different values off the
hyperplane unless ¢ = 2. Since every non-constant linear polvnomial

-1

in the o variables has ¢™~% zeros. these codes have minimum weight

m

q" —q" " = ¢ g — 1) and all code vectors except the zero vector
and non-zero multiples of 7 have this weight.

(2) By a direct count we have. for 0 < p < ¢ — 1. dim(Rp, (p- 1)) =1 4 p,
and, since a polynomial in one variable of degree at most p can have
at most p distinct roots. the minimum weight in this code i1s ¢ — p,
there being a polynomial of degree p with exactly p distincet roots since
p < ¢. These codes are of genus zero in the sense of Tsfasman” aud

Viddut, [43].

(3) More generally. if p < ¢ — 1 no choice of 71y.750. ... fe With 30 = p
will ever have an 1 > ¢ — 1 and 111(]11\]()11~(—XLll.lSiOll IS unnecessary in
the proof. Moreover. by introducing a “dummy™ object the number of

“These codex are usually referred to as MDS codes. or sometimes optimal codes. in the
coding hteratnre: we have chosen to adopt the new rerminology introduced 1 [43].
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ways of choosing al most p things — repetitions allowed — from a set,

ol 1 objeets is casily seen to be (”T”'”) and hence one sees directly that

. f+ o .
dim( R, (p, ) = ( " ), for 0 < p<qg—1.

Just as in the binary case, the codes orthogonal to generalized Reed-
Muller codes are again generalized Reed-Muller codes. Again the proof is
entirely analogous to the binary case, but we need a lemma which generalizes
the result that R(»m — L.n) cousists of even-weight vectors. The required

result is an casy consequence of the orthogonality relations; thus the proof
h

n—1

depends simply on the fact that 3 "7/ w' = 0 whenever w is an n'" root of

unity different from 1.

Lemma 5.2 If f € EY has degree p < m(q — 1) as a polynomial in

TN Loy ...y, then
Z f(w)=0.

wev
In fact, if f is any linear combination of the elements of M with coefficients
i any overfield of E, the sane result holds.

Proof: The result is clearly true for any constant function (since the block
length of the code is a multiple of, in fact a power of, p. the characteristic
of F,) so we need to prove the assertion only for monomial functions. i.e.
elements of M, of positive degree less than m(¢ — 1). Moreover. if in such
a monomial any ¢ = 0, the sum is again a multiple of ¢ and hence 0. We
thus restrict ourselves to those monomials in which every «; appears. The

orthogonality relations for the group K> x ... x E*, using E itself as the
field where the characters take their values, yields immediately. taking g
as the principal character and \ the character sending a = (¢;.....a,,) to
all o alr, that

Z alt cooalm =10

a

sinee there is some & for which 7p < ¢ — 1, and siuce the sum only need be
taken over those vectors all of whose entries are non-zero. J
Theorem 5.2 forp <m(q—1)

R, (pon)t = Rp,(m{g = 1) = 1 — poan).

-y
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Proof: If f has degree at most p and ¢ has degree at most m(g—=1)—1—p,
then the product fg has degree less than m(g —1). Thus Lemima 5.2 imphes
that

S F(whg(w) =0

wegl’

and the corresponding codewords are orthogonal. Heuce
R, (pom)t 2 Ry, (m(q —1) = 1= p,m)

and now we need only check the dimensions: the involution of M that sends

v ‘ o RS ) . )
ot to 1T L T yields the fact that the number of monomials

m

of degree greater than m(q — 1) — 1 — p i1s equal to the number of degree

less than or equal to p and hence dim(Rp (m(¢ —1) =1 —p,m)) = ¢" —
dim(RE,(p.m)), as required. 0

The generalized Reed-Muller codes are codes over possibly non-prime
fields and thus could not be the codes of designs coming from affine geometries
— unless ¢ happens to be a prime. They do contain the incidence vectors of
flats in the geometry, as we will shortly see. In order to demonstrate this it
is convenient, notationally, to make an observation — important in itself —-
about the automorphism group of Rf, (p, m):

Theorem 5.3 For0 < p < m(q—1), the automorphism group of R, (p,m)
contains the affinc group AGL,, (F,) i its natural action on V = F".

Proof: Recall that for any code C C FP, an automorphism of (' is a per-
mutation o of P that preserves C, i.e. for which,if ¢ € C, ¢ € C, where ¢”
is defined by ¢"(P) = ¢(a(P)) for P € P.

Now 5 € AGL, (F,) 1s given by

v:vi— Av + a,
where v.,a € V = £ — viewed as column vectors — and A 1s a non-singular
m x 1 matnx over I, Thus, for f € Ry, (p,m), [V 1s defined by
F(x) = f(Ax + a),
and so. clearly. f* € Ry, (p,m). O

Note: Berger and Charpin [4] have shown that AGL,, (F,) s the full anto-
morphism group of these generalized Reed-Mnller codes when. of course,
O<p<mlg—1).
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Theorem 5.4 For 0 < <m and p > r{y—=1). the genevalizod Beed-Muller
code Ry, (p.m) contains the incidence vector of any (m—r)-flat of AG, (F,).

Proof: Any (m—r)-flat in AG, (F,) consists of all the points x of ¥ satis{ying
r independent equations

m

Z(/i/‘\,/ =w;. for i =1.2..... r

1=1

where all «,; and w, are in F. If the code Ry, (p, m) contains the incidence
vector of some /-flat. theu it will contain the incidence vector of every t-flat,
since the affine group AGL,, (F,) acts transitively on {-flats and, as we have
just seen. preserves the code. So we need only construct one (imm —r)-flat that
s Re, (p.m).

Consider the polviomial

plage..ooxy,) = (1 —:I,'?_l) .

=1
of degree r(q — 1). Then p(wy,....2,,) = 0 on V unless a; = 0 for ¢« =
1,2,....r. Thus the codeword corresponding to p(x) has the entry 1 at

points on the (m — r)-flat defined by the » equations

X1 =0.X,=0,...,. X, =0
and the entry 0 at points off the flat. Hence it 1s the incidence vector of this
(m — r)-flat. Siuce p(uy... . x,) € Ry (p, m) for p > r(q — 1), we have the
result. O

As 1 the binary case the proof shows more, namely that the generalized
Reed-Muller code contains all (m — s)-flats for 0 < s < r. Moreover, the sub-
code generated by the (1 — i )-flats contains. by the same induction argument.
used in the binary case. all (in — s)-flats for 0 < s < r. Note, however, that
when using characteristic functions of #-flats to obtain characteristic func-
tions of (1 + 1)-flats one could nse coefficients other than | provided ¢ > 2
and hence obtain vectors that are supported on the (1 + 1)-flat, but are not.
characteristic functions.
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Example 5.4 Take ¢ = 3 and m = 2. The geometry is then AG,(F3), the
affine plane of order 3. Let €' = C3(AG,(F3)) be the code over Fj associated
with this plane, i.e. the code generated by the incidence matrix of the plane.
The incidence vectors of the lines (1-flats) will be in Rg,(p,2) for p = 2,3
and 4. In fact ¢ = Rp,(2,2), while, as we know, RE,(3,2) = (Fi3)* and
R, (4,2) = F}, the entire ambient space.

This example is indicative of what happens in the case of planes over
prime ficlds. A rather easy argument using elementary divisors (see [2, Chap-
ter 6]) shows that the dimension of the code of any affine plane of prime order
pis (”;') and since the computation of the dimension of R, (p—1,2) is also

easy (see Example 5.3 above) and also yields (”;1) we have a proof, which

avoids the use of Delsarte’s theorem, of the following

Proposition 5.1 The code over F, of the desarquesian affine plane of prime
order p is the generalized Reed-Muller code R, (p —1,2).

Since it is easy to see ([2, Corollary 6.4.1]) that the code over F, of any
affine plane of order p has as minimum-weight vectors only the scalar multi-
ples of the characteristic functions of lines of the plane. the above proposition
yields an elementary proof of the following

Corollary 5.1 The generalized Reed-Muller code R, (p —1.2) s a

, plp+1)
pr e

code over I, all of whose mintmum-weight rectors are scalar multiples of
characteristic functions of I-flats of F,?.

In terms of the modular algebra R = F,[(G]. where (7 i the elementary
abelian p-group of order p?. the result above is expressed as

M""' =R (p—1.2) = C.(AGH(F})).

These equalities should. strictly speaking. be isomorphisms but 1if we take
the point of view that the set on which the various functions involved are
defined is a fixed copy of 1“/2 we actually can assert equality. We shall sece
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later on (Theoretn 5.8) that, more generally, in the prime case M (P=1= =
Ry (p,an), whichiis a generalization of Berman’s theorem.

Just as for the Reed-Muller codes, we can remove a coordinate position
to obtain a code of length ¢™ — 1, which turns out to be cyche:

Definition 5.2 7he p™ order punctured generalized Reed-Muller
code. where O < p < mfq— 1), denoted by Re, (p,m)”, is the code of length
q" = 1 obtained by delcting the coordinate position O from Ry, (p, ).

For ¢ = 2, R, (p,m)" = R(p,m)", the punctured Reed-Muller code.
These are also called shortened generalized Reed-Muller codes (see van Lint
[31]) or eyclic generalized Reed-Muller codes (see Blake and Mullin [7]) since
our next result will show they are cyclic (which we already know for ¢ = 2).
Observe also that any coordinate position can be deleted in place of 0, since
AGL,, (F,) acts transitively on the vectors of V = E™.

Theorem 5.5 For any p such that 0 < p < m(q — 1), the automorphism
group of Rg, (p,m)" contains the general linear group GLn (1), In particu-
lar, Ry, (p,m)" is a cyclic code.

Proof: The group GL,,(F,) is the stabilizer of 0 in AGL,,(F,). so it obviously

1

acts on Rp,(p,m)". We can obtain a cyclic group of order ¢ — 1 acting on

it in the nsnal way: consider the field K = F,.. and let « be a primitive

o
root in N now N, as a vector space over F, = E, is isomorphic to V" and
multiplication by w simply cycles the elementsof K* =V — {0}. (This map
also yields a Singer cycle on the projective points - - as discussed earlier in

Section 2.) O

Corollary 5.2 Provided that p < m(q — 1). the generalized Reed-Muller
codes Ry, (p,m) ave crtended cyclic codes and of the same dimension as the
corresponding cyclic codes Ry, (p,m)”.

Proof: By Lemma 5.2, [(0) = — 340 f(W) provided that the degree of f
is less thau m(q — 1), 0
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5.3 The single-variable approach

We introduce now the single-variable approach to the generalized Reed-
Muller codes utilizing the Mattson-Solomon polynomial [35].

Taking w to be a primitive element of k' = F,» and, using the same
notation as above, set ¢ = ¢” — 1 and consider the vector space of polyno-
mials in Z with coefficients in A and of degree less than v. Then Lagrange
interpolation (see, for example, [40]) shows that any function from h'™* to K
1s given uniquely by such a polynomial, viewed as a polynomial function in
the single variable Z. In terms of the characteristic functions of the points
«'of V' =1V —{0} ~ K™, where V = " = I, such a polynomial function
can be written as

v—1

P(Z) =3 P(w)yi(Z), (1)
=0
where ¢;(Z) denotes the characteristic function of {w'}, i.c.

t '(Z‘“ - 1)

v = g(Z) = —w——. 2

Clearly the polynomials Z*, for + = 0,1,...,v — I, form an alternative
basis, and the correspondence is given as follows: if

v—1
P(Z) =" ¢;Z’, wherec; € K,

3=0

then, using the discrete Fourier transform and noting that 1/v 1s —1 when
s g g

viewed in K,
v—1

¢; = =3 P(w)w™ = —6.,(P), (3)
=0
where o, 1s the function defined in Section 4.3. Then
v—1 ‘ v—1 ‘
P(Z) = Zc:jZ] = — Zqﬁ,,_j(P)Z],
=0 1=0

is the Mattson-Solomon polynomial of the function P.
We now restrict to those functions taking values in IV = [, C K, i.c. we
require that P(w’) € I for all 2. This is equivalent, from Equation (3), to
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requiring that (¢,)? = ¢,;. where the subscripts are taken modulo 0 = ¢ — L.
These functions form an E-subspace of A7, Denoting this subspace by L
and writing its vectors in terms of the basis of chavacteristic functions. we
have

r—1]
L= {(P(l) ..... Ple™WIPZ) =S e, 7). c; € K.(c;) = q,_,} .

=0

The vector space L over the field I corresponds with the vector-space struc-
ture of the polynomial ring E[Y]/(Y" = 1) via

r—1

(P(1)..... Pl ™) — Z Pl )Y,

In fact a polynomial f(}) = ¥/, «;Y" corresponds to the function P(Z)
defined by P(Z) = Z;‘;é ¢;Z4, where ¢; = — f(w™7). If the polynomial ¢(}")
divides Y* — L. then the cyclic code generated by ¢(Y") contains f(Y') if and
only if f(w™) = 0 for all zeros w™ of ¢(Y'). The corresponding P(Z) € L
has the property that ¢, = 0 1f w™/ 1s a root of ¢(Y'). Thus the cyclic code

with zeros {«™/ |y € T}. where T C {0,1,...,v — 1}, can be characterized
as
v—1
{(1)(1), PN P(Z)=)"¢,2" € Lic;=0if 5 € T} .
=0

Note that if a positive integer v has an orbit of length ¢ under the map y —
Jq modulo c.1e if vg' = v (mod ¢) and ¢ 1s the smallest integer satistying
the congruence. then the choice of the coefficient of Z* must be in a field of
degree / over £: this agrees. of course, with the dimensional requirements.

For the extended codes we adjoin the extra coordinate position corre-
sponding to 0 € K. where the entry is — Y70 P(w'). Since P(0) = ¢,
Equation (3) implies that all extended cyvelic codes are contained in

M = {(P(0), P(1). P(w)..... P(w"")) | P(Z) € L}, (4)

the subspace of £ consisting of those vectors the sum of whose coordinates
15 zero. (We have deliberately called this subspace M to suggest to the reader
the correspoudence with M) It follows from the above that every polynomial
P(Z) in KN[Z] of degree less than v has the property that .., P(z) = 0;



5 GENERALIZED RELED-MULLER CODES 54

thus a polynomial (7)) = 527_ e, 27 satisfies 3 ¢y r(z) = 0 if and only if it
is of degree less than o - ie. has ¢, = 0 - since such polynomials form a
stbspace of codimension | (as a vector space over i),

We next establish the correspondence between reduced polynomials in
the variables @y, ... w,, of degree less than m(q — 1) and polynomials
P(Z) € L. Infact, we do more and establish an algebra isomorphism between
Elay, . oo owg)/(a] =2y, .. 0i —x,,) and the E-subalgebra of N{Z]/(Z7" - Z)
given by the set of fixed points of the IFrobenius map « — 7. The dif-
ference between what follows and the development given in [13] is that
here the Mattson-Solomon polynomials live in K[Z]/(Z*" — Z) rather than
K[Z))(Z9" =" = 1).

In order to explain the correspondence we first introduce the trace: let
Trr e denote the trace from A to E, 1.e. for z € v,

, "2 =1
Tepp(z) =247+ 27 -+ 27
Since the trace is a linear transformation from the vector space I over E
ounto K. given any basis {oy,a,....a,} for A" over E there is a unique
complementary basis {#, /42, ....3.,} for A over E such that

Trre(a3;) = 6.
where &;; denotes the Kronecker delta function. {Sce. for example. Lidl and
Niederreiter [29, Theorem 2.21].)

Using the basis {1,w.w?,....w™ '}, where w is a primitive element for
IV, let the complementary basis be {3, 5,...... 3, }. Then = € I satisfies
=y e il and only if @ = Try/p(3iz).

Since I C A, we can define a ring homomorphism § by

():{ Elryo... .. ra] — KN[Z]

m=-1

ro o= 7+ ()’,Z)' + ...+ (f,Z)I = Tl'[\'/E(J,'Z).

where we are utilizing the Frobenius map of A[Z] into itself and slightly
abusing the trace notation. Following # by the natural map

K[Z) - K[2)/(Z"" - Z).

using the standard representatives — namely polyvnomaials in Z of degree less
m

than and or equal to ¢ — and viewing Z as Z + (Z7 — Z). we see that
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R

(Tvpyp(3:2)) = Tr (4. £); henee we get the induced ring hornomorphism,

i

f - /9‘[;:‘,. e ,;l',,,]/(.’l;'{ — et — ) > ]\’[Z]/(Z"m — 7).

We can thus convert any “reduced” polynomial in the variables #, with coethi-
cients in £ into a polynomial in Z, of degree less than or equal to v = ¢" — 1.
with coeflicients in K. It follows from Lemma 5.2 and the fact that the vector

(’l.‘l‘l\'/E(ﬂ]:), ey TI']\'/E(/J',,LZ))
takes on every value in [2" as z varies over I, that the image of p(a;.... x,,)
is of degree less than v provided p(ay, ..., x,,) is of degree less than m(q—1).

Moreover, the polynomial P(Z) = Y2 ¢, 27 has ¢! = ¢;, (with subscripts
pol) ;=0 €y 9 74 !

computed modulo v) if and only if P(Z)? = P(Z) in thering KN[Z)/(Z" - Z)

—-since g3 # v for 3 < v and therefore computing subscripts modulo v is the

same as viewing the polynomial in K[Z]/(Z7" = Z). Since (p(xq,....x,))" =
play, ..y in the ving Flay, ... e/ (2 — a1, . .. LT — ), the reduced

polynomials of degree less than m(q — 1) have images, under ¢. in L.
Conversely, we define a ring homomorphism,

K[Z] - Klzy,...,x.)/(x] — a1, ..

by

"

Z Z;I:,w'_].
=1
Since (X0, ww' ™)1 = ¥ aw'™!, we obtain a ring homomorphism

1([Z]/(Z"m —7Z) = KNwy, .. wn) /(@ —aqy, oo 2t —a,,).

o

It P(Z)! = P(Z), then the image of P(Z) must lie in Eley,....x,]/ (2] —

apy .ot —a,,), since this is the subring of KNay, ... @.)/(2] —ay. .. .. v —
) lett fixed by the Frobenius map, + +— +7. Let R denote the subring of
K([Z]/(Z"" — Z) left pointwise fixed by the Frobenius map; then we have a

ring homomorphisin
oot — Bl o] — g v o— )

and using the fact that Try p(ri4) = o Try p(4) it follows easily that ¢ o 0
is the identity map. Moreover. since in K[Z]/(Z7" — 7) we have (Z")F = Z¢
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for any positive integer k. P(Z)! = P(Z) = £\_ ;27 itand only il ¢, € [
and Y25 ¢, Z7 € L. Both rings have dimension ¢™ as E-algebras and hence
# 15 an 1somorphism of rings, with ¢ the inverse of . In addition, under this
ring isomorphism
M=~ R, (m(q—1) = Lim).

In fact. much more 1s true: a simple calculation shows that VA corresponds
to a polvunomial in the r;’s of degree® wt,(j); thus, if P(Z) € L is such that
¢; = 0 for wt,(j) > p. its image in Elay, ... x,)/ (0] — a0, o0t — )
has degree less than or equal to p. Hence the isomorphism above carries, for
0 < p < m(g—1). the extended cyclic code with defining set T = {71wt,(y) <
m(q — 1) — p} onto the gencralized Reed-Muller code R, (p,m). Hence we
have proved the following

m

Theorem 5.6 Let R be the subring of Fpn|Z][(Z27 — Z) left pointwise fized
by the Frobenius homomorphism, « — a%. Then R is isomorphic (as an
algebra over the field F,) to Fylay, ... ¢, ])/(a] =2y, ... 2l —a,,). Moreover,
the isomorphism can be chosen in such a way that the extended cyclic code
over F, with defining set {j|wt,(j) < m(q — 1) — p} is carried onto the
generalized Reed-Muller code R, (p,m).

5.4 Roots, dimensions and minimum weights

In this section we draw out the consequences of what we have just proved
and discuss the nunimum weights of the relevant codes.

Theorem 5.7 If K = Fn, E = F,, and w is « primitive rvoot of I\, then,
for 0 < wu < ¢™ =2, w* is a root of the generator polynomial of the code
R, (p.m)” if and only if 0 < wt,(u) <m(q—1) =1 —p.

We also obtain the promised generalization (due to Charpin) of Berman’s
theorem:

Theorem 5.8 For any priane p, and any p such that 0 < p < n(p-1), if M
is the radical of F,[G], the group algcbra over F, of the elementary abelian

group G of order p™, then the code given by M™P™D7" s the generalized
Iteed-Muller code RE,(p, ).

*The reduction modulo #f — #; can only reduce the degree of a given monomial and,
for future reference, we note that the reduction is by a multiple of ¢ — 1.
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We draw out the consequences of Theovem 3.7 below.

Corollary 5.3 for (0 < p <m(q—1) the code Rp (p.m)™ s the cyelic code
with generator polynomial

g(Y) = II (Y — ).

A<ugy =1
wtg(u)<m(g=1)=1-p

where w is a primitive clement of Fm.

Corollary 5.4 For 0 < p < m(q—1) the code (Rg,(p.m)™)* is the cyclic

code with generator polynomial

gy =JI (¥ -u"),

0gu<y =1
wt, (1) <p

where w s a primitice element of Fyn. Moreover,
(RE,(p. m) Yt = (F,)tn Re{m{g—1)—1—p,m)".

Proof: That the generating polynomial is as asserted follows from results in
Chapter 1 on cyclic codes. The second statement then follows from Corol-
lary 5.3. with the extra factor (¥ — 1) placing the code inside (F,3)*. O

Corollary 5.5 For 0 < p < m(q — 1), the dimensions of both R, (p,m)"
and R, (p.m) are given by

H{ul0 <u<q¢™ =1 and wt,(u) < p}.

Proof: This is simply a restatement of the value of the dimension in terms
of the ¢-weight. O

Example 5.5 For m =2 aud ¢ = 3, E = Fy and K = F,. The quadratic
f(Z) = Z* + Z — 1 is a primitive polynomial for K, with primitive root
w. Since m(g — 1) =4, Re(L.2)" and Rg(2,2)" are the only interesting
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cases. The generator polynomial for Re(2,2)" 15 ¢(Y) = (Y —w)(Y =) =
Y%+ Y — 1 and the code has dimension 6. A generator matrix is

-1 1 1 0 0 000
O =1 1 1 0 000
| 0 0 -1 1 1 000
: 0 0 0 -1 1 100
0 0 0 0 -1 110
0 0 0 0 0 -1 11

The extended code, Rg(2,2), has a generator matrix that is G augmented
by an extra column whose entries are —1’s: this is a generator matrix for
the code of the affine plane AG,(F3). If the extra column. corresponding to
0, is labelled 0, and added as the first column, and the columns of G then
labelled 1 to 8, then the plane can be pictured as in Figure 1. with incidence
matrix as given in Figure 2, where the rows are arranged in parallel classes.
The columnns then correspond to the points

(0,0), (1,0),(0,1). (1, =1), (=1, =1).(=1.0). (0. =1). (=1.1).(1,1):
equivalently, they correspond to the elements of Fy in the order
3 .04 5.6 7

0:1,(4),(,92.»4.‘ LWL LW LW

The matrix

Figure L1 The affine plane AG,(F3)
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01 2345678
11
1 ] 1
1 1 1
l 1
l l 1
11 1
1 1 1
1 1 |
] 1 1
11 1
1 11
11 \

Figure 2: The incidence matrix of AG,(F3)

cycles the last eight of these points and correspondes to multiplication by w.
The line {0,1,5}. for example, has the equation X, = 0 and the line {6, 5.8}
has the equation X; + X, +1 = 0.

The genecrator polynomial for Rg(1,2)" is

FY) = (Y —w)(Y =) Y =) Y — )Y =)
and that for (Rg(2,2)")* is
(Y -Df(Y)=Y +¥Y° -y —y2 ¥y 4 .

so a parity-check matrix for Rg(2.2)" is

I =1 =1 0 -1 110
H‘(o 1 -1 -1 0—111)'

Theorem 5.9 If p = r(q — 1) + s, where 0 < s < g — 1. then the code
Rr,(p.n) is a subcode of a BCH code of length ¢™ — 1 over F, with designed
distance

(¢ — s)g" =Y = L.
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Proof: I'rom Theorem 5.7, for a primitive element w of £, w" is a root of the
generator polynomial of Ry, (p.m)™ if and only if 0 < wi (v) < m(q—1)—p.
Now

mg—=1—p=m—-r)g—1)=—s=(m—-—r—0(¢g=1)+(¢— 1 —=s),
so if we let /i be the smallest integer with wt,(h) = m(q — 1) — p, then

m-—r—2

h=(g=s=1¢" "4 Y (g- g = (- )"~ L.

=0

It follows that every integer v with 0 < v < h satisfles wt, (v) < m(qg —
1) — p. and thus the elements w!,w?,...,w"! are all roots of the generator
polynomial of the code. Thus Rp,(p,m)" is a subcode of a BCH code of

designed distance (¢ — s)¢™ ™71 — 1 as stated. O

The designed distance is the true minimum distance, as the following
theorem shows by an explicit construction of codewords of this weight.

Theorem 5.10 for any p such that 0 < p < m(q—1), where p =1r(q—1)+s
with 0 < s < g—1, Rg,(p,m) has vectors of weight (q—s)g™ =" 7! that consist
of the sum of multiples of the incidence vectors of (q —s) parallel (m —1—1)-
Aats. all contained in an (m — r)-flat.

Proof: Given arbitrary elements w; € E, for « = 1,...,r, and s distinct
elements w’ in F, let p(zy,...,z,) be the polynomial

k E]

H (1 — (2, — ’(l),‘)q_l> H(:::,.+1 — w;).
i=1 1=1
Then p(ry. ..., 2.,) has degree r(q — 1) + s = p and is zero in £ = V unless
x, = wy, fore=1,...,r, (5)
Trp1 F w; for y =1,...,s. (6)
m—r—1

There are (¢ — s)q vectors in E™ satisfying both equations and the
codeword corresponding to p(ay, ..., 2, ) has this weight.
To establish the geometric nature of the codewords defined by such poly-

m—r—1

nomials. consider the ¢ points of £ satisfying (5) and the additional
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equation u,4y = ¢. where ¢ is an element of £ that is not amongst the o,
Then these points all belong to an (m — r — 1)-flat and the correspondmg
coordinate positions in the codeword of p(x) have the constant value

S

H (¢ — u'-//)

i=1

on these points. The same is true of each of the (¢ — s) elements of £ that
are not amongst the «’. and hence we get a vector of the stated form. O

Remark: If « = 0. then the polvnomial p(xy.....2,,) is the incidence vector
of an (m — r)-flat.

Corollary 5.6 If p = r(g=1)+s < m(qg—1) with 0 < s < g — 1, then
RE,(p-im) has minimum weight {q — s and RE,(p.m)" has minimum
'(UCIL(/]Z[ (([ —_ '_\")(/’“—l‘—l _ l

Proof: By taking the flat with w; = 0 for + = 1,...,r, and w} # 0 for
J = l.....s. it follows that the coordinate at the point 0 of the corresponding
polynomial is non-zero. so that the corresponding codeword in Rg, (p,m)”
has weight (¢ — s)¢" "' — 1. This is the minimum weight by Theorem 5.9.
By translation invariance the minimum weight of Rp, (p,m) must be (¢ —
s)q™ ="~ since it has vectors of that weight and, as we have just seen, the
minimum weight of Re, (p.m)is (¢ —s)¢™~ "1 = 1.0

Corollary 5.7 Let p be « prime. The code over F, of the design of points
and r-flats of the affine geometry AG, (F,) has minimum weight p'".

Proof: Apply Theorem 5.10 with s = 0. Since the code of the design is
a subset of the generalized Reed-Muller code, it must have at least this
minimum weight, and since it has vectors of this weight, this must be the
minimum weight. O

Corollary 5.8 Let p be a prime. The code over F, generated by the differ-
ences of the incidence vectors of two parallel v-flats of the affine geometry
AG, (F,0) has minimum weight 2p' .
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Proof: Set. ¢ = p' and take p = (m —r —1)(¢ = 1) + (¢ — 2). Each of the
generating vectors of the code in question is in Rg, (p, m) which, even as a
code over ), has minimum weight 2¢". Thus the code of the design, being
a subset and having vectors of this weight, must also have minimum weight

2¢". O

5.5 Codes invariant under the full affine group

Delsarte [14], generalizing the ideas of Kasami, Lin and Peterson and The-
orem 4.2, characterized those codes invariant under G L, (F,) in its natural
action on the non-zero vectors of an m-dimensional vector space over f:
lie also discussed, in a very general way, the “projective” case. We will not
attempt to describe all of this work but will content ourselves with the affine
case when ¢ = p is a prime. We have already alluded to the result just be-
fore proving Proposition 4.5 and, in the group-algebra setting. the result we
are about to develop simply says that the only codes in R invariant under
AGL,, (F,) are the powers of the radical, M. The following discussion is
couched in the language of cyclic codes and the multiple-variable approach
to the generalized Reed-Muller codes, or, to put it briefly. the punctured
case, but where, when neceded, the value of a function f at 0 € E will be
taken to be — 3" cp. f(a).

Let £ = F,n where p is prime and m a positive integer. We view £ both
as a field and as an m-dimensional vector space over F,. Let (' be a subcode
of the ambient space FPE': (" 1s of length ¢ = p™ — 1. Let a be a primitive
root. of the field I = F,n. We suppose that L~ has been ordered by a in
the usnal way and that (7 is a cyclic code. We know from Section 4 that an
clement o', 0 < < p™ — 1. 1s a zero of (" if and only if

o fy= > flg)ly' =0

yeE"
for all functions f € (. Let {¢1. e, .. .. ¢} be a basis for £ as a vector space

over [I,: then any element of L' can be written uniquely in the form

"€ + '€ + T + Coi €y
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and we can view (L, (F,) acting naturally on the vector (v, vy, ... v).
For ¢ (with 0 <t <p™ —1)and [ € llb we define a polynomial,

[-)j{(y’lr CERREIR )//n) e I"'/l[)/]’ e ey Y’m]v
as follows:

Pi(Y1, Yo, Yu) = Z floy, .. o) Yy + ...+ e, Y.

(“ly"") ::::: “nt)

Clearly if o' is a zero of €' then P/‘(c,, oem)=01or feC. Wewill
first show that this polynomial is identically zero when (' is invariant under
(L. (F,), but note at tlie outset that an easy induction on m shows that,
because of its degree, it cannot vanish on all of £ x F x -+ x E without
being identically zero.

Following Delsarte (see Lemma 1 of [14]) we have:

Proposition 5.2 Let C be a code in the ambient space F[_,E.. Let a be a
primitive root of the field E = Fom. Suppose that C' is invariant under the
group G L, (F,). Then if 0 <t < p™ — 1, o' is a zero of C if and only if the
polynomaal

P}( /1, )2, ey Y,,L) = Z f('Ul,’UQ, ey 'U,”)(’U1Y1 + L‘g}z + .-+ 'L‘,,,y',,, )r

(7'lv"21~~~11'1u)
s identically zevo for any [ € C.

Proof: We first note that since our codes are over F,, a' is a zero if and only
if o' is a zero for all r, where the expounent is reduced modulo p™ — 1.

Clearly the sufficiency follows immediately, so we must only prove the
necessity. Thus we assume that o' 1s a zero of €. Then we know that
Piey, .. en) = 0 for all f € C. If {u1,a,....0a,} is another ordered
set. of linearly independent elements of £, then we can find a matrix 4 €
(7L, (F,) that carries the ¢;’s onto the a’s; it follows that P{(ay... .. an) =
P”’(cl, .oy ¢,) = 0, where ¢ is the function given by

.‘/(.“1"' "."‘HI) = f.(("‘] ..... (’,,,),4_1)’
since (s hixed by (L, (F,). Thus
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whenever (ay....,a,) € E" and these elementsol E ave lincarly independent
over F,. We next show that this implies that such a polynomial is identically

zero by induction. For this we need to assume that + < p™ — p”=' but, by
the remark at the begining of the proof, we can find a 1™ < p” — p" =) with
t = pt . modulo p™ — 1. Then. for any elements ay,....«, of I7. we have,
writing 1 = p't* 4+ «(p” — 1). where ¢ 1s a non-negative integer, and noting
that 220"~ =1 for 0 # + € E.
t . . ] ) 'Il‘+” .
1)_{(”’ """ (/Hl) = Z f('“l~ LIRS “m)(“l(ll + LR + U'III,(I'III)I (l )

- Z f('U], e 7‘(”’1)(‘(’](1'11)' + ... + 'Ull],(l'i:; )t‘

m

which shows that proving the result for £ < p™ — p"~1 allows us to drop the
requirement that the «;’s be independent when ¢t > p™ — p™~1. That is, in
this latter case, we will be able to assert that, Pf’( sy Yo, ) is zero on [0
and hence identically zero, as required.

We formalize the induction with a lemma:

Lemma 5.3 For any integer n such that 1 < n < m, i the polynomzal
P(Y1.Y,, ..., Y,) of total degree t, where t < p™ —p"~1, is zero on all linearly

independent sets of elements {ay,aq,...,a,} in E, then it is identically zero.

Proof: The proof is by induction on n. For n = 1 it is clear since it has
p™ — 1 roots in F. Suppose the assertion is true for n — 1. Then write

[)(y’lsyh-uay’u) = Pt)/ll'*'Pt-.]Ylt‘_l + - +P()

where the P, are polynomials in n — 1 vanables Y, Y3,... Y, and of total
degree at most p™ — p"~!'. Any set of n — 1 linearly independent elements of
F can be completed to a set of n linearly independent elements in p” — p~!
distinct ways, and thus, as a polynomial in Y), P is identically zero for every
choice of linearly independent elements of E for the variables Y3, Vs, ... Y,
again by a degree argument. Thus all the P, are zero whenever the n — 1
variables are replaced by linearly independent elements of £. Since 1 <
D < p™ — p"~?, we can use the induction hypothesis to deduce that

the P; are identically zero as polynomials in the n — 1 variables. This proves

m fe—
Pr=r

the lemma and hence the proposition. O
Now recall that we can view f 1n the generalized Reed-Muller code. that

15, as a polynomal inction of the variables oy, 0p. 00, We may write

f = Z cp(t)atvaly oo ale

I
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where 0 <t < p” — 1. and

with 0 <t, < p—1 for each /. If we define ' = p" — 1 — ¢, then

m”m

= Z(p— -t t=(p-1—-tip=1—tu.. .. p—1—1,).
=1
Byv the standard character-theoretic device we can compute the coefﬁcienl.s
and find that

(1'1.1'2 ..... l'm)

Lemma 5.4 [f C is a code us in Proposition 5.2, and if o®, where 0 < s <
P — 1. is a non-zero of C, then, using the notation established above, the
monominl

] '

g s (8)

”m

is in C.oand conversely.

Proof: Let i be theset of all 1.0 <t < p” — 1, such that therecisan f € C
with ¢y (¢) # 0. and set

C(K) = (abalz. . alm

m

teK).

Then clearly €' C C'(K) and dim(C) < dim(C (L)) = |K], the monomials
being linearly independent. Let

T={t|0<t<p™—1and o' anon-zero of C},

and write I = {t'|t € T}.
By Proposition 5.2, if there i1s a function f € C such that the polynomial
P} is not identically zero, then t € T. For any f the coefficient of the term

) Yfl Y!lf? Y',x"‘_llm
1 5 e

"

. . . t t—t¢ ey mpty— 12
in P is, setting a = ( )( ‘) e (! Lmptze oy """),

5} rta I’m_l'm

=1y
m

a Z flor, .oy vm)e] oht et
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= Z flog, . o v )upol .. vim,
since by Lucas’s theoremn
P — S it P+ Lt
( Zl—l r'[ — ( + / ZQ r42 " ‘[ = 1 (]I]Od /’)
Lrg1p Ly

for each r = 1,...,m and ¢! = v, since v, € F,. Thus the coefficient 1s in
fact

(—].)’“Cf(f/).
Thus if there is a function f € C \\1111 c/(t") # 0 then / eT. re.t' € K

inplies that { € T. Thus dim(C(K)) = |N| < |T| = din(C') < |[\| and thus
|K| = |T| = |T’|, aml K=T. Smce s € T, we have s’ € [’ = K. and thus
the monomial :zr‘l 12 LLadeisin €. 0O

Proposition 5.3 Let C' be a code of length n = p™ — 1 with GL,,(F,) in its

automorphism group. If o® is a non-zero of C' and if
wt,,(t) = wt,(s).

then o is also a non-zero of C.

Proof: Let t = S5/ #,p'~1 and suppose wt,(#) = wt,(s). i.e. ¢, = ¥ 5.
Then we also havet = s (mod p — 1). We show that the pol}- nomial function
. st s '
f=attap o oadm,
which is in . by Lemma 5.4. is such that P{(}7..... ¥...) 1s not 1dentically
zero. i.e. 1t hias a nou-zero coefficient. Then o' will be a non-zero. as required.

It we can write 1 = ny 4+ ny + -+ + n,,. where the n, are non-negative
integers. then the coefficient of ] "') S SRR

t f—m P—ny—ny— - — 0,1 Z s +,,, s,,+/12 St
" 1y Mo - "

— Z 5] IR 3 +”2 pSmt
tre m

ny. ll) . II,,I v
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and this will be non-zero modulo p if the factorial factor is non-zero and if

the summation is non-zevo. Since we always have

Dt = { 8_1) i1y = ai(p—1) > 0, for all i

otherwise,
weV ‘

the latter holds if
ni+s.=a(p—1)>0
for all 2. 1.e.if
n; = s; (mod p — 1),
and n; > s;. Such a collection of n; can be found if we have the following:
each n; will have p-ary expansion

m .
ni = nip
=1

and we take wt,(n;) = s; for = 1,2,...,m, and
™
t] = Z Ny (9)
=1
for y = 1,2,...,m. With such a set of n;, Lucas’s theorem will imply that
the factorial expression above will be inequivalent to 0 modulo p. since. for

any r =1 L

=i
4

since the numerator of the expression is 0 modulo p only if the denominator
15, by Equation (9). (This is because there will be no “carries” in the radix-p
sumimation of the n;.)

PECEEERS

m

H ( =il m'j) % 0 (mod p)
=1

Nrtl,g

Thus we must construct m? integers n;;, where 0 < n;, < p — 1. which
satisfy the following

51 = Mg + ma2 + 0+ N
8y = nyy + Ny + -+ Ny
Sin = npya + Ny + o+ Ny

wto(s) = H o+ o+ o+ .
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where the sum of the first column on the right is 7;, the sum of the second

t,. and so on. until the sum of the mmth

is ,,. Such a set of n, ; can be found
by working through a simple computational algorithm as follows: to assign

a value to n, ;. let n,; = min{s, . 1;}:

!

(a) if n,; = s; < t; then assign 0 to every other entry in the i'" row that

1

has not already been determined, “delete” the " row, and replace ¢,

by f; — st

1

(b) if n;; = t; < s; then assign 0 to every other entry in the j™ column

that has not already been determined, “delete” the j*" column, and

replace s; by s; — 1;;
(c) it n,, = s; = t;. then do both (a) and (b).

This process will reduce either the number of rows or columns by 1, or both;
it will also reduce the sums 3, s; and 3, t;, but preserve their equality. The
process will thus terminate. Note that the rows and columns with s; = ¢; =
0 can immediately be filled in with zeros. Apart from these, the solution
obtained will not, in general, be unique and will depend on the order in
which the n,; are assigned. This completes the proof of the proposition. U

We now have the result we needed in Section 4.5 and hence have com-
pleted the proof of the following important result:

Theorem 5.11 With the natural action of AGL,,(F,) on a vector space V
of dimension m over F,, where p is a prime, the only subspaces of ];,V left

imcariant by AGL, (F,) are the generalized Reed-Muller codes R;:},(p, m).

Proof: Simply note that we have identified these codes with the radical
powers in Theorem 5.8. O

5.6 The geometric codes

We are now ready to consider the so-called non-primitive codes. We restrict
ourselves to the case of geometric interest; the reader interested in the general
casc may wish to consult [2, Section 5.6].

Set = (¢" = 1)/(q = 1) = ¢" '+ ...+ | and obscrve that n is the
number of points of PG, (F,). We wish to look at those polynomials
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P(Z) = Z;‘;& c,Z? € L for which P{o') = P(w"*") tov all 7. i ovder that
thev should define functions on the projective points. &« being a primitive
root of the field F,. It follows from Equation (3) that. for such a polynomial.
c; = w!¢, for cach j. so that ¢; = 0 unless j =0 (mod ¢ — 1), Hence the
polyvnomial has the form

n—1

PZ) =3 ey 2.
=0
We set L., equal to the subspace of all such polynomials of L.
Now since P(w') = P(w'™"). the usual vector of length ¢” — 1 will consist
of ¢ — 1 repetitions of the vector

(P(1). P(w). P(«?)..... P(w""1)).

and we will take n to be the length of the geometric codes we will consider.
Since. for any integer ;. j = wt,(y) (mod ¢ — 1), in the isomorphism we
have given between R and Elay. ... a,)/(a] — @y, ..., 2?, — 2,,), the polyno-
mials in L,,,; will correspond to reduced polynomials all of whose monomials
will have degree divisible by ¢ — 1. It follows that we should look only at
those generalized Reed-Muller codes of order divisible by ¢ — 1. Thus, we
shall change notation and use + rather than p = +(¢ — 1) in the following

Definition 5.3 Ther" order projective generalized Reed-Muller code
Pr,(r,m)

where 0 < ;< m s the code of length n = (¢" — 1)/(q¢ = 1) given as the set
of vectors

{(P(1). P(w).... . P(" T P(X) € Loy c; =0 for wi, (j) > (g — 1)}

The +'* order projective generalized Reed-Muller code is also given by

<.’1;’1'1 LR Z e =0 (mod ¢ — 1), Z u < (g — l)> .
k=1

k=1

where these polynomials are only evaluated on a set of representatives in I
of the projective points. Observe that these codes are still cyclic since they are
invariant under a Singer cvcle. This is clear, of course, from the definition —
since it 1s phrased in the single-variable laugnage. The following proposition
1s also clear.
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Proposition 5.4 The diancusion of Pg,(r,m) is
{710 < j < q™ = 1, — 1 divides j,wt,(j) < p}|

Example 5.6 To construct the code P, (1,3), of length 13 and dimension
7, the multi-variable formulation is the easiest to give, since the generating
monomials are readily scen to be

{1, E1T, T E3, T3, 0y, Ty, .1.»3}.

If the irreducible cubic X? — X% 4+ 1. with root w. i1s used to obtain F,7. then
the matrix

0 0 -1
1 0 0
0 1 1

can be used to generate representatives of the projective points. starting, sav
with (1,0,0)". The seven generating monomials vield the generator matrix

I 11 1 1 1 11 11 1 1 1
000 O 1100 -1 1 -1 —1 0
000 -1 -1 001 —-11 1 0 0
G=1000 0 -1010 1 1 -1 0 -1
I 00 1 1 1 0 1 11 1 1 0
010 0 I 110 Il 1 \ 1
0 01 \ 1 011 1 1 1 0 1

This code is the code over Fj of the projective plane of order 3. The code vec-
tors in (v can be described geometrically: for example. labelling the columns
1 to 13, to represent the points, and using sets of these nuinbers to represent
lines, then the penultimate row (corresponding to the monomial 3) repre-
sents the complement of the line {1.3.4.8}. i.e. the vector 3 — ¢v{1:348} jp
our usual notation for characteristic functions. The second row (correspond-

3546010 1‘{:3.9.11.12}. In terms of

ing to the monomial ryaa) is the vector ¢f
homogeneous coordinates for the projective geometry. the line {1.3.1,8} rep-

resents the point set {(1.0.0).(0.0.1).(=1.0.1).(1.0.1)}. which is (0.1.0)'

in homogeneous coordinates.

Since our projective codes are cvelic we can use the roots to obtain the
orthogonal in the usual way. The code orthogonal to Py (r.m) is obtained

as follows:
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Theorem 5.12 [f O <» < n then
(’P/.jl(l', III))J' = ,PF"('ITI. - — l, 'I’)’L) N (I'ilj)l.

Remark: In Example 5.6, » = | and the orthogonal is Pg, (1,3) N (Fyg)*, as
expected.

Theorem 5.13 The munimum weight of Pp (m —r,m) s
(¢ —D/(q=D)=¢ "+, . +1.

Proof: Since, by Corollary 5.6, the minimum weight of R, ((m — r)(q —
1),m)™ is ¢" — 1, the minimum weight is at least (¢" — 1)/(q — 1). But the
polynomial

m-—r

playg, .o xm) = H (1 - (:Ei)q_l)

1=1
is such that cach of its monomials has degree divisible by ¢ — 1 and yields a
code vector. Since it takes the value 1 at 0, it obviously yvields a vector of
weight (¢ = 1)/(¢ = 1) in Pg,(m —r,m). O

The polynomial above that yields a minimum-weight vector is. in fact.
the incidence vector of an r-dimensional subspace of F)". Thus projectively
it 1s an (r — 1)-dimensional subspace of PG, _1(F,).

5.7 The codes of the designs from PG, (F,)

We have already discussed in Section 4.5 the codes coming from AG,, ([F),).
showing that the code of the design of points and r-flats is precisely M"P=1),
which. by Theorem 5.8, is Ry, ((1n—r)(p—1),m). We are now in a position to
consider the projective case — when ¢ = p is a prime? —- and we wish to show
that the code of the design of poimnts and projective r-dimensional subspaces
of P(r,, (F,) s precisely P, (m—r,m+1). If P is this design we already know
from above that C',(P) € Pg, (n—r,m+ 1), since the characteristic functions
of the r-dimensional subspaces are in Pp,(m — r.m + 1), Clearly. we can
use a dimension argument to get the equality. The following lemma gives a
recursion for the dimension of the projective generalized Reed-Muller codes at

“The general case will be treated in the following section,
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o

hand and will allow us to use an induction argument. In view of our treatment
of the Reed-Muller codes. this recursion can be viewed as a substitute for
the Pascal-triangle property enjoved by the binomial coellicients.

Lemma 5.5 for p a prime. the dinensions of the gencralized Recd-Muller
codes and the projective generalized Reed-Muller codes are rclated by the fol-
lowing recursion:

diny(Pp, (r = 1om)) + dim( Ry, (r(p — 1), m)) = dim(Pp, (r, 110 + 1)).

Proof: Let Q, A and P be the sets of integers whose cardinalities give the
dimensions of Pg, (1 —1,m), R, (r(p—1),m) and P, (r,m+ 1), respectively.
We must show that |Q| + |A] = |P]. Now @ is the set of integers satisfying
0 < u < p”—1.where (p—1) divides u, and wt,(u) < (r—1)(p—1). Similarly,
A is the set of integers satisfying 0 < v < p™ — 1 and wt,(u) < r(p — 1)
while P the set of integers satisfying 0 < v < p"*' — 1, p — 1 divides u, and
wt,(v) <e(p—1).

Divide P into the following two disjoint sets: @Q’, the set of those integers
in P whose p-ary expansion has u,, = p—1, and A’, those integers in P whose
p-ary expaunsion has u,, < p— 1. For u € P where u = ug + -+ - + w,,p™, set
flu) = u —wu,p™. The reader will have no difficulty in seeing that f yields
a one-to-one correspondence between Q' and Q and between A’ and A. O

We now use an embedding of PG,,_1(F,) in PG, (F),) just as we did in
the Reed-Muller case; here we know that the code of the projective design
of r-dimensional subspaces projects onto Rg,((m — r)(p — 1),m), which is
the code of the design of r-dimensional flats of AG,, (F},), and that the kernel
contains the code of r-dimensional subspaces of PG,,_(F),). An induction
on m now yields the dimeusional equality we seek and hence the following

Theorem 5.14 For p «a prime, the code over I, of the design of points and
r-dimensional subspaces of PG, (I,) is the projective gencralized Reed-Mualler
code Pe,(m —r,m+ 1), Moreover, we have the followmng cract scquence for
these codes:

0 — Pr.(m—r—=1,m)—= Prm—rm+1)—= R ((m—=r)(p—1),m)—0.
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Remark: The sequence above can also be read as an exact sequence of the
geometric codes and. as such. is

0— ()(Q) = Co(P) = Co(A) — 0.

where Q is the design of points and »-dimensional subspaces of PG, _1(F3),
P the design of points and r-dimensional subspaces of PG, (F,) and A the
design of points and r-flats of AG,, (F},).

We now want to identity the minimum-weight vectors in these geometric
codes. We already know the minimum weights and that among the miniinum-
weight vectors one finds the relevant geometric objects: the characteristic
functions of the r-flats in the affine case and the characteristic functions of the
r-dimension projective subspaces in the projective case. We must, therefore,
prove that only these vectors and their scalar multiples are minimum-weight
vectors. We begin with the affine case:

Theorem 5.15 For p a prime, the minimum-weight vectors of Rr,((m —
r)(p — 1),m) are the scalur multiples of the characteristic function of the

r-flats of AG,,(F,).

Proof: We know that the scalar multiples of the »-flats are minimum-weight
vectors. Moreover, 1f any minimum-weight vector has as its support an r-
flat, then it clearly must be a scalar multiple of the characteristic function
of that flat. Suppose, therefore, that we have a minimum-weight vector v
whose support. X say, is not an r-flat. Of course, | X| = p”. Without loss of
generality we may assume that X contains the zero vector. Now, since we
are over a prime field, the set X cannot be closed under addition (for then it
would be a subspace). Let x € X be such that x + X # X. Now the vector
v 1s a linear combination of characteristic functions of r-flats, i.e.

s
v = Z usv”,

SeS

where S is a collection of r-flats and the ag are in F,. Let w be the translate
of v by x. Then the support of w is x + X, v # w, and

S
w = E aqu*t,

SeS
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Since v —wis in the code generated by the differences of the incidence vectors
of parallel r-flats, it has, by Corollary 5.8, weight at least 2p". But this is
impossible since its support is a subset of X U(x+ X), whicli is of cardinality
less than 2p" since z € X U (x + X). Thus every minimum-weight vector
is supported on an r-flat and hence is a scalar multiple of the characteristic
function of au r-flat. O

We complete our discussion of the geometric codes in the case in which ¢ =
p is a prime by showing that we have the analogous result in the projective
case. In order to do so we first proceed more generally with ¢ arbitrary and
introduce some temporary notation.

Let A, ., denote the design of points and r-flats of AG,,(F,) and P, ,
denote the design of points and r-dimensional subspaces of PG, (F,).

Consider next the subcode F, ,, of C,( A, .,.) gencrated by the differences
of incidence vectors of parallel r-flats. Just as in the binary case (see Sec-
tion 3.2) I, ,, 1s in the kernel of the projection of C,(P, ) onto the coordi-
nates corresponding to the embedded (m — 1)-dimensional projective space,
the image of the projection being C',(P,~; ,,-1). Observe that by using the
(¢ —1)-to-1 map of V — {0} onto PG,,_,(F,). where V is the m-dimensional
vector space over F, defining the projective space, we can pull the code
Cp(Pi_1,m-1) back to F}", where we are writing V= for ¥ — {0}; this simply
amounts to repeating each column (¢ — 1) times. By adjoining an overall
parity check to this pull-back we get the code in F,‘) that 1s generated by the
incidence vectors of the r-dimensional subspaces of V. (all this code P, .
Viewing C',(A,.,.) and E,,, in this same ambient space we have, clearly, that

E'/',m + Pr.rn = /';:('Af'.m )

This equation points to the reason why the binary case 1s so easy: when
g=2 F., C P, and thus we need analyse only the projective geometry
codes.

For the same reason as in the binary case. P,y ,, C P, and. furthermore,
P € E,., since, if T 1s any (1 + 1)-dimensional subspace, S any r-

dimensional subspace contained in 1t. and v is in 1" but not in 5. then

. ¢
—T = 3 (07 — ¢V T,
a€F,.a#0
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Letting «, ,, be the p-rank of A, .., p,.m the p-rank of P, and setting e, ,, =
dim( £, ,.), we have that dim(P,,,) = p,_1,m-1 and that

[’r—],m—l + €rom > (/'-r,m + pr,m—lv (10)

since the intersection, F,,, N K, .., contains Py, ,,. Further, we have the
following:

Lemma 5.6 Given an embedding of PG,,_1(F,) in PG, (F,), if the first of

the following sequences,
0 - CP(P/',m—l) - 6'7)(Pl',7/L) - Cp(AT,m) - ()

and
0— Er,'m - C'TJ(Pr,rlt) - Cp(pr—l,m—l) - 0-,

that arise from the embedding s exact, then so is the second and, moreover,
in that case we have

p‘r,m = Uy + pr,m—l (HL(] er,m + [)1'—1,771—1 = Pr,m-

Proof: Clearly, just as in the binary case, the sequences follow easily from
the embedding, and we need only check that the kernels are as described.
That the codes are contained in the kernels is obvious; thus in order to prove
that they are the kernels we must check the dimensions. From the discussion
preceding the lemma, in particular (10), and the second sequence. we have
that
Prom-1 + G < Proam—1 + €rm S Prom

and the result follows since, if the first sequence is exact, p,p_y + @, =

[)7',1/2. . D

With this machinery in place one can now, for any prime p, imitate the
proof for the binary case: see Theorem 3.3. Note that here we need only
identify the vectors in the projective codes since we have already determined
the minimum-weight vectors in the affine case. We leave to the reader the
proof of the following

Theorem 5.16 For p a prime, the minimum-weight vectors of the code of
the design of points and v-dimensional subspaces of PG, (F,) are the scalar
multiples of the incidence vectors of these subspaces.

Remark: We note that we have thus determined the minimum-weight vec-
tors of the codes Pg, (+,m) in the prime case, since these codes are codes of
designs arising from PG, 2 (F,).
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5.8 The subfield subcodes

To obtain the codes of the designs coming from affine and projective spaces
over F,. in the case in which ¢ is a proper prime power, we need to restrict
the codes. R, ((m ~ )¢ — 1),m) and Pg, ((m — r),m + 1), to subfield

subcodes.

Definition 5.4 Let C be a linear code over a field E and let " be a subfield
of E. The set C'" of vectors in C, all of whose coordinates lic in I, is called
the subfield subcode of C over F.

[t 1s easy to verify that ("' is a linear code over F' and that any permutation
of the coordinate positions preserving C also preserves C'. We are interested

here only in the case where F' = F,

W, the prime subfield of F = F,. In what

follows ¢ = p'.

Definition 5.5 Denote by Afr,/r,(p,m) the subfield subcode of the general-
1zed Reed-Muller code R, (p, m) and by Pr r,(r,m) the subfield subcode of
the projective generalized Reed-Muller code P, (r,m).

Taking first the single-variable approach, P(Z) = 3I2) ¢; 27 yields a vec-
tor in Af,/r,(p,m) if P(w?) € F for all j, and P(0) € F, which is equivalent
to the condition that ¢;, = ¢ for all j, the subscripts being read modulo
v =¢™ — 1 as usual. Writing

V,={u|0<u<qg" —1,wt(up’) < pforj=0,1,...,t -1}

(where up’ is taken reduced modulo ¢ — 1, for the same reasons as before),
we have that

Ap, 5 (pym) = {(P(O),...,P(w”"))|P(Z) =Y ez e, = ((:u)v}
u€eV,,

and that
dim( A, 5, (p,m)) = |V, .

Clearly. by Theorem 5.4, Ay, i, (p,m) will contain the incidence vector of
any (e — r)-flat when p > r(q —1). Its minimum weight d, is bounded by

((/ . S)qm—l'—l S (1/’ S (/m—r.’
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where p =1(¢g — 1) + s and 0 < s < ¢ — L. and. from Theorem 5.10. attains
the lower bound if and only if there ave s distinet «’ in £ such that the . as
defined there. are in F. In particular. if s = 0. then this holds and o, = ¢™ 7",
Further. in the case s = ¢ — 2 this is also the case: the vector obtained is the
difference of the incidence vectors of two parallel r-flats. which is clearly a
vector of the subfield subcode.

For the orthogonal code. A(p.m)*t. clearly we have

Ap e, (.m) C Ag, p (p.m)*.

where p = m(q—)—p=—1 = (m—r—=1)(g=1)+(¢g—2—5) (and p = r(¢—1)+s,

and 0 < s < ¢ — 1. ax above). Its minimum weight 3 thus certainly satisfies
1 1
dy <d, < ¢t (11)

from the above discussion. A lower bound for di follows from the BCH
bound. and some evaluations of thesc are quoted in Delsarte et al. [13,
Theorem 4.3.1]. In particular. for p = r(¢g — 1) this gives

oy 2 P+ @)™

and for p=r(q—1)+(¢—2)=(r+1)(¢g—1) — 1, 1t gives

L r41
Ca=tyrig=2) 247

which. from (11). vields
iy AR

=14 (g-2) = 4

For the codes of designs arising from projective geometries, we must take
the subfield subcodes of the codes Pr (m — r,m +1). As we have alrcady
indicated the minimum weight of this code is ¢" + ¢! + -+ + 1 and the
mcidence vectors of the projective subspaces of dimension r are minimums-
weight vectors.

Our interest 1s in the codes given by the designs of r-flats of the affine
spaces and r-dimensional subspaces of the projective spaces. Just as in the
binary case we must first analyse the codimension 1 case - - in the projec-
tive case the design of points and hyperplanes of a projective space. This
case was, historically, the one given the most attention and was introduced
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for projective planes by Prange with Rudolph, considerably enriching the
subject and making serions conjectures. The first systematic treatment in
the case of planes was given by Graham and MacWilliams [16]. These re-
sults were generalized to higher dimensions by Goethals and Delsarte {15]
and MacWilliams and Maun [32]; in particular, these authors computed the
dimension of the code of the design of points and hyperplanes of an arbitrary
projective space. The results are highly diverse and some of the proofs very
technical: thus we only state what we need and show the reader how to con-
struct these codes, using results of Delsarte et al. [13]. More recently, Rose
[39] has some elegant new proofs of some of the results. We refer the reader
also to a fuller account in Assmus and Key [2].

We thus now sunply state the general theorem. Notice that everything
stated 1s true also for p = 2, but that Theorem 3.4 gives more precise infor-
mation in that case. In the statement below wt,(u) denotes the ¢-weight of
an integer u, and is defined in Definition 4.1.

Theorem 5.17 Let m be any positive integer, ¢ = p'

and let 0 <+ < m.

where p is a prime,

(1) The code over F, of the design of points and r-flats in the affine ge-
ometry AG . (F,). is App,((m—r)(q—=1).m). It has minimum weight
q" and the minimum-weight vectors are the multiples of the incidence
vectors of the r-flats. The p-rank is given by the cardinality of the set
of integers u satisfying
e 0 <u<g"—1
o wi (up) < (m—r)q—1).;,=0.1..... t—1

where up 1s veduced modulo ¢ — 1. The orthogonal code satisfies

Ar, e, (= r){q = 1). m)t D Ar,r,(rlq = 1) = 1.m)

and

Apr (r(q=1) = 1.m) = (M — NN parallel (m — r)-flats in V).

Hi—1r

This latter code has minimum weight 2q with minimum-weight vec-

tors multiples of the difference of the incidence vectors of two parallel
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L

() (g=1)> of the orthogonal code

(10— )-flats . The wminimum weight, d
satisfies

m—r—1 1 oy -y
((1 + P)(I S d(/u—-/)(ll—l) S z'(/ .

When g = p the subfield codes are the generalized Reed-Muller codes,

‘.
Ap, e, (=) (p—1),m) = Re,((m —r)(p — 1), m)
l/ll,(l

Re,((m —r)(p— 1), m)* = REe,(r(p—1) = 1,m).

(2) The code over F, of the design of points and r-dimensional subspaces
of the projective gecometry PG (F,) is Ppyp,(m —r.m + 1), It has
minanum weight (¢t = 1)/(q — 1) and the minimum-weight vectors

are the multiples of the incidence vectors of the blocks. The p-rank 1s

given by the cardinality of the set of integers u satisfying
o () < u < gt
o (q—1) divides u
o wt,(up) < (m—r)q—1),7=0,1,...,t =1

where up! is reduced modulo ¢t — 1. The orthogonal code satisfies
Pr,r,(m —r,m+ Nt o Pr,r,(r,m+1)0 N+

and has nuinimum weight at least (¢~ ' =1 /(¢q = 1)+ 1; if ¢ = p the
subfield codes are the non-primitive generalized Reed-Muller codes and
this becomes an equality.

In particular, the code over F), of the design of points and hyperplanes
in the affine geometry AG,,(F,) is Af,/r,(¢ — 1,m) and the code over F, of
the design of points and hyperplanes of the projective gecometry PG, (F,) 1s
Pr,sr, (1, m +1).

In order to actually coustruct the subfield subcodes. the m-variable ap-
proach is once again the most straightforward. The subfield subcode case is.
liowever, more complicated; it is described fully in [13]. Before describing
the constrnetion, we need some notation: 1f & satisfies 0 < A < ¢ — L. and
k=020 kip's where 0 < & < p— 1, then write

[[)l\] = /‘.t-—l + l\'()[) + .- + A'g_zl)t_l = [)A — /\'1_[(({ - l). (12)
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o phkmod (g —1) k< g1
[P”_{q——l ifh=q¢g-1.

Further. write [&] = k.
Theorem 5.18 [For any p such that 0 < p < m(qg — 1), the code

Ar, 1, (p,m)

consists of the following polynomial functions, in terms of the usual basis of
characteristic functions on F":

plry,... ) = Z d(l, 1y, ..., l.,,,).’I.’lll :Irg’ .. .:1:1“’1“,

L,
where 0 < l; < q— 1, d(ly, lo,... . 1) € F,, and
(1) Tt < p, for j=0,1,....t—1;
(’2) (]([1)711]1' . 'a[}ﬂlm]) = ((l(ll,. . .,lm))p], f()7‘j = 0’1’. . f — 1.

Example 5.7 Take m = 2 and ¢ =4 =22 Thus t =2 and 0 < p < 6.
For p = 3, Ag, /5, (3,2) = C2(AG2(Fy)). Then V3 = {0,1,2,3,4,6,8,9,12}
and so dim(Ag,/5(3,2)) = 9. Ifwis a primitive element for 2 = Fy, a root
of X2+ X +1 = 0, then polynomials that generate the code, according to
Theorem 5.18, are {1,223, 23, z1 + 23, 20 + 22, way + w?a? wa, + Wl v +
g, wad + w?ale,}. A generator matrix from these polynomials can be
constructed, and the entries are all, of course, in F,. For example, it X' = Fi,
is constructed from F using the primitive polynomial X? + wX + w and «
is a primitive root of this, then ordering the vectors of E? in the usual way,

ie 0,1.a,¢? .. ..’ Then the codeword obtained from the polynomial
wiy +wlal s

(0,0,1,1,1,1,0,1,0,1,1,0,0,1,0,0).

The codes Pr, g, (r,m) can be constructed in a manner analogous to the
primitive case as in Theorem 5.18. With the added condition that (¢ — 1)
divides 3. /i, the codewords are given by the first v = (¢" — 1}/(¢q — 1)
coordinates. as in Defimition 5.3.
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Example 5.8 For m = 3. Lono= (P =D/ = 1) = 20 and taking
r = 1. will produce 7’;*/; (

orclcl 1. PGH(Fy). I w is a primitive element for £ = Fy. then the polynomi-
-~ . . . : g B . )

als that generate (over F,) Pr,/r,(1.3) are {L.af o3 ad o oty warpeg +

wiidey. it advs o w et e st owrsei et g b The dimen-

ston 1s thus 10 and a generator matrix is given by the codewords correspond-

1. 3) as the binary code of the projective plane of

g to each of these ten polvunomials p(ay... ... ). appropriately evaluated.
Taking X? 4+ w?X? + v X + & for the generating polynomial of Iy over Fy.
For example, the codeword couo\pondm&, to plary, ... U ) = Wy +wlede,
1s

(0.0.0.1.1.0.1.0.0.1.1.0.0.1,0.0,1,0,1,0.0).

This is the vector & — ¢ where L and M are lines, L = {3,4,7.17,19} =
(1.1.0)". and M = {3.5.10.11. 14} = (1.w,0)", where the points are labelled
1.2, .. 21 in the order given.

Note: The desigus formed from affine or projective geometries may happen
to have orders divisible by primes other than the characteristic prime for the
geometry. The codes for such primes will not be of any interest — a result
that follows from work of Mortimer {37] on the modular representations of
doubly-transitive groups.

5.9 Formulas for p-ranks

The dimensions of the codes arising from finite geometries are given in the
precediug section in terms of the number of integers with ¢-weight satisfying
certain properties and this may very well be the most efficient way to calculate
the dimeusion in the general case, since there seems to be no simple formula
that will cover all possibilities - - except in the case of the Reed-Muller codes,
where ¢ = p = 2. There are, however, simphfications in certain cases, and
we give some of these below.
But we first give Hamada’s [19, 20] rather complicated general formula:

Result 5.1 (Hamada) Let ¢ = p' and let D denote the design of points
and r-dimcnsional subspaces of the projective geometry PG, (F,), where 0 <
v < m. Then the p-rank of D is given by

(=1 L(s541.5)) e+ | moA sjpp— s, —ip
ST S (e )

50 Sr—1 3=0 =0 ‘ Hi
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where sy = sy and summations are taken over all integers s; (for j =
0,1,....0 = 1) such that

r+1<s; <m+1, and 0 < s,qp—s; < (m+ 1){(p—1),

and
l-.Sj.H[) - SJ_J:
P

t.e. the greatest integer not exceeding (sj1ap — s;)/p-

L(sj1,5;) =

This formula is deduced in [19, 20]. It simplifies in certain cases, in
particular in the case of designs of points and hyperplanes, when the formula
becomes that found carlier by Graham and MacWilliams [16] for planes, and
by Goethals and Delsarte [15], MacWilliams and Mann [32], and Smith [42],
for general m. It becomes in that case:

Result 5.2 If ¢ = p', the p-rank of the design of points and hyperplanes of
PG, (F,) is
(m +p— 1)‘ ey
m

If ¢ = p*, the p-rank of the design of points and (m — 1)-fluts of the affine
geometry AG,, (F,) is

m+p—1 Y

( m ) '

Observe that the passage from the projective dimension to the affine dimen-
sion 1s, in the codimension-one case, quite easy: since the minimuin-weight
1s given by the munber of points of a hyperplane and since the incidence
vector of a hyperplane is a minimum-weight vector one simply projects onto
the affine points off one such hyperplane — losing one dimension.

In the case ¢ = p = 2, the codes are Reed-Muller. and the 2-ranks are
explicitly given in Theorem 3.4. When ¢ = p in general. Theorem 3.1 gives
the p-rank; we restate it here for the affine geometry designs.

Result 5.3 For any r such that 0 < < m.

n=n(=1) . ~
R =3 S () (),

=0 k=0 t— k[)
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A stmplification of this for ¢ = p prime and » = 1, when we have the design
of points and lines, was obtained by Ceccherini and Hirschfeld [8]; a general
summation formula in the prime case but for any = has heen established by
Hirschfeld and Shaw [21] and is as follows:

Result 5.4 For p a prime, the p-rank of the design of points and r-
dimensional projective subspaces of PG (F,) 1s

ik r—)(p—1)— ) r—=t)p—r
p”'+[)”'_1+...+1——Z(—l)i<( )([ b l)<m+( P )

=0 t m

For » = | Result 5.4 has a simple form which follows fromn Theorem 5.12
and the simple form for the dimension of points and hyperplanes: note that
the derivation of the formula below is particularly easy since one can utilize
Corollary 4.3 to get the dimension of the projective code of points and hy-
perplanes - - as explained above — and not even invoke Theorem 5.12. but
instead note that the complements of the hyperplanes give the necessary or-
thogonal (with a compensating loss of the gained dimension). Thus the code
over I, of the design of points and lines of the projective geometry PG, (F},)
where p is a prime has dimension

p—1
I)’”’*'Pm_l ++l _ <I7l+[) )

m

These simple derivations for the case ¢ = p a prime highlight the difficulties
of the prime-power case.
As we have seen i Corollary 4.4:

Result 5.5 The p-rank of the design of points and lines of the affine geom-
ctry AG, (F),), where p is a prime, is

" (m +p— 2)
pr- .
m

In the case of ¢ = p = 3 and » = I, we have a Steiner triple svstem.
Henee we have

Result 5.6 The dimension of the classical Steiner triple system of points
and lines of AG,, (F3) has dimension 3" — 1 — m.
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Another particular case that gave a bound for the p-rank of a translation
plane is the following from Key and Mackenzie [27]:

Result 5.7 If D is the design of points and m-flats in AGy, (F,). where p
s a prime. then the p-rank of D is given by

dios (R, oty = 1).200) = vk () = 3 -1y () (6 wt)p)

. )
i—0 2 Zin

There are also other cases where simpler arguments give the p-rank and
even a basis in terms of incidence vectors of the geometric objects involved.
For example, Bagchi and Sastry [3] have produced a simple derivation of the
dimension of the binary code of the design of points and planes in PG3(Fa)
by finding a set of planes whose incidence vectors form a basis:

Result 5.8 (Bagchi and Sastry) Let D be the design of points and planes
in PGy(F3) and let O be an ovoid in PG3(Fy). Then the incidence vectors
of the tangent planes to the ovoud form a basis for Co(D). It follows that
dim(C,(D)) = 22 + 1.

Another result which describes an explicit basis of incidence vectors — in
this case lines — of the affine plane AG,(F),), where p is a prime, has been
obtained by Moorhouse [36]. In this case the dimension of the code over F), is

"”;’1) = 5 ¥_, ¢, and a basis can be had by ordering, arbitrarily, any p of the
p+ 1 parallel classes and taking one line from the first, two fromn the second,
ctc., even the choices of the lines being made arbitrarily; the basis consists

of the incidence vectors of the selected lines.

A conjecture of Hamada,[19, 20] that the p-rank of the design of points
and r-dimensional subspaces (or flats) of a finite-geometry design over a field
of characteristic pis always the smallest for designs with the same parameters
and also characterizes such designs, is false in general, the counter-examples
first ocenring for 2-(31,7,7) designs. However, the minimality of the p-rank
still appears to be true, and the conjecture still stands for designs of points
and hyperplanes and also for designs of points and hnes; moreover, when
p = ¢ = 2. this limited conjectnre is valid.
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