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Les automates d’arbres aident a la résolution des formules équationnelles
dans les théories AC
Denis Lugiez, Jean-Luc Moysset

Résumé

Dans cet article, nous étudions des formules équationnelles particulieres ou 1'égalité
=ac est la congruence engendrée par un ensemble d’axiomes d’associativité et com-
mutativité. Les formules auxquelles nous nous intéressons sont de la forme ¢ #4¢
t1 A...t #£ac t. et sont habituellement appelées probleme de compléments. Ré- -
soudre un probleme de complément revient a trouver une instance de t qui n’est
instance d’aucun t; modulo ’associativité-commutativité. Nous donnons une méth-
ode de décision basée sur les automates d’arbres qui résoud le probleme quand tous
les t; sont linéaires. Nous montrons que cette approche donne une méthode de déci-
sion de la réductibilité inductive pour les systemes linéaire gauches et nous décrivons
plusieurs extensions de notre approche. Puis nous définissons une nouvelle classe
d’automates d’arbres qui reconnait des ensembles de termes normalisés (i.e écrits
sous forme de multi-ensemble) pour lesquels I’application d’une regle dépend d’une
formule de I’arithmétique de Presburger. Cette classe d’automates d’arbres permet de
résoudre les problemes de compléments non-linéaires si toutes les occurrences d’une
variable non-linéaire sont sous le méme noeud (dans les termes aplatis). Cette solu-
tion donne aussi une méthode de décision de la réductibilité inductive dans ce cas.

Tree Automata help one to solve equational formulae in AC-theories

Abstract

In this paper we consider particular equational formulae where the equality =4¢
is the congruence induced by a set of associative-commutative axioms. The formulae
we are interested in have the form ¢t #4¢ t; A...t #4¢ t, and are usually known as
complement problems. To solve a complement problem is to find an instance of ¢ which
is not an instance of any ¢; modulo associativity-commutativity. We give a decision
procedure based on tree automata which solves these formulae when all the ¢; 's are
linear. We show that this approach gives a decision of inductive reducibility modulo
associativity and commutativity in the linear case and we give several extensions of
this approach. Then, we define a new class of tree automata, called conditional tree
automata which recognize sets of normalized terms (i.e terms written as multisets)
and where the application of a rule depends on the satisfiability of a formulae of
Presburger’s arithmetic. This class of tree automata allows one to solve non-linear
complement problems when all occurrences of a non-linear variable occur under the
same node (in flattened terms). This solution also provides a decision of the inductive
reducibility modulo associativity-commutativity in the same case.
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Abstract

In this paper we consider particular equational formulae where the equality =4¢ is
the congruence induced by a set of associative-commutative axioms. The formulae
we are interested in have the form ¢ #4¢c t1 A...1 #ac t, and are usually known as
complement problems. To solve a complement problem is to find an instance of ¢t which
is not an instance of any ¢; modulo associativity-commutativity. We give a decision
procedure based on tree automata which solves these formulae when all the ¢; ’s are
linear. We show that this approach gives a decision of inductive reducibility modulo
associativity and commutativity in the linear case and we give several extensions of
this approach. Then, we define a new class of tree automata, called conditional tree
automata which recognize sets of normalized terms (i.e terms written as multisets)
and where the application of a rule depends on the satisfiability of a formulae of
Presburger’s arithmetic. This class of tree automata allows one to solve non-linear
complement problems when all occurrences of a non-linear variable occur under the
same node (in flattened terms). This solution also provides a decision of the inductive
reducibility modulo associativity-commutativity in the same case.

Introduction

Many problems arising in Computer Science involve formulae built on the equality
predicate and syntactic objects, usually terms. But terms are merely denotations
for complex entities and a purely syntactical approach lacks any insight on the se-
mantics of these entities. To avoid this drawback, a classical solution is to add ax-
ioms on terms which model the semantic behavior of the real objects. Amongst

*author’s address: e-mail lugiez, moyssetj@loria.fr, surface-mail CRIN-INRIA, BP239 54506
Vandoeuvres-les-Nancy, FRANCE



the most useful axioms one finds the commutativity axiom (C) f(z,y) = f(v,z),
the associativity axiom (A) f(z, f(y,2)) = f(f(z,y),2), the idempotency axiom (I)
f(z,z) = z and the unit element axiom (1) f(z,e) = z. Many operators stud-
ied in Computer Science satisfy one or more of these axioms, for example the par-
allel operator in parallelism is associative-commutative (AC in short), the boolean
connectives are associative-commutative and idempotent (ACI in short), and many
algebraic functions are associative-commutative and have a unit element (AC1 in
short). Therefore we are led to tackle the problem of dealing with formulae on equal-
ity modulo a set of axioms. Decision procedures exist when no axiom is included
[Mal71, Col84, LM86, Mah88, CL89] but a decision procedure for these formulae usu-
ally does not exist in presence of axioms (indeed, when AC-axioms occur, the theory
of ¥3 formulae is undecidable [Tre92]). Actually, we are asking for too much: in
practice, the formulae that we must solve belong to very restricted classes. After
the well-known unification problem, the most interesting one is that of complement
problem, i.e to solve t £g t; A ... At #g t, where E is the theory we are interested
in. This kind of formulae occur in algebraic specification when dealing with sufficient
completeness, in logic programming and constraint logic programming, especially con-
cerning constructive negation, in functional programs to decide the completeness of a
function definition and in the paradigm of learning by example and counter-example
in the field of machine learning (see [LMK91] for example).

This paper describes a new approach to the AC-complement problem which relies
on tree automata. First, we show how tree automata solve linear AC-complement
problems and we give some extensions of this result. Then we describe a new class
of tree automata, called conditional tree automata which works on (some kind of)
flattened trees and involves conditions which are formulas of Presburger’s arithmetic.
Using this new class, we can solve a non-linear case of the AC-complement problem,
more precisely when all the occurrences of a non-linear variable are under the same
AC-symbol. Moreover our approach can be extended to the decision of the inductive
reducibility property modulo AC which is a key notion in inductionless induction. This
property is undecidable [KNRZ91], but we are able to decide it in the aforementioned
cases.

This paper is organized as follows: section one deals with definitions and notations,
section 2 describes the linear case and section 3 provides the easiest extensions of the
linear case. In section 4, we introduce our new class of tree automata which is used
in section 5 to give a solution to the so-called restricted non-linear case.

1 Definitions and notations

We need some definitions and notations, let us start with terms. Missing definitions
can be found in [DJ90].

1.1 Terms

Terms, denoted by s,t,r,... are labelled trees constructed from a finite set F' of
function symbols denoted by f, g, h, ..., and a denumerable set X of variables, denoted
z,¥,2,.... Functions of arity 0 are constants. We suppose that F' contains at least
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one constant, therefore the set of ground terms, i.e. terms without variables is not
empty. A term t is linear if each variable occurring in ¢ occurs only once in t. Var(t)
1s the set of variables occurring in t. A position is a sequence of integers, the empty
sequence is denoted by €, and a non-empty sequence is written as p.¢ with : an integer
and p a sequence. The subterm of a term s at position p, denoted by s|,, is defined by
sle = s and sp,; = s if s)p = f(s1,...,8,) and 1 <¢ < n. A subterm of s is strict if it
is different from s. The arguments of a term s = f(sy,...,s,) are the s; 's. A context
C|.] is a term with one hole and C[s] is the term obtained by putting the term s in
the hole of the context C[.].

An equation (i.e. an axiom) is a pair of terms written s = ¢. A finite set of
equations E defines an equational theory and induces a congruence relation on terms
denoted by =g. The class of a term ¢t is the set of terms equal to ¢ modulo E. We
are mainly interested in the following equations: commutativity f(z,y) = f(y, z),
associativity f(z, f(y,z)) = f(f(z,y), z), idempotency f(z,z) = z and unit element
f(z,€e) = . More precisely we will consider the congruences =4¢ (resp. =a4ci,---)
i.e F = FucUFnac (resp. F = FacrUFnacl,-..) where all function symbols in Fac
are commutative and associative (resp. and idempotent...) and the function symbols
in Fyac are free.

Substitutions, denoted by o,8,p..., are the morphisms on terms and the ap-
plication of o to t is denoted by to. The domain of a substitution o is the set
Dom(c) = {z € X;z0 # z}. A term s is an E-instance of a term ¢ iff s =g to. It is a
ground E-instance if s is ground. When F is the empty theory, we shall of instances
and ground instances, dropping the E prefix.

To solve the complement problem t #g t; A ... At #g t, modulo E with
INg; =0 and g;Ny; =0 if g; = Var(t;) and £ = Var(t), is to find a ground instance
of t which is not a E-instance of any ¢;. In other words, it amounts to deciding the
validity of the formula 3zVy; ...y, : ¢ #g t1 A... At #g t, in the algebra of ground
terms.

A term rewrite system R is a finite set of rewrite rules [ — r which defines a
rewrite relation — g on terms. The system is left-linear if for each rule { — r of R, {
is linear. A term t is reducible by R modulo AC iff there are some term t', position
p in t/, substitution § and term | € R s.t. ¢/ =4c t and tip = 1. A key property
in inductionless induction is that of inductive reducibility: given a set E of equations
and a set R of rewrite rules, a term ¢ is inductively reducible iff each ground instance
of t is reducible. This property is undecidable for the AC theory, but our solution
to linear complement problems provides an algorithm to decide this property in the
linear case, relating these topics.

1.2 Tree automata

In the same way that finite automata recognize regular languages of words, tree au-
tomata recognize languages of trees called regular tree languages also. We recall some
definitions and results, and we refer the reader to [GS84] for more details.

Definition 1 A bottom-up tree automaton A is a quadruple (F,Q, QFinai, R) where
F is the signature, Q is a finite set of states, Qrinat C Q is a set of final states, and



R is a set of transition rules of the form f(q1,...qn) — gny1 with arity(f) = n and
g € Q.

The transition relation — is defined byt — t' iff t = C[f(q:1(t1),---,qn(tn))] and
t' = Clgns1(f(t1,...,tn))] (the ¢ s are states of A). The language accepted by A is
the set of ground terms t such that t = q(t) where ¢ € QFina and = is the reflexive
transitive closure of —. A set of ground terms is a regular tree language iff it is
accepted by a tree automaton.

Example If F = {0, s, f}, the automaton A = (F, {qo,¢s,9r}, {qr}, R) with R being
{0 — qo,s(q) — ¢, for any ¢ € Q, f(90,¢) — qr for any q € @, f(¢,q") — ¢, for any
g € Q—{q},q € @}, recognizes the language composed of the ground instances of

f(0,z) <

A tree t reaches a state g iff ¢ = ¢(¢). An automaton is completely specified iff
for each ground term t there is a state ¢ s.t. -t reaches q. It is straightforward to
complete an incomplete automaton into a complete one, and we usually write incom-
plete automata, dropping the uninteresting error states and rules required to define a
completely specified automaton. An completely specified automaton is deterministic
when each tree reaches one and only one state. Tree automata enjoy good properties:
the emptiness of the accepted language is decidable, there exists a determinization
algorithm as well as a minimization algorithm. Moreover regular tree languages are
closed under union, intersection and complement.

1.3 Flattened terms

A function symbol which is AC can be seen as having an arbitrary arity, and we can
flatten terms by erasing all useless occurrences of AC-symbol using the simplification
fCo oy f(styeveySm)y-o) = f(...,81,.++ySm,...). When no rewriting is possible, one
has a flattened term which is unique up to commutativity since the equivalence on
terms modulo AC becomes an equivalence on flattened terms modulo C. If ¢ is a
term, flat(t) is one of its flattened versions. All previous definitions on terms are still
valid on flattened terms. For simplicity, we allow the notation f(t) which denotes ¢
if f € Fac, for example f(0) is 0. In what follows, multisets i.e sets with repeated
elements, are denoted by {{...}}. We give some results which are useful in the
following:

o s =4c tiff flat(s) =¢ flat(t)

® flat(t) =Cc f(tl, ey tn) iff t = f(Sl, 82) with flat(sl) =C f(t,‘l yoe oy t,',,),
flat(sz) =¢ f(t;,,...,t;) and the multiset {{t;,,...,t; ,¢;,...,%;}} is equal to
the multiset {{t1,...,tn}}

tpy a1y -

o if s =4¢ to where flat(t) =c¢ f(t1,...,tn,T1,...,Tm) and ¢; € X, and
flat(t;o) = v;, flat(z;0) = f(ul,...,ul) then s = f(s1,s2) s.t. flat(s;) =¢
f(vil,...,vik,...,u;’,...) and flat(s;) =¢ f(v,vi,...,vi/,,...,uji,...) and the

k
multiset {{v1,...,v,}} is the union of the multisets {{v;,,...,v;,}} and



{{vi;,...,vib}}, the multiset {{ul,...u}',...,ul,...,u"}} is the union of the

multiset {{. ..,u;‘,...}} and of the multiset {{... ,uflfl .3}

2 Tree automata solution for linear AC-problems

Tree automata will provide a nice and short solution to linear problems modulo AC.
Throughout this section we assume that F' = Fsc U Fyac where all symbols in Fyc
are AC, and all symbols in Fyac are free.

2.1 Tree automata solve linear AC-problems

The key result on which our decidability result relies is:

Proposition 1 Let t be a linear term, then the set of ground AC-instances of t is a
reqular tree language.

Proof. We show that the set of ground AC-instances of ¢ satisfies a least fixed-
point equation defining regular languages. At the same time, we sketch the construc-
tion of an automaton accepting this language. The proof is by structural induction
on t.

e t € X ortis a constant: the proof is obvious.

ot = f(t1,...,t,) with f € Fnac: let L; be the language of the ground AC-
instances of ¢;. By induction hypothesis, L; is a regular language, let A4; =
(Q',Q%, R;) be an automaton accepting L;. Let L be the set of ground AC-
instances of ¢, then L = f(Ly,...,L,) which proves the result. An automaton
accepting L is A = (Q,Qr, R) where @ = UQ; U {¢r}, @ = {qr}, R = UR; U
{f(q1,---,qn) = qr where ¢; € QF}.

o t=f(...) with f € Fac: let flat(t) = f(t1,...,t,). Let L be the set of ground
AC-instances of t, for each I = {71,...,1x} C {1...n} let L; be the set of ground
AC-instances of a term t; s.t. flat(t;) = f(t;,,...,t,). By induction hypothe-
sis, this set is regular whenever I C {1...n}, and let A; = (F,Q',Q%, R;) be
an automaton recognizing this set. Then, according to the results on flattened
terms recalled in section 1.3 and using the fact that ¢ is linear, we can write the
equation:

L= Z f(LI’LJ)l

Together with the equations defining the L,’s for I a strict subset of {1...n} (by
induction hypothesis), one gets a system such that its least fixed-point solution
is a t-uple of regular languages, which proves the result.

Moreover, an automaton accepting L is A = (F,Q, @, R) where

when I or J is {1...n} replace L; or L; by L in the above equation
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- Q@ =UrQrU {¢r}
- Qr = {qr}

- R = UiR1 U {f(q1,95) — qF for all ¢ € QL,q; € QLst. TUJ =
{1...n},ieInJd =t € X}

O

Example : Let t = f(0,z) where Fac = {f} and Fnac = {0,s}. Let L be the
language of the ground AC-instances of ¢, let Lo the the language of the ground AC-
instances of 0, let L, be the language of the ground AC-instances of z, the system of
equations defining L is: Lo = {0}

L= LO + S(Lx) + f(L::, L:::)

L= f(L07 L.‘L') + f(LzaLO) + f(La Lx) + f(L:L‘7 L)
and an automaton recognizing this language is A = ({gz, 90,91}, {qr}, R) with R
consisting of: 0 — qo, (the rule of an automaton recognizing Lo), 0 — ¢, s(¢z) —
9z, f(gz,q9z) — ¢ (the rules of an automaton recognizing the instances of z) and

f(qO’ qz:) — qr, f(q:n qO) — 4L, f((Ix,(IL) — 4L, f(qLa qx) — qL. This automaton is not
completely specified nor deterministic but it can be completed and determinized <«

This property gives the foundations for the decidability result we are searching
for:

Theorem 1 The complement problem t #ac t1 A ... At #ac t, where thet;’'s are
linear terms is decidable.

Proof. Let t #ac t1 A... At #4c t, be a complement problem s.t the ¢; 's are
linear (but ¢ may be non-linear). Let L be the set of the ground AC-instances of the
t; s, then L is a regular language since the t; 's are linear. Let L¢ be the complement
of L and A¢ be an automaton recognizing Lc. If there is a ground instance t6 of ¢
which is a solution of the complement problem, then this instance is accepted by Ac.
For each variable z; of t, z;0 is some ground term and z;0 = ¢;(z:0) for some state
¢: of Ac. Therefore there is a solution of the complement problem iff there is some
assignment of states to the variables of ¢ s.t. t[z,—q, (z1),...on ~gn(zn)] = gqs(t) where qs is
of z; is replaced by ¢;(z;). If there is no such assignment, then there is no solution to
the complement problem. Since there is a finite number of possible assignments, the
complement problem modulo AC is decidable.

0

2.2 What’s the trouble with non-linearity

Before giving some extensions of the previous result, we show which problem arises
when we consider non-linear terms. Even in the empty theory, non-linearity causes
troubles, and tree automata for non-linear terms need equality tests, which yields the
undecidability of decision of emptiness of the accepted language. Moreover specific



problems arise when dealing with the AC-theory, as shown in the following example.
Let F4c consist of one symbol f , and let Fy4c consist of two constants 0 and 1 and
let t be f(z,z). Then the ground AC-instances of f(z,z) are difficult to recognize
since some of these instances are trees such that the first son and its brother are
not equal, even modulo AC. For instance f(0, f(1, f(1,0))) and f(1, f(0, f(1,0))) are
ground AC-instances of f(z,z). To know that a ground term (with root f) is an
instance of f(z,z), one must count 0's and 1’s and there is no way to conclude before
all 0's and 1’s have been counted: the ground term is an AC-instance of f(z,z) if
there is an even number of 0's and an even number of 1’s. Usual tree automata cannot
cope with this problem. We shall present new kinds of tree automata more powerful
than classical ones, which help solve some non-linear AC-complement cases.

3 Extending the results

Our solution to AC-complement can be extended in several ways. The first one deals
with the inductive reducibility modulo AC, the second one deals with some related
theories, and the third one is to weaken the linearity requirement.

3.1 To the inductive reducibility modulo AC

A term is inductively reducible, iff all its ground instances are reducible. More pre-
cisely, given a rewrite system R and a set of AC-axioms, a term t is reducible iff
t =4c t' and there is a subterm |, of ¢’ at position p such that t], is equal to 16, an
instance of a left-hand side of a rule | — r. Therefore a term is reducible if it is equal
modulo AC to a term C[l8] where C is a context, ! is a left-hand side of a rule and
6 is a ground substitution. We now prove that the set of terms equal modulo AC to
C|16] where 8 ranges over the set of ground substitutions, is a regular tree language
when ! is linear.

Proposition 2 Lett be a linear term, then the set L of terms Red(t) = {s s.t. s =ac
C[t8)] for some context C and some ground substitution 0} is a regular tree language.

Proof. The proof is similar to the proof of proposition 1.

1. t is a constant or a variable: obvious.

2. t = f(t1,...,t,) where F € Fnac. A ground term is reducible by t if it contains
a ground AC-instance of t. Let L be the languages consisting of the ground AC-
instances of the ¢; ‘s and let L be the language of the ground terms reducible by
t, then L satisfies the equation L = f(Ly,...,Ln)+X4erg(L or Lo,..., L or Lp)
where Ly is the set of all ground terms and where at least one argument of the
g 's occurring in the sum is L.

3. tis s.t. flat(t) =¢ f(t1,...,ts). Let L; be the set of ground AC-instances
of a term t; s.t. flat(t;r) = f(ti,...,t;) and I = {¢1...4;} and let L be the
set of ground terms reducible by ¢. By induction hypothesis, this set is regular



whenever I C {1...n}. Then L satisfies the equation:

L= > f(Li,Ly)+ > g(L or Ly,...,L or Ly)

TuJ={1...n} g€F
rnJc{...

where at least one argument of the g 's occurring in the sum is L.

From this result, we get the decision of the inductive-reducibility modulo AC.

Theorem 2 The inductive reducibility modulo AC of a term t for a left-linear system
R is decidable.

Proof. Let [;,...,1, be the set of left-hand sides of R, and let A be a deter-
ministic automaton recognizing the union of the Red(l;)’s. The term ¢ is inductively
reducible iff for each ground 8, t8 belongs to this set. We proceed as in the proof of
the complement modulo AC: to each variable z; of ¢ assign some state ¢;, and compute
the state g such that ¢[;, g (2y),.one—an(en)) — 4(t). If there is some assignment such
that the state ¢ is not a final state of .4, then ¢ is not inductively reducible, otherwise
t is inductively reducible. Since there is a finite number of possible assignments, the
inductively reducibility property is decidable.

0

3.2 To some other theories

The previous results can be easily extended to other theories. The first one is the
AC1 theory, i.e AC with unity: for each AC-symbol f, there exists a constant e
such that f(z,e) = z. To handle this identity element, we add the terms f(L., L)
and f(L, L) to the equations defining the ground AC-instances of a term ¢t = f(...)
where L. = {e} + f(Le, L.). From the automaton viewpoint, it amounts to add rules
f(g,9.) = ¢, f(ge,q) — g where q is a final state, and € — ¢¢, f(es ge) — ¢e-

The second one is the associativity theory. In this case the flattened version of a
term is unique since the commutativity axioms does not hold. The proof that the A-
instances of a linear term is a regular language works as in the AC case for the first two
cases, and in the proof of the third case, sets are replaced by lists: {1...n} becomes
[1...n], subsets I and J becomes sublists and the union is replaced by concatenation.

Theorem 3 The complement problem t #ac1 t1 A... At #4c1 tn (resp. #4) where
the t; 's are linear terms is decidable. The inductive reducibility modulo ACI (resp.
modulo A) of a term t for a left-linear term rewrite system is decidable.

3.3 To some non-linear cases

Tree automata with syntactical equality tests between brothers are introduced in
[BT92] where it is shown that this classs is closed under boolean operations and that



the emptiness of the accepted language is decidable. We extend this class by allowing
equality tests modulo AC in order to get the decidability of the AC-complement
problem for strictly restricted non-linear terms, as defined in the next definition.

Definition 2 The non-linearity of a term is strictly restricted iff for each non-linear
variable x, there exists a position p such that all the occurrences of  occur at positions
p.t with 1 an integer, and the symbol at position p is not AC.

For example, if Fac = {f} and Fyac = {0,9} then f(g(z,z),0) is strictly re-
stricted but f(z,z) and f(z,g(0,z)) are not. The approach of Bogaert and Tison
generalizes smoothly to the AC case, except that the decision of emptiness requires
that equivalent terms reach the same states, which is true in our applications. The
reader is referred to the original work of [BT92] for details since the algorithms are
identical except that = is replaced by =4¢. First we define our new class of tree
automata.

Definition 3 An automaton with equality tests between brothers A is a quadruple
(F,Q,QF, R) where Q is a finite set of states, Qr C @ is a set of final states and
R is a set of rules < ¢ >: f(q1,---,qn) — qnt1 with ¢ € Form, where Form, is
inductively defined by:

o #i =4c #j € Form, (which means that the i** son is equal to the j** son
modulo AC), T € Form, (meaning that no condition is required)

o if p € Form, and Y € Form, then ~p € Form,,» V¢ € Form,, Ay €
Form,,.

Moreover if f € Fyc and < ¢ >: f(q1,2) — ¢3 € R we demand that ¢ is T
(i.e there is no condition for rules with AC symbols). The transition function
is defined by t — t' iff t = Clg(q1(t1),.--,qn(tn))], ' = Clgnt1(f(t1,...,%5))] and
(t1,-.-,tn) satisfies p. The reflezive transitive closure of — is denoted by —. The
accepted language £(A) is the set of trees t such that t = q(t) with ¢ € QF.

One should notice that equality tests are allowed under non-AC symbols only.
An incompletely specified tree automaton with equality tests can be easily extended
into a completely specified one. Now we sketch the determinization process which
is similar to the determinization process for tree automata with syntactical equality
tests.

1. Separate the conditions such that the conditions becomes mutually exclusive (for
example use the subset A; je; #t =ac #7 Aijepr...n)-1 #t Fac #J of Form,)

2. Use a usual determinization algorithm to compute the equivalent deterministic
automaton (a state of the deterministic automaton is a set of states of the
non-deterministic one)

Remark. : let t be a term and let ¢i,...,q, be the states such that ¢ = ¢;(¢) in the
non-deterministic automaton then ¢ = {qi,...,¢,}(t) in the deterministic one.



A direct consequence of the determinization process is that the class of accepted
language is closed under complement (exchange final and non-final states). Moreover
it is closed under union (straightforward) hence under intersection. What remains
to give 1s a way to decide the emptiness of the language accepted by a automaton
with equality tests. It works as in [BT92], provided that equivalent terms reach the
sames states, i.e t =ac t' and t — q(t) implies that t' = ¢(t'). Fortunately, this
property is preserved under determinization (see the previous remark) and union,
intersection and complement. From now we suppose that this property is satisfied by
the automata that we consider. We need first some definitions to prove a technical

lemma. Let < ¢ >: g(q1,...,qn) — gn41 be a rule r, and suppose that o; trees
of distinct equivalence classes modulo AC reach the state ¢; for 1 < ¢ < n. Let
Ny(ay...,a,) be the number of equivalence classes modulo AC such that, for each

class, at least one tree of this equivalence class reaches g,41 using this rule at the
top. Then the following implications hold (maz-arity denotes the maximal arity of
function symbols):

Proposition 3
e I:: o; > max-arity = N,(a1,...,a,) =0 or N.(ay,...,a,) > max-arity

o Jdo; : Ny(aa,...,qi,...,a,) 2> max-arity = N.(ay,...,max-arity,...,a,) >
max-arity.

Proof. The same as in [BT92], replacing = by =4¢ and using the condition on
equivalent terms. O

The algorithm for deciding the emptiness of the language accepted by an automa-
ton with equality tests modulo AC between brothers is a consequence of the above
result. In the algorithm, Nsc(L) denotes the number of distinct equivalence classes
of a finite set of ground terms L.

For each state q do set L7 = 0.
i=1.
Repeat
For each state gdo L} =0
For each rule r of the form < ¢ >: h(q1,...,¢.) — ¢ do
if NAC(AC;"l) > max-arity then ,C; = [:;'1
else £ = L7V U {h(ty,...,tn) satisfying ¢ where t; € E;J‘.l}
i=i+1
until 3¢ € Qr s.t. L # 0 or Vg, L}, = L
if 3¢ € Qr s.t. L} # 0 then return not empty
else return empty

Proposition 4 The emptiness decision algorithm terminates and ts correct.
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Proof. The correctness and termination of the algorithm rely on the previous
proposition and on the fact that equivalence classes modulo AC are finite. The al-
gorithm constructs an increasing sequence of languages. At each step a new term is
added in some L; otherwise the algorithm stops. Since the AC-equivalence class of a
term is finite, either the bound max-arity is reached or no new term is added to any
L; which proves that the algorithm terminates. The previous proposition proves that
it 1s sufficient to have maz-arity distinct equivalence classes in £; to decide if a rule
applies, therefore the algorithm is correct.

a

Now we prove that the ground AC-instances of a strictly restricted term are recog-
nized by a tree automaton with equality tests which satisfies the condition on equiv-
alent terms.

Proposition 5 Lett be a strictly restricted term, then the set of ground AC-instances
of t is accepted by a tree automaton with equality tests.

Proof. The proof is as in the linear case with one difference: if t = f(...) with
f € Fnac, for each non-linear variable z occurring as the 2 it*, ... i** sons of ¢, add

the condition #2; =4c #12 =4ac ... =ac #1in to the related rule of the automaton. O

The theorem on the decidability of complement problem and inductive reducibility
is an immediate consequence of the previous results.

Theorem 4 The complement problem t #ac tiA...At #ac tn (resp. #4) where the
t; 's are strictly restricted, is decidable. The inductive reducibility modulo AC (resp.

modulo A) of a term t for a term rewrite system with strictly restricted left-hand sides
is decidable.

Proof. The proof is the same as for the linear case. O

The next extension that we describe will allow occurrences of non-linear variables
under AC-symbols when they occur under the same node. First, we shall introduce a
new class of tree automata, conditional tree automata and we shall study its properties.
After that, we show how this class can be used to solve AC-complement problems and
to decide the inductive reducibility property in this restricted non-linear case.

4 Conditional tree automata

4.1 Normalized Flattened terms

To deal with non-linearity, we shall work on flattened terms where all subterms equal
modulo AC have been grouped and counted together, like in f(2.0,3.5(0))%. This

transformation will allow to deal with the ground AC-instances of terms where the

Zgrouping identical terms is essential in our approach but prevent us from using the algebraic
approach which works nicely in the linear case

11



non-linear variables occurs under the same AC-symbol once the flattening process is
done i.e terms such as f(f(z,0), f(0,z)) (since flat(t) = f(z,0,0,z)). First we define
this new kind of flattened terms, then we define the related class of tree automata.

Definition 4 A flattened term with counter is
o a variable or a constant,
o aterm f(t1,...,tn) where f € Fnac and t; are flattened terms with counter,

o aterm f(ny.ty,...,np.t,) where f € Fac andt; are flattened terms with counter.

For example a flattened term f(ty,...,t,) is a flattened term with counter f(1.t;,...,1.1,).
We extend the relation =¢ on flattened term with counter as follows:

Definition 5 The relation =¢ is defined by:

e s =ct if s and t are syntactically équal,

o f(s1,.--,80) =c f(t1,---1tn) if f € Fnac and s; =c t; fori =1...n,

o f(ni1.s1,...,mp.5p) =¢ f(my.tr,...,mets) if f € Fac and there is a bijection
between {s1,...,5p} and {t1,...,tx} s.t. if s; is mapped on t; then s; =¢ t; and
n; = m;.

For example, ¢(0, f(2.0,s(0))) =¢ ¢(0, f(s(0),2.0)) if f € Fac and g € Fyac. To

group identical subterms as much as possible, we use the reduction relation ~»:
Definition 6 The reduction relation ~ is defined by:

o If f€ Fnac and t;~ t; then f(... t;,...)~ f(...,t,...).

o Ifti=ctjand f € Fac then f(...,nitiy,...,ntj...)~ f(...,(ni+n;).t,...)

This reduction relation terminates and is locally confluent up to commutativity, yield-
ing a normalized (flattened) term unique up to commutativity. A normalized form of
a term t is @ normalized form of flat(t).

For example f(f(z,s(0)), f(s(0),z)) has two normalized forms f(2.z,2.5(0)) and
f(2.5(0), 2.z) which are identical up to permutations of the arguments of f. The usual
notions on terms extend to normalized forms in a straightforward way. A useful one
is that of the equivalent class of a normalized term ¢ which is the set of normalized
terms equal to ¢ modulo commutativity. The next step is to design tree automata,
called conditional tree automata, accepting sets of normalized terms.

12



4.2 Conditional tree automata

Since normalized terms have numerical counters, we shall use formulae to deal with
these counters. These formulae define conditions to check before applying a rule. To
get a class of automata which has good properties, we shall require that these formulae
belong to a decidable theory. Presburger’s arithmetic is well suited to our purpose
(the AC-complement problem) but the results on conditional tree automata still hold
if Presburger’s arithmetic is replaced by another decidable theory.

Definition 7 A conditional tree automata A is a quadruple (F,Q, QFinal, R) where Q
s a finite set of states, Qrina € @ is a set of final states, and R 1s a set of transition
rules. Sorts are symbols of the form f or # f where f € Fac, and each state has one
or several sorts but cannot have both sorts f and # f. The transition rules are of the
form:

® f(q1,---,95) = q if f € Fnac with arity(f)=p
o — <p(N)>: f(N.q1) — g5 where ¢ has sort # f
— <@(N)>: f(N.q1,92) = g5

sz € FAC)
where N is an integer variable and ¢ a formula of Presburger’s arithmetic which
has a unique free variable N, ¢ has sort # f and q; has sort f.

The transition relation — s defined on normalized terms by t — t' iff:

o cither t = C[f(qi(t1),-..,qp(tp))] with f € Fyac and t' = Clq(f(ty,...,tp))]
and f(q1,-..,9p) > ¢ER

° OT'(feFAc)

1t= Clf(n1-qi(t1))] with ny > 1 and t' = Clq; f(n1.t1)] if there is a rule
< @(N1) >: f(N1.q1) — qy such that p(n,) ts true.

2.t = C(f(n1-q1(t1),q2(t2))] and t' = Clqsf(n1.t1,t2)], g2 has sort # f and
there is a rule < @(N;) >: f(N1.q1,92) — q5 such that o(ny) is true.

3.t =C[f(n1.q1(t1),-..,n.qp(t,))] and t' = Clgsf(n1.t1,...,n,.1,)],
where f(na.ta, ... ,np.tp) = ¢(f(na-ts,...,np.tp)), and there is a rule <
@(N1) >: f(N1.q1,q}) — g5 such that p(n1) is true.

where = is the reflexive transitive closure of —. The language L(A) accepted by A
is the set of ground normalized terms such that t = q(t) where ¢ € Qrinal.

Remark. ¢ has sort f and ¢ = ¢(¢) implies that the root of t is f, and ¢ has sort
# f and t 5 ¢(t) implies that the root of # is not f.

Example Let Fnsc = {0} and Fac = {f} and A = (F, {qo}, {¢s}, R) with ¢o not
of sort f and ¢s of sort f, where Ris 0 — qo, < 3k: N =2k >; f(N.qo) — ¢s. The
normalized term f(2.0) is accepted by A since f(2.0) = gs(f(2.0)). Actually, £(A)
is the set of normalized ground AC-instances of f(z,z) <«

13



An automaton is completely specified if for each normalized ground term ¢ there is
a state ¢ such that ¢ 5 ¢(¢). A completely specified automaton can be easily derived
from an incomplete one: for each symbol f add a new state ¢/ which denotes an error
state of sort f for normalized terms with root f, and new rules to deal with missing
cases (with a condition equivalent to T).

4.3 Determinization of conditional tree automata
4.3.1 Separation of conditions

The first step in the determinization of conditional tree automata is to get rid of
possible overlaps of conditions, i.e to ensure that either the conditions of any two rules
cannot not be satisfied simultaneously or are equivalent. We shall use the following
proposition:

Proposition 6 Let ¢;(N),...,pn(N) be formulae of Presburger’s arithmetic with
free variable N, then there exist Y1(N),...,¥m(N) such that

o :(N)A;(N) is unsatisfiable.
o vi(N) & %, (N)V...V;(N)

Proof. Define 9; as a suitable boolean combination (using —,V, A) of the ¢; ’s.

a

The result on the separation on conditions follows: Let ¢1(N),...,pn(N) be the
conditions appearing in the rules of a conditional tree automaton, then compute the
related ¢}s and replace a rule < p;(N) >: f(...) — ... by the set of rules < ¢;, (N) >:
flo.)—= oo, < (N) >: f(...) — .... After this transformation either two rules
have the same condition or their conditions cannot be satisfied simultaneously. The
conditions are said to be separated. Moreover we shall assume that all rules with
unsatisfiable conditions are discarded, as for the rules < p(N) > f(N.q) — ¢’ where
the n satisfying ¢(/V) are less than 2.

4.3.2 The determinization algorithm

Now, we show how to construct a deterministic automaton Ap = (F, Qp, Qpr,Rp)
from a completely specified non-deterministic automaton with separated conditions
A = (F,Q,Qr,R). Moreover if {qi,...,g,} is the set of states such that t = g;(t)
with the non-deterministic automaton, then t = {qi,...,¢,}(¢) in the deterministic
one.

A state @ of the deterministic automaton Ap is a set {qi,...,qp} of states of the
non-deterministic one A, and the rules are:

A state Q of @p is a final state iff it contains a final state of A.

o if f& Fnac, f(Q1,...,Q@p) — Q where Q is the set of states ¢ such there exist
q1 € Q1,...,9, € @, and arule f(q1,...,¢) — ¢

o if f € Fyc, for each 9;(N) condition of the non-deterministic automaton,

14



- < Pi(N) > f(N.Q) — Qs where each state ¢ € @ has sort # f, and
where Q) is the set of states ¢y such there exists a state ¢ € ) and a rule
< Pi(N) >: f(N.q) — g.

— < Pi(N) >: f(N.Q,Q") — Qs where each state ¢ € @ and each ¢’ € @’
do not have sort f, and where Qs is the set of states ¢; such there exist a
state ¢ € @, a state ¢’ € Q' and a rule < ¢;(N) >: f(N.q,¢) — ¢.

= < Pi(N) >: f(N.Q,Q}) — Qf where each state ¢ € @ has sort # f and
where () is the set of states gy such there exist a state ¢ € @) a state

¢y € Q' and a rule < ¢;(N) >: f(N.q,q}) — ¢5.

Proposition 7 t =5 ¢;(t) with the non-deterministic automaton A fori=1,...,p iff
t > {q1,...,q,}(t) with the deterministic automaton Ap.

Proof. By induction on ¢t. O

4.4 Closure under boolean operations

As for regular tree languages, the class of languages recognized by conditional tree
automata is closed under union, complement and intersection. To get an automaton
recognizing the union of two languages £(A,) and £(.A;) take the union of A, and A,.
To get an automaton recognizing the complement of £, exchange final and non-final
states in A4 where A is a completely specified deterministic automaton recognizing L.
The result on intersection is a consequence of the two previous ones.

4.5 Decision of emptiness

The main property of conditional automata is that the emptiness of the accepted
language is decidable, provided that if ¢ = ¢(t) then t' = ¢(t') for each t' such
that ¢/ =¢ t. Let A be a deterministic completely specified conditional automaton
which satisfies this condition, let |R| be the cardinal of the set of rules R, and let M
be maz(mazimal arity of F,|R| + 1,3). In the following, we show that to distinguish
between accessible and unaccessible states, it is sufficient to count up to some bound,
how many different equivalence classes reach each state (we say that an equivalence
class ¢ of normalized terms reach the state q if there is some ¢ € ¢ such that t 5 ¢(t)).

First, we deal with rules of the form f(qi,...,q,) — ¢ with f € Fyac, < ¢(N) >:
f(N.g) = g5, < p(N) >: f(N.q,¢') — ¢5 (¢’ has sort # f).

Definition 8 Let r be a rule of A, let o; fori =1,...,n be integers, then we define
N.(ai,...,an) as:

o N.(ay,...,ap) is the number of equivalence classes t such that there exists t € §
reaching q using v at the top if r is f(q1,...,qp) = q with f € Fnac and if
equivalence classes reach ¢; fori=1,...,p,

o N,(c) is the number of equivalence classes t such that there ezists t € t reaching
qs using v at the top if r is < p(N) >: f(N.q) — q5 with f € Fsc and if a
equivalence classes reach g,
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o N.(a1,a;) is the number of equivalence classes t such that there exists t € t
reaching q; using v at the top if r is f(N.q1,q2) — q5 with f € Fac and if o,
equivalence classes reach q; fori =1,2.

Then,

Proposition 8 The two tmplications hold:
e Jda; such that a; > M implies that N,(c,...,a,) =0 or Ny (oy,...,00) 2 M

e Ji such that N.(au,...,qi,...,a,) > M implies that
Nr(al,...,ai_l,M,a;+1,...,an) 2 M

Proof. The proof is straightforward except for rules < (N) >: f(N.q1,92) — ¢;.
Let n; be such that ¢(n,) holds. In this proof and the following ones, C*? denotes the
number of possible choices of p objects among n.

1. Proof of the first implication: suppose that «; > M different equivalence classes
reach ¢;. Then either no normalized term reach ¢, and N, (M, a;) = 0 or there is
at least one normalized term reaching ¢;. If ¢; # g, then N,(a1, ;) > M since
a normalized term reaching ¢; is not equivalent to a normalized term reaching
q1 3. If ¢4 = qo, we have C}, = M(M —1)/2 > M terms f(n;.s1, s2) which are
pairwise not equivalent, such that s; = ¢;(s;) and f(s1,s2) — ¢ since s, and s,
are not equal modulo AC.

2. Proof of the second implication: if N.(ay,az) > M, then either both of a;,ay
are less than M and N,(M,a;) > M, or else a; or a; is greater than M.
Without loss of generality, we assume a; > M. If ¢; # g2, we can construct M
terms reaching ¢ using r, and if ¢; = g2, we can construct M(M - 1)/2 > M
terms f(ny.s1,s]) with s; #4¢ s} reaching ¢ using r. '

To deal with rules < ¢(N) >: f(N.q,q}) — g where ¢ has sort f requires more
work.

Definition 9 Let N, ,,,. . rn(@1,02,...,ar) be the number of equivalence classes i
such that at least one term t = f(nm.Sm,...,n1.51) € t reaching q; using a sequence
of rules ending by ry,re,...,rm when

o is < i(N)>: f(N.g1,q2) — q} or < @(N) >: f(N.q1) — q},

o 1 is < @;(N) >: f(N.q,-,q}'l) — g} for i > 1 and ¢} = g5, moreover r; # r; if
L F |

o {q1,...,qk} is the set of the states which are not of sort f occurring inry,...,rm,

e o; equivalence classes reach the state ¢; fori1 =1,...,k

3the hypothesis that equivalent terms reach the same state is essential here
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From the definition, we see that the sequence of rules has a length bounded by
|R|, therefore a state g cannot appear more than |R| times in the sequence. Then,

Proposition 9 The two implications hold:

e Ji such that o; > M implies
that Ny, r.(01y...,0x) =0 or Ny, ;. (01,...,08) 2 M,

o Jz such that Ny, ., (a1,...,i,...,ax) > M implies
that Ny, . r.(01, ... aic1, My a4, ..;an) 2 M

Proof.

1. Proof of the first implication: suppose that a; > M different equivalence classes
reach ¢;, then either no normalized term reach ¢ using ry...7, or there is
some normalized term f(7m.Sm,...,n1.51) reaching gs. Suppose that ¢; occurs
L < M times in the sequence ry,...,7y,. From f(n,.sm,...,n1.51) we con-
struct M.(M —1)...(M — L +1) > M normalized terms reaching ¢; when
M equivalence classes reach g¢; by replacing the first subterm s;, reaching ¢; by
any element of the M equivalence classes reaching ¢;, the second subterm s;,
reaching ¢; by any term in the M — 1 remaining classes reaching ¢;, and so on.
By construction all these terms reach ¢y using ry,...,r,. Moreover, we can
construct at least Cf = M!/(M — R)!R! > M such terms which are pairwise
not equivalent. It is noteworthy to see that the key property used here is that
si = qi(si) and s; = g¢;(s;) with ¢; # ¢; implies that s; and s; are in different
classes modulo AC.

2. Proof of the second implication: if @; < M the proposition is obvious, otherwise
there is at least one term reaching q; using ry,...,r,, and we proceed as above
to construct more than M terms reaching g¢;.

From these results and from the fact that the equivalence class modulo AC of a
normalized term is finite, we get a decision algorithm which counts the number of
equivalence class reaching a state ¢ up to the bound M. In the algorithm, N, (L)
denotes the number of distinct equivalence classes in L.

For each state g do set £) = 0.
i=1.
Repeat
For each state g do C; =0
For each rule r of the form < ¢ >: h(q1,...,¢,) — ¢ do
if Neo(£i71) > M then £} = £
else L) = L1 U {h(t1,...,1,) satisfying ¢ where t; € th‘l}
i=i+1
until 3¢ € QF s.t. L'fl #  or Vq,[:f] =L
if 3¢ € QF s.t. £; # 0 then return not empty
else return empty '
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5 Application to complement problems and in-
ductive reducibility

5.1 Normalized ground AC-instances

Conditional tree automata have been introduced in order to deal with so-called re-
stricted terms, as defined as follows:

Definition 10 A term t is restricted iff all the occurrences of a non-linear variable x
of flat(t) occurs at position p.i with i an integer, and the symbol of flat(t) at position
pis AC.

Example Let Fac = {f,h} and Fnac = {0,9} then t = g(f(f(z,
is restricted since flat(t) = g(f(z,y,z,y),h(z,2)), but f(z,9(z,y)
are not <

y)f(x,y)),h(Z,Z))
) and f(g(z,z),0)

Our first task is to study what are the normalized forms of the AC-ground instances
of a restricted term. Since flattening and the reduction relation are canonical up to
commutativity, we can apply them using any strategy. Therefore given a term ¢ and a
substitution o, we compute a normal form of ¢ by computing the normal form N(¢)
of t, the normal form N(o) of o, and finally the normal form of the application of
N(o) to N(t). The result is one normal form of to and all others are equal modulo
commutativity.

Let t be such flat(t) =¢ f(...) with f € Fac, and that the normal form of ¢ is
equal (up to commutativity) to f(ny.ty,...,n.t;,my.2y,...,mp.z,). Let the normal
form of to be f(Ny.s1,...,Ny.5,) and let us see how it is constructed:

A (ground) s; comes from one or more t;o, i.e tjo ~ s; =¢ s;, and it comes
also from the z; ’s such that z;,0 ~ f(...,ki.s},...). Therefore we have Een; +
Y,eg,m;.k; instances s; where I; is a subset -possibly empty- of {1,...,/} and J; a
subset -possibly empty- of {1,...,p}. Moreover each t; gives one and only one instance
t,o corresponding to one s;, and each variable z; must contribute to at least one s;
(but it may contribute to several ones). These conditions can be formalized by stating
that the union of the sets I must be equal to {1,...,{} and that the union of the sets
J must contain {1,...,p}. This is summarized in the following proposition:

Proposition 10 Let t be a term, then the set of the normalized forms of its ground
AC-instances is defined by:

o ift = f(ty,...,t,) with f € Fyac then the set of terms f(s1,...,8,) where s;
is a normalized form of a ground AC-instances of t;.

o ift = f(...) with f € Fac and the normalized form of t is (up to commutativity)
f(ni.ty, ... nityymy.xy, ... ,mp.xy,) then the set of terms f(Ny.sy,..., Nyp.s,)
where N; = Ljerni + Xjes,m;.k; with k; some integer, s; belongs to the set
of normalized forms of AC-ground instances of t; for j € I; and z; for j € J;,
and the sets I; and J; satisfy the conditions that the set of the non-empty I; 's
is a partition of {1,...,l} and Uieqy,.n}Ji contains {1,...,p}.
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Example Let F = {0,s, f} with f an AC-symbol, and let ¢t = f(z, f(z,0)) then a
normalized form of ¢ is f(2.z,0), and the normalized ground instances of ¢ have the

form: f(2nqy.s(...),...,(2ni +1).0,...,2.n,.5(...)) <«

As previously, our solution to the restricted complement problem relies on the
fact that the set of ground AC-instances of a restricted term ¢ is accepted by a tree
automaton. The main difference with the previous solution is that we consider the
set of the normalized forms of ground AC-instances of t and that we use a conditional
tree automaton to recognize this set. This is stated in the next proposition:

Proposition 11 Let t be a restricted term, then the set of normalized ground AC-
instances of t is a language accepted by a conditional tree automaton which satisfies
the condition that equivalent terms reach the same states.

Proof. The proof is by induction on ¢’ a normalized form of ¢.

e ' is a constant or a variable. The construction is obvious.

o t' =¢ f(t1,...,t,) with f € Fyac. By induction hypothesis, for each ¢; there
exists a conditional tree automaton A; accepting the set of ground normalized
AC-instances of ;. A automaton accepting the set of ground normalized AC-
instances of ¢ is obtained by taking the union of these automata and adding a
new state gs of sort f and the rules f(g},...,q%) — gs where ¢% is a final state

of .A,'.

o t' =¢ f(nity,...,n.tyymy.2y,...,mp.ap) With f € Fac and t; ¢ X. By in-
duction hypothesis, the set of normalized forms of ground AC-instances of ¢; is
accepted by a conditional automaton, which satisfies the condition that equiv-
alent terms reach the same states. Therefore for each I C {1...1}, there is
a conditional automaton A; = (F,Q!,QFk, R") which accepts the normalized
forms of common instances of the ¢; 's for : € I. By convention A; for I the
emptyset denotes an automaton accepting the set of all normalized terms i.e
the normalized forms of the instances of a variable. Using the result on normal-
ized forms of AC-instances of a term stated before, we construct an automaton
A = (F,Q,Qr, R) which accepts the normalized forms of AC-instances of ¢ in
the following way:

— the states are the set of states of the A; together with new states q; j where
I'C{l...1} and J C {1l...p}, moreover these new states have sort f,

— the final state is q1..43,{1..p}»
— the rules are the sets of rules of the A; together with the new rules:

*x < N = 3k, >0:N= E;emi + Ejejkj.mj > f(Nq) — qr1J for all q
final state of A;.

* < N = 3k] >0:N= E,'GITL,' + Ejejkj.mj > f(N.q,qp’J/) — qrur',JuJ’
for all ¢ final state of Ay if INI' = §.
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By construction this (non-deterministic) automaton recognizes the set of normal-
ized ground AC-instances of t: if s is such an instance, then s = f(N;.sq,..., Ni.sk)
where N; = Yjem; + Zjeskj.m;, s; is a normalized form of a common AC-instance
of the ¢S for j € I, the set of the non-empty I; 's is a partition of {1.../} and the
union of the J; ’s is {1...p}. Therefore s = g(1_s,(1..p}(s) since s; = g1,5(si). Con-
versely, if a term s reaches the final state gy, 4} {1..p}, the definition of the rules imply
that this term has the form f(Ny.s1,..., Np.sp,) where the N; ’s and the s; 's fulfill
the requirements needed for s to be a normalized form of a ground AC-instance of ¢.
Moreover if two normalized terms of the form f(M;.uy,..., Mi.ux) are equal modulo
commutativity, they reach the same set of states q; ;. Therefore the automaton A
meets the requirements of the proposition and we are done.

a

Example Lett = f(2.z,0) where Fuc = {f} and Fysc = {0,s}. An automaton
recognizing the instances of z is:
Q@ = {q,9s}, @rF = {q,qs} where ¢q has sort # f and ¢; has sort f, with the rules:
0—gq
s(gorqs) —q
<N2>2>: f(Ng)—qs
< N2>1>:f(N.g,qorqs) — gy
and an automaton recognizing the instances of 0:
Q@ = QFr = {¢,} where ¢ has sort # f with the rule: 0 — ¢}
Since | and p are both equal to 1, we identify {1...1} to {0} and {1...p} to {z}.
The new states to add are: gp (s}, 9{0},0, 9{0}.{z} Where g{o},{z} is a final state and the
new rules are: < 3k >0, N = 2.k >: f(N.(q or q5)) — 90,{z}
<3k >0,N =1+2.k>: f(N.g3) = g0} ,{=}
<3dk>0:N=2k>: f(N(q or qf)aq{O},ﬂ) — q{o},{z}
<3k>0:N =2k>: f(N.(q or g5),9{0}.{z}) = %{0},{=}
<3k>0:N=2k>: f(N(qor qs),90,(z}) = 90,{)

<N =1>: f(N.gp, 0.4z}) = dohia)
The rule < N =1 >: f(N.g{) has been discarded since it never applies. <

The decidability of restricted AC-complement problems follows:

Theorem 5 The complement problem t £ac t1 A ... At #4¢c t, wheret and the t; s
are restricted, is decidable.

Proof. If there is a solution s of the complement problem, any normalized form
of this solution is not a normalized ground AC-instance of any of the t!s. Therefore
the problem amounts to deciding the emptiness of the intersection of the language
of normalized ground AC-instances of ¢ and of the complement of the union of the

normalized ground AC-instances of the ¢!s, which is decidable.
O

The same technique applies to inductive reducibility modulo AC:

Theorem 6 The inductive reducibility modulo AC of a restricted term t for a rewrit-
ing system R with restricted left-hand sides is decidable.
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Proof. In proposition 11 we gave the construction of a tree automaton recog-
nizing the set of normalized ground AC-instances of a term ¢. This construction can
be slightly modified to get a tree automaton which accepts the set of normalized
terms which contain a subterm which is a normalized ground AC-instance of ¢. The
construction of the automaton is modified in the following way:

e tisa constant, a variable or f(t,...,t,) with t € Fyac: proceed as in the proof
of proposition 11, and add the rules ¢(...,qgs,...) — gs for all ¢ € Fysc and
similar conditional rules with conditions < N > 1 > (gs is the succes set of the
automaton).

o t = f(ny.ty,...,nn.t,) with f € Fyc. We proceed as in the previous construction
but the conditions < Jk; > 0 : N = Eiem; + Ejeskj.m; > are replaced by
< EkJ > O,Ij >0: N = Yiermi + Ejej(lj + /cj.mj) >, and add the rules
g(-..,qs,...) — qs for all g € Fiyac and similar conditional rules with conditions
< N >1 > (gs is the success set of the automaton i.e has the form g4} (1.})-

Therefore, to decide the inductive reducibility of s modulo R is to decide the
inclusion of the language of the normalized AC-ground instances in the union for
i =1,...,n of the languages of normalized terms reducible by I;.

]

5.2 Allowing non-linearity on brothers under AC and non-
AC symbols

For simplicity, we have separated automata with equality tests under non-AC symbols
and conditional tree automata. These two classes of tree automata can be merged
into a unique class.

Definition 11 A (generalized) conditional tree automaton A is a quadruple

(F,Q, QFinal, R) where Q is a finite set of states, Qrinat C Q is a set of final states,
and R is a set of transition rules. Sorts are symbols of the form f or # f where
f € Fyc, and each state has one or several sorts but cannot have both sorts f and
# f. The transition rules are of the form:

e <> flq1,...,q2) = q if f € Fnac with arity(f) = n where ¢ € Form, and
Form,, is the smallest set of formulae containing the formulae #i =¢c #3, for
1 <4,5 < n (meaning that the i** son is equal to the j'* son) and closed under
V, A and negation.

o — <p(N)>: f(N.q1) — q5 where g1 has sort # f
— < @(N) >: f(N.q1,92) — g5
fo € FAC;

where N is an integer variable and ¢ a formula of Presburger’s arithmetic which
has a unique free variable N, q; has sort # f and q; has sort f.
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The transition relation is defined as expected, as well as other usual notions on tree
automata, and the class of languages accepted by such automata is closed under the
boolean operations. The proofs of closure under boolean operations and the decision
of emptiness are a straightforward combination of the proofs for each subclass.

In the same way the proof that the normalized form of ground AC-instances of a
terms where non-linear variables occur under the same symbol is done by combining
the previous proofs, and we get the general result:

Theorem 7 Lett and tis be some terms s.t that all the occurrences of a non-linear
variable of these terms occurs under the same function symbol in their flattened
forms (without any condition on this symbol), then the complement problem t #ac
t1...t #a4c t, is decidable. Moreover the inductive reducibility of t for a rewrite
system with left hand-sides t,,...t, is decidable.

Remark. The same approach works for the ACI (AC and the idempotency ax-
iom) where the normalization process contains the new rule f(...,z,...,z,...) —
f(...,z,...). Of course all conditions collapse to N = 1 in the resulting tree au-
tomata.

Conclusion

We have presented a new approach to complement problem modulo a theory by re-
ducing it to a simpler language problem: recognize the ground E-instances of a term
by a automaton which belongs to a class closed under union and complementation
and where the emptiness is decidable. Using bottom-up tree automata, we are able to
answer this question for linear terms in many theory including AC-like ones. More-
over we have presented a new class of tree automata, conditional tree automata, which
allow to solve a subcase of the non-linear case. This class is similar to the class of
automata presented at the same time by [NP93] dealing with feature trees (in fact
multisets). However, proofs are differents and conditional tree automata deal has less
restriction on the non-linear cases which are dealt with. A byproduct of our approach
is that we can also decide the inductive reducibility modulo AC of a term ¢ modulo a
rewrite system R when the non-linearity is restricted.
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