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Abstract: The purpose of this paper is to give a new statistical approach to
the change diagnosis (detection/isolation) problem. The change detection prob-
lem has received extensive research attention. On the contrary, change isolation
is mainly an unsolved problem. We consider a stochastic dynamical system
with abrupt changes and investigate the multihypothesis extension of Lorden’s
results. We introduce a joint criterion of optimality for the detection/isolation
problem and then design a change detection/isolation algorithm. We also inves-
tigate the statistical properties of this algorithm. We prove a lower bound for
the criterion in a class of sequential change detection/isolation algorithms. It is
shown that the proposed algorithm is asymptotically optimal in this class. The
theoretical results are applied to the case of additive changes in linear stochastic
models.
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Détection et isolation séquentielles optimales
de changements dans les systeme stochastiques

Résumé : L’objectif de cette article est la détection et isolation de changements

dans les systéeme stochastiques.
Mots-clé : détection et isolation séquentielle de rupture, optimalité asympto-
tique, model stochastique linear avec des changements additifs.
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I. Introduction

Statistical decision tools for detecting and isolating abrupt changes in the pro-
perties of stochastic signals and dynamical systems have numerous applications,
from on-line fault diagnosis in complex technical systems to edge detection in
images and detection of signals with unknown arrival time in geophysics, ra-
dar and sonar signal processing. For example, the early on-line fault diagnosis
(change detection and isolation) in industrial processes helps in preventing these
processes from more catastrophic failures. As another example, let us consider
the problem of targets detection and identification. Assume that there are seve-
ral types of targets. Each of them can appear at an unknown moment of time.
The problem is to detect the fact that a target has arrived and classify the type
of target as soon as possible.

The solution of the change diagnosis problem which is almost traditional now
consists of subdividing this problem into two stages: change (fault) detection
and change (fault) isolation, which are executed sequentially. As mentioned in
pioneer paper [24], the fault detection (or alarm task by A Willsky) consists
of “making a binary decision - either that something has gone wrong or that
everything is fine”. The fault isolation “is that of determining the source of the
fault”.

The change detection problem has received extensive research attention. Ma-
thematically the change detection problem can be formulated as that of the
quickest detection of abrupt changes in stochastic systems. Recent results and
references can be found in book [3]. The two main classes of quickest detection
problems are the Bayesian and the non-Bayesian approaches. The first optima-
lity results for the Bayesian approach were obtained in [18], [19]. More recent
results can be found in [16]. The first algorithm for the non-Bayesian approach
was suggested by E.S.Page in [15]. It was the cumulative sum algorithm (CU-
SUM). The asymptotic minimax (“worst case”) optimality of the CUSUM was
proved in [10], where G.Lorden has given a lower bound for the worst mean de-
lay for detection and has proven that the CUSUM algorithm reaches this lower
bound. Recently, nonasymptotic aspects of optimality for non-Bayesian algo-
rithms were investigated in [12], [17]. The asymptotic minimax optimality of
the CUSUM algorithm in the case of dependent random processes was obtained
in [2].

The change isolation problem has been investigated much less. Up to our
knowledge no proof of optimality in a mathematically precise sense exists. Mo-
reover, because the quickest detection criterion of optimality does not take into
account the isolation problem, the way to combine the detection and isolation
algorithms together is not obvious. Therefore the following problems remain
unsolved :

e What is a convenient criterion of optimality for the fault isolation pro-
blems?
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e How may we avoid contradictions between the criteria of the detection
and isolation stages? Typically a short mean detection delay is desirable,
but a longer decision delay can improve the result of the isolation stage.
We shall prove that this is not always necessary.

e What is a lower bound for the performance index in a class of detec-
tion/isolation algorithms?

e What is an optimal (or asymptotically optimal) algorithm which reaches
this lower bound?

The goal of this paper is to present a new statistical method for joint de-
tection and isolation of changes in the properties of stochastic systems, and to
prove the asymptotic optimality of this method. The criterion of optimality of
this “generalized change detection problem” consists in minimizing the worst
mean detection/isolation delay for a given mean time before a false alarm or a
false isolation.

The paper is the first attempt to solve this new problem. For this reason we
assume that the statistical models before and after changes are known ezactly.
This means that we assume the case of simple hypotheses. The case of composite
hypotheses will be discussed elsewhere. The paper is organized as follows.

First, we give the generalized change detection problem statement, the basic
model which is a finite parametric family of distributions, and the criteria of
optimality in section II. We also give an intuitive definition of the criteria and
discuss some features of the proposed criteria.

Next, we design the change detection/isolation algorithm for the basic mo-
del in section III. We also investigate the statistical properties of this algorithm.
The main results are stated in Theorem 1.

In section IV. we investigate a lower bound for the worst mean detec-
tion/isolation delay in a class of sequential change detection/isolation algo-
rithms. The main result is established in Theorem 2.

Finally, in section V. we introduce two types of linear stochastic models
with additive abrupt changes. The first type of stochastic models is a regression
model with redundancy. The second type is a stochastic dynamical model. In
these two cases we show how the new change detection/isolation problems can
be reduced to the basic problem and we discuss some new features which play
a key role in these new models. We also investigate the statistical properties of
the change detection/isolation algorithm. The results are given in Theorem 3
and Theorem 4.

II. Problem statement

In this section we give an intuitive formulation of the change detection/isolation
criteria and discuss some features of the proposed criteria. Next, we define the
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basic model which is a finite parametric family of distributions and give a formal
definition of the criteria.

A. Intuitive formulation of the change detection/isolation
problem

Let us assume that there exists a discrete time stochastic dynamical model
Fo(0), n = 1,2,... The vector § € R" is the parameter of interest. Let
F=A{F0) :6CQ Q= {iglﬁz} be a finite family (KX members) of this
model. Until the unknown time &k the vector 1s 8 = 6y and from k + 1 it becomes
6 = 0; for some I, I = 1,..., K — 1. Therefore F,(f) is the model with abrupt
changes :

F(0) if n<k

Tn(ﬁ):{f(gl) i n>kt1 ,for somel=1,...,K—1,and k=0,1,2,..., (1)

where F(fp) is the normal operation mode of the model F and F(6;) is the
mode with fault number [ > 1. We assume that the values of 6; are known a
priori. The change time k£ 4+ 1 and number ! are unknown.

Let (Y, )n>1 be a sequence of observations, which are coming from system
(1). The problem is to detect and isolate the change in 6. In other words we
have to determine the type of fault (number ) as soon as possible. The change
detection/isolation algorithm has to compute a pair (N, v) based on the obser-
vations Y1,Ys, ..., where N is the alarm time at which the v-type change is
detected/isolated and v, v = 1,..., K — 1, is the final decision. In other words,
at time N the hypothesis H, : {6 = 0, } is accepted.

The following three situations can occur :

e If the change is detected/isolated after time k (N > k is true), then the
delay for detection/isolation of I-type change is

T]IN—]{?.

e On the contrary, if the changes in @ are detected before time k or if the
final decision is false (v # 1), then these are false alarms or false isolations
which we charactterize in the following manner :

— False alarms. Let the observations (Yn)n21 come from the normal
mode system F(fp). Consider the following sequence of alarm times

No=0< Ny <Na<--- <N, <,

where N, is the alarm time of the detection/isolation algorithm which
is applied to Yn,_, 41, YN,_,+2, ... Define the first false alarm time
NY=7 of j-type in this sequence :

N'Z = inf{N, s =4}, 1<j<E -1,
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where inf{0} = oo as usual.

— False isolations. In order to avoid uncertainties in initial conditions
let us assume that & = 0. In other words we assume that the obser-
vations (Y, )n>1 come from the mode F(6;) with fault number > 1.
Define the first false isolation time N¥=7 of j-type in this sequence :

NV:j:igfi{Nr:Vr:j}’ 1§j;ﬁl§]{—1

It is intuitively obvious that the optimality criterion must favor fast detec-
tion/isolation with few false alarms and few false isolations. In other words the
delay m = N — k given that N > k should be stochastically small for each
I=1,...,K—1,and N*77 = inf,51{N, : v, = j} should be stochastically
large for each combinations of numbers j # [.

B. The basic model

We consider a finite family of distributions P = {P;, i = 0,..., K — 1} with
densities {p;, i =0,..., K — 1} with respect to a measure u. In the parametric
case, we assume that P = {Py, 0 € Q}, where Q = UZK:_ol 0;, Q@ CR" and we
denote the density function of this family by pe(X).

Let (X )n>1 be an independent random sequence observed sequentially and
X1, ..., X have distribution Py while Xp41, Xky2,... have distribution P, =
1,..., K —1:

Py if n<k

ﬁ(Xn)_{ Bt s ka1 k=012 (2)

The change time k 4+ 1 and number [ are unknown. We assume that for this
family of distributions the following inequality is true :

0<pij:/piln%du<oo, 0<i#j<K-—1, (3)
j

where p;; is the Kullback-Leibler information.

C. Formal definition of criteria

Let us pursue our discussion of the criteria of optimality. The change detec-
tion/isolation algorithm consists in computing a pair (N, v) based on the obser-
vations X1, Xs,.... Let PI£+1 be the distribution of observations X1, Xa,... (2)
when k£ = 0,1,2,... and E,Ic_l_1 be the expectation under Pli+1' Therefore, the
mean delay for the detection/isolation of I-type change is

71 = Ej (N —kIN >k, X1,..., Xy), (4)
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where E( | ) is the conditional expectation. It is obvious that, without knowing
a priori the distribution of the change time k+1, the mean decision delay defined
in (4) is a function of k£ and the past “trajectory” of the random sequence
X1,...Xg. In many practical cases, it is useful to have an algorithm which is
independent of the distribution of the change time k& 4+ 1 and of the sample
path of the observations X;,...X;. For this reason we use another minimaz
performance index, which has been introduced in [10]. Hence, the worst mean
detection/isolation delay is

7] :supesssupEL+1(N—k|N>k,X1,...,Xk). (5)
k>0

On the other hand the mean time before the first false alarm N”=7 of j-type is
defined by the following formula :

Eo(NV:‘j) = Eo <1§£{Nr LU= j}) 3

where Eo( ) = E' (). Analogously, the mean time before the first false isolation
NV=i of j-type is :

EI(NV:j) = El <12€{Nr LU= .7}) )

where Ei( ) = Ei( ).
Let us consider the following minimaz criterion. We require that the worst
mean detection/isolation delay :

T = sup esssup E,lc+1(N—k|N>k,X1,...,Xk) (6)
E>0,1<I<K—1

should be as small as possible for a given minimum 7' of the mean times before
a false alarm or a false isolation :

min min  E; (N”:j) >T. (M)

0<i<K—-11<jZ2i<K-1

Remark 1 Usually, in the classical change detection problem the mean time
before false alarm is equal to the mean time between false alarms. It follows
from the fact that the system inspection and repair times are not of interest of
as and thus are assumed to be zero. In other words we assume that the process of
observation is restarted immediately as at the beginning. In the problem discussed
we can assume that the T is equal to the minimum mean time between false
alarms under the same assumptions.

1Let us assume that y,y,r are the random values. We say that the y = esssupz if : 1)
P(z <y) =1;2)if P(z < ¢) = 1 then P(y < ¢) = 1, where P(A) is the probability of the

event A.
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Discussion. Let us explain criterion (6) - (7). Originally, this type of criterion
was introduced for the quickest change detection problem in [10]. For a given
change time k£ + 1, the conditional expectation

1= E (N — kN >k, X1, ..., Xp)

is a random value. For this reason we have to use the essential supremum
esssup 71(X1, ..., Xg) in order to reach the smallest A;(k) such that

Fz(Xl, .. .,Xk) < A](]{?)

almost surely under the probability measure p of the observations X, ..., X;.
After this we have to use the supremum sup;q1<j<x—1 Ai(k) in order to gua-
rantee the worst mean detection/isolation delay with respect to the unknown
change time and number [ of the hypothesis H;. On the other hand we constrain
the minimum value 7' of the mean time before a false alarm or a false isolation
in order to guarantee some acceptable level of false solutions.

III. The basic algorithm and its properties

This section is organized in the following manner. First, we design the joint
detection/isolation algorithm. Then we investigate the asymptotic statistical
properties of this algorithm using criterion (6) - (7).

A. The change detection/isolation algorithm.

Sequential hypotheses testing problem. Let us start with the Armitage
sequential probability ratio test (SPRT) for statistical multihypothesis testing
problem (see [1] or handbook [9, p.237]). Again we suppose that P = {P; : i =
0,...,K — 1} is a finite family of distributions.

Hence, we consider K simple hypotheses :

Hi : {L:(Xn)n21 = Pz’}; 1= 0, .. .,I( — 1.

We are observing sequentially an independent random sequence (X, ),>1 with
density p;, where p; is the density of an unknown member P; of the family P.
The multihypothesis SPRT is nothing but the following pair (M, d), where M is
the stopping time and d is the final decision which are defined in the following
manner :

M = min M, (8)
{=0,...,.K—-1
M, = mf{nz 1 :Ogj;r}lgl}(_l[sl (1, 7) — hij] ZO} (9)

d = arg min M,
{=0,...,.K—-1

1oy
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where .
nq ; po,(Xi)
Syl j) = In ———~
k ( ) ; p€j (Xz)
is the log likelihood ratio (LR) between hypotheses H; and H; and hy; are chosen
thresholds.
The interpretation of SPRT (8) is very simple : it stops the first time n at
which there exists some hypothesis H; for which each log likelihood ratio S (1, 7)

between H; and H; is greater than or equal to a chosen threshold hy;, 0 < j #
I<m-—1.

Design of the detection/isolation algorithm. The idea of the proposed
detection/isolation algorithm is based on a class of “extended stopping va-
riables” which was introduced in [10] originally. Because we are not interested
in the detection of hypothesis Hy we will assume that [ =1,...,m — 1.

Let us introduce the following stopping time

N =min{N*',... NK-1} (10)

and final decision ~ B
ﬁ:argmin{Nl,...,NK_l} (11)

of the detection/isolation algorithm. Hence, the stopping time Ntis responsible
for the detection of hypothesis #; . Define N' by the following formula :

N = ;I;flﬁl(k’) (12)

NI _ . > . . n . >
N'(k) mf{n >k ogjg}lgnK—lsk (L,j)>h

Discussion. Let us discuss the design of algorithm (10) - (12). It follows
from (12) that the algorithm is based on the concept that is very important in
detection theory, namely the log likelihood ratio

. S 0.9
sp(tg) =St 2D (13)
; p;(X3)
between hypotheses H; and ;. The key statistical properties of this ratio is as

follows :
EJ(SZ) < 0 and E[(SZ) > 0.

In other words, a change in statistical model (2) is reflected as a change in the
sign of the log LR mean.

If we have to detect a change in a distribution then the classical optimal
solution of this problem is the cumulative sum (CUSUM) algorithm [15]. The
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CUSUM algorithm is based on the comparison of the difference between the
value of the log LR and its current minimum value :

=S? — min Sf = sp, SY=0
In =017 (e Tt T A TR
with a given threshold. In other words the CUSUM stops at time N, if, for
some k < N., the observations Xy, ..., Xy, are significant for accepting the
hypothesis about change :

Nc:inf{nzlz max Sy zh}.

1<k<n
If we have to detect and isolate l-type change in the model then, generally
speaking, we may exploit the previous idea with some modifications. Now we
have the set Hg, H1, ..., Hg—1 of alternatives. For this reason N! stops if, for
some k < N’, the observations X3, ..., Xz are significant for accepting the
hypothesis H; with respect to this set of alternatives

N'=inf{n>1: i SP(Lj)>hy. 14
in { > 1 maxmine  Silba) 2 } (14)
On the other hand stopping time (14) can be interpreted as the generalized
likelihood ratio (GLR) algorithm [10], [11], [24]. The GLR algorithm for testing
between two composite hypotheses Hy = {0 € O} and H; = {6 € ©,} is based
on the following statistics

AP — SUPgeco, Pe(X

SUPgeo, P8 (X

r)
)

In our case the hypothesis H;y = H; is simple and the hypothesis Hy =
U0<j¢,<K_1 ‘H; is composite, but finite. Hence,

pi(X})
maxo<j£I<K-1 {Pj(X;?)}
XTL
min {pl( ) } = _min_ SE(i,j).
0<jISK-1  p(XE) ) ogj#I<K-1

InA} = In

In

Let us add a comment on the threshold issue. In algorithm (10) - (12) we use the
threshold h instead of hy; in SPRT (8). The main idea of this choise is the fact
that the level of false alarms (or false isolations) is a function of the thresholds
(see Lemma 1 for details). Therefore, to have the same level of false decisions
for the separate stopping times N' we choose the same level of the thresholds

hi; = h.
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B. Statistical properties

Now we investigate the statistical properties, namely the relation between the
worst mean detection/isolation delay 7* given in (6) and the mean time 7 before
a false alarm or a false isolation given in (7).

The main result is stated in the following theorem :

Theorem 1 Let (N, D) be detection/isolation algorithm (10) - (12). Then :

- InT _
7T < max Ej(N) ~ 2 s To oo (15)
1<IKK -1 p*

P = Pl -

min min
1<ISK—10<j2I<K—1
The proof uses the following three results.
Lemma 1 Let N7 be stopping variables (12) with respect to X1, Xa,...~ P

Then -
E(N)y>eh forl=0,.... K—1, 1<j#I<K-1. (16)

Proof of Lemma 1:

It is known from Lorden’s Theorem 2 [10] that the expectation of the stop-
ping variable N = inf»1 {n(k)}, where n(k) is the stopping time of the open-
ended SPRT which is activated at time k, satisfies the following inequality

Ei(N) >

Q|+

when Pi(n(1) < o0) < a. Hence, it will suffice to show that
Pi(N(1) < 00) < e

Let us consider the following stopping variables :

Ni(1)=inf{n>1: i S7(5,4) > h
(1) =1in {n_ Ogi;llgjnsnK_1 T(,1) > }

and let B denote the event {N7(1) < oo}, then

B =4,

i#]
where 4; = {N7i(1) < 0o} and
Nji(l) =inf{n >1:S57(j,7) > h}.

It is easy to show that
Pi(B) < Pi(4)).
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Hence, from the above formula and Wald’s inequality P;(4;) < e™" (see [22,
pp.40-44]) it results that

Pi(N(1) < 00) <e™h. (17)
The proof of Lemma 1 is complete.

Lemma 2 Let '
N7 be stopping variables (12) with respect to X1,..., Xp, Xpy1,... ~ P}
Then

+1°

— o h

7, < Ei[INT(1)] ~ — as h — oo. (18)
MINo<i#j <K -1 Pji

Proof of Lemma 2: The first part of the proof follows from Lorden’s
Theorem 2 [10]. Namely, note here that the event {N7 < k}, where :

N/ = inf N7 (k)
E>1

is the union of { N7(1) < k}, {N7(2) < k—1},...,{N7(k) < 1}. From this results
that the worst mean detection/isolation delay satisfies the following inequality
7 < B (N (1),

Let us define the following stopping variable M (h) :

M:inf{nz1:min<2y},...,zy{(_l) Zh},
i=1

i=1

where Y1,...,Y,, Vi =(y},..., yZ-K_l)T is a sequence of independent identically
distributed (i.i.d.) random vectors. Moreover, we assume that

0 <min(my,,...,mg_1), where m; = E(y’).
From Farrell’s Theorem 3 [7] we know the following properties of M :
1

min(my, ma. .., mg_1)

P(M <) =1; hlim h~'E(M(h)) =

In the case of stopping variable NJ we have m; = pji > 0. Therefore,

E (W9 (1)) ~ h

ming<;zj<k—1pji
The proof of Lemma 2 is complete.

Corollary 1 Let N be detection/isolation algorithm (10) - (12). Then

. h
7" < max Ej[N/(1)]~ — as h — co. (19)
1<K -1 p*
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Proof: Formula (19) follows at once from the definition of N (10) and for-
mula (18) (Lemma 2).

Proof of Theorem 1:

First, let us show that

Eo(N"=y>eh j=1,...,K—1.

Define the following two events: {N”zj < n}, where Nv=i = infrzl{ﬁr LUy =
7}, and {N7 < n}. Denote by ré the argument of the above minimum. It is
obvious that {N*=1 < n|r]} = {N7 < n} when r} = 1 and {N*=/ < n|r}} C
{Ni < n} when r} > 1. Therefore,

Po(ﬁyzj < n|ré) < PO(IW < n) when ré >1

and
PO(N”:j > nlr)) > Po(Nj >n) when 7 > 1.
Now, since
Eo(N"Z|r}) = Y  Po(N"Z > n|r]) > > Po(N/ > n) = Eo(NY)
n=0 n=0

we have from Lemma 1 that

Eo(Nj) > el
Finally, we get
Eo(N"=I) = By |Eo(N"=|r))| > €. (20)
Second, let us show that
Ey(N"=y>eh 1=1,..., K—1, 1<j#I1<K-1. (21)

The proof of this step of Theorem 1 is much the same as the previous step. It
will suffice to use P;( )(£;( )) instead of Po( )(Eo( )).

Relation (15) follows at once from (20), (21) and Corollary 1. The proof of
Theorem 1 is complete.

IV. Asymptotic theory

In this section we prove a lower bound for the worst mean detection /isolation de-
lay over the class K., of sequential change detection/isolation algorithms. First,
we give some technical results on sequential multihypothesis tests and then we
prove this asymptotic lower bound for 7*. Finally, we compare this new lower
bound with the lower bound for the worst mean delay of the classical change
detection (without isolation !) algorithms which have been mentioned before.
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Lemma 3 Let X1, Xs,... be a sequence of independent identically distributed
(i.i.d.) random variables. Let Mo, ..., Hg_1 be K > 2 hypotheses, where H; is
the hypothesis that X has density p; with respect to some probability measure
u, for i = 0,...,K — 1 and assume inequality (3) to be true. Let E;(N) be
the average sample number (ASN) in a sequential test which chooses one of
the K hypotheses subject to a K x K error matric A = ||as||, where a;; =
P;(accepting H;), i,j = 0,..., K — 1. Let us reparameterize matriz A in the
following form :

1—Efi;1a1 oy K1
71 1—211;1511—71 B1K-1
Y2 Ba1 B2, k-1
A= (22)
Yi Bi1 Bi k-1
TK-1 Br-11 1—2112251(—1,1—71(—1

Then a lower bound for E;(N) is given by the following formula :

Ei(N)Zl’IlaX{(l — %)lna;l —In2 max <(1 _ %)lnﬁj_il — IHQ)} (23)

bl . .
pio 1<j#ISK-1 Pij

fori=1,...,K —1, where y; = v; + Z,Iilll# Gir.

Proof:
Let us proof the first part of inequality (23). The following inequality appears
in Theorem 3.1 [20] as a generalized Wald lower bound for ASN :

K-1
a
Ei(N)pij Z Z a“hl—“ for ¢ = 1,...,[{— 1,
— aj1
1=0
where index j is arbitrary except for j # 7. Let us assume that j = 0 and

1 < i< K —1. In accordance with the notations (22), (23) and Lemma 6 [20]
we can write

K-1 K-1

=0 it —2u=1 W 1=1,1%i
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G2 ) I SN

1=1,1#i
a 1—
P)/Z +(1_’_)72)1n P)/Z’

—a; o

> 7iln

where ¥; = v; + E, 1 I¢Z Gi1. Finally, the following inequality follows from the
fact that 9; In(1 — ;) is nonnegative and the minimum value of 7; In¥; + (1 —
%) In(1 — ;) is equal to —In 2 :
(1—%)Ina;t —In2
pio
Let us proof the second part of inequality (23). Let 1 < i < K — 1 and
1<j#i< K —1. And again we can write by the same arguments :

EZ(N) >

for i=1,...,K —1. (24)

K-1 — S B —
1= z i Pi
Zazlln% = ')/Zhl_ Z 621_72 In ( ! ;é )
=0 aji i I=1,1%i Bji
ﬁij Bit
+ B 111 + Z BirIn —
El 1 l;m Bit =% =114 Pit
g L=
> Yiln———+(1—7)ln
1— 6]2 +( ) Bji
> (1—72')1116]»2» —1In2 (25)

Therefore, we have the following formula

(1-%)In 5]'_2-1 -
Pij

E;(N)> max {
1<jAi<K -1

In2
for i=1,..., K —1. (26)

Definition 1 Let K., be the class of all sequential detection/isolation algorithms
(N,v), where N is the extended stopping variable and v is the final decision,
that satisfy the following inequalities

. . ' . : — ) s .
05?51172—1 15j£1§nm_1EZ (1;11211{1{1\7, Vr J}) et (27)

Theorem 2 Consider class (27). Let us define the lower bound n(y) as the
infimum of the worst mean detection/isolation delay in the class K,

n(y) = ot ICV(T ).

Let inequality (3) be true. Then

1
n(y) ~ n_*'y as y — oo, (28)
p
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where

= min min  pyj.
1<IKK—10<j2I<KK -1

Proof:

The proof consists of two parts. The first part includes the derivation of the
asymptotic relation between the worst mean detection/isolation delay and the
mean time before false alarms. The second part includes the derivation of an
analogous result for false isolations.

Note that the scheme of our proof is as in Lorden’s Theorem 3 (see details
n [10]). The novelty is the extension of Lorden’s results to the case of K > 2

hypotheses.

The first part:
It is sufficient to show that for every ¢ € (0, 1) there exists Cy(e) < oo | =
1,..., K — 1 such that for all (N, v) € K, the following inequality is true

(1—e)lny+ Ci(e)

T >
P10

I=1,...,K—1. (29)

As in [10] let us introduce the following “additional” stopping variables :
TQIO<T1 <T2"',
where Tr41(r = 0,1,...) is defined by

Tr = Tl
+ 1351%&1?(—1 T+l
X X,
T = inf{"ZTr-l-l: pi(X1,41) - pi(Xn) Sez}
po(X1,41) - po(Xn)

Note here that P;(7T] < o) < € (see [22, pp.40-44]). Let us assume that
Xi,..,Xg ~ Py and Xg41, Xg42,... ~ P In other words P,i_l_l 1s the dis-
tribution of observations Xy, ..., Xg, Xg41, .. .. It follows from the same Wald’s

arguments that
P, (T} <oo|l,_i=k<N)< g

provided that
PO(Tr—l =k < N) > 0.

Moreover, it is obvious that

K-1

{T < oo} = (4T} < 0}

=1
For this reason the following inequality holds

P;c+1(TT < OolTr—l - k’ < N) S €1.
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We denote all subsets D, = {T,—1 = k < N}, for which Po(D,;) > 0 and,
hence, also P2+1(Drk) > 0. Let us define the following sequential test (N*, d*)
on the subset D,; by using the stopping variables TN and the final decision
v:

N* = min{N,T,} (30)
& = v if NZT,
o 0 if N>T,

In other words, at time N* one of the following hypotheses Ho<gr<x—1 is ac-
cepted :

Ho o Xit+1, Xkg2, .-, XN ~ Py no change
H1 v Xkg1, Xeg2, - - Xn» ~ Py 1-type of change
Hrg-1  Xkt1,Xkg2,...Xnx ~ Pg_1 K — 1-type of change

Let us consider the statistical properties of this sequential test. The condi-
tional expectation of the sample number of observations taken for the test is

B (N* = k|Dyg).
It results from the definition of the worst mean detection/isolation delay that

T, = supesssup E,IC_H(N— kIN >k, X1,..., Xg)
k>0

> supesssup E}_;(min{N,T,} — k|D,y)
E>0

> By (N* = k|Dpy)
On the subset D,; Lemma 3 holds with the probabilities

1—% = Pi(accepting H;) = P§c+1(N <T.Nv=ID)
a; = Pg(accepting H;) = Po(N <7, Nv=1Dyy)
So, we have the following lower bound for the ASN of test (30) on the subset
D,«k .
Ellc+1(N* — k| D)
P2+1(N <T.Nv=UD)|InPo(N <T,Nv=1Dt)| —In2
Pro

i

v

It is obvious that {7, = co|Dyx} C {N < T, Nv = 1| D,}. For this reason we
get
Pi(N < T, nv=1|Dy) > Py (T, = oo|Dyi)
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and
PL (N<T,nv=IDy)>1—¢.

Hence, we have

1-— InPo(N <T,Nv=IDy)|—1In2
7?2( )| InPo(N <T: Nv =1|Dr)| ~In2 (31)
pio
Let R = inf{r>1:N<T,} and Rl = inf{r>1:N<T,nv=I}. If
Po(R' > r) > 0 then Po(R' < 7+ 1|R' > r) is well defined and we get the
following formula

PO(RI = 7’)
Po(R > r) = .
(B 21 = g R < r T R S 1)
Therefore
o0 o0 1
N ! _ 1 _
Fol) = S Po( 2 1) = Y- | s ) P = 1)
r=1 r=1 -

Let us consider the following events {R' > r} C {R > r}. It follows from this
assumption that

PO(RIIT) Po(R=rnv=l)

Po(R 1R'>r)= > =Py(R N=IR>
0( <r+ | _T) PQ(RIZT‘)_ PO(RZT) 0( <r+ | _7‘)
for r = 1,2,.... Denote by @ the following minimum

Q= iI>1f1{P0(R< r+1lnv=IR>r)}.

Therefore

Eo(R) < Q" (32)
Under assumption that Po(R > r) > 0 the probability Po(R < r+ 1|R > r) is
well defined and

Po(Rr<r+1nv=IR >r)=Po(N <T,nv=IT_1 < N).
It can be shown [10] that Po(N < T, Nv =I{|T,_1 < N) is an average over k of
the probabilities Po(N < T, Nv = {|T,_1 = k < N) satisfying (31) :
Po(N<T, Nv=1Ts_1<N) = Eo[Po(N <T} Nv=1Tp_y =k < N)|T}_1 < N]
=Y Po(Tr_1=k)Po(N<T, nv=IT,_y=k<N)
k=0

Moreover, from Jensen inequality for convex functions it follows that for all
values 7 : Po(R > r) > 0 we get

1—e)|InPo(N <T,Nnv=IlT,_1 <N)|—1In2
P10 .

7>
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The substitution of inequality (32) in the previous formula results in

S (1 —€)In Eg(R') —In2
- Plo '

i

(33)

Since 71,75, . . .is a sequence of i.i.d. random variables and Ey(R') < co, Wald’s
identity holds and we have [22, pp.52-54; App. A.3]

Eo(Tr) = Eo(T1)Fo(RY).

Moreover, it is obvious that Eo(Tr ) > Eo(N?=') and finally, we get the follo-
wing lower bound :
> (1 —€)In Eg(N"=") — (1 — €)In Eo(Ty) — In2

T > l=1,...,K—1. (34)
P10

The proof of the first part of the theorem is complete.

The second part:
It will suffice to show that for all (N, v) € K, the following inequality is true

> Iny — C3(K)

7 (14 o(1)) as y — 00, (35)
p
where C3(K) = (K —2)e~! +1n2 and
p= min min  py;. (36)

IKIKK-11<j2I<K -1

Let us assume that X1, Xs,...~ P, I =1,..., K — 1. Now we do not need
to introduce the “artificial” additional stopping variable 7, and we consider the
following sequence of stopping variables :

No=0< N <Ny < - <N <1,

where N, is the stopping variable which is applied to Xn,__, +1, X~N,_,+2,.... Let
us define the sequential test (IV,, v) which chooses one of the K — 1 hypotheses
Hl, . 7HK—1-

Let us consider the statistical properties of this sequential test. From the
definition of the worst mean detection/isolation delay it results immediately
that

T/ = supesssup E,lc_l_l(N —kIN >k, X1, Xo,..)
£>0
> BU(N —0|Dyo) = B(N)
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In order to apply lower bound (23) for the ASN in this case, we have to assume
that in Lemma 3 4; = 0, [ = 1,..., K — 1. The convention which interprets
0 ln% as zero [20] leads to the following lower bound for the ASN :

(1—%)Ing;" —1n2} -

7 > E(N)> _ max {
1<G#ISK -1 Pij

forl=1,...,K —1, where y; = Zf:_llj¢zﬁlj and

Bj1 = Pj(accepting Hi, l#j)=P;(v, =1), jl=1,...,K—1.

Since vy, vy, ... are i.i.d. random variables we have immediately that :

E](Rj) = E;(inf{r >1l:v, = ]}) = BLI
J

Moreover, N, No, ... arei.i.d. too and Ej(R/) < co. Hence, Wald’s identity [22,
pp-52-54; App. A.3]

Ey(N"=) = <Ti£1fl{Nr|yr = j}) = E(N)E(R)

holds and we have
B 7T

= ————— . 38
ﬁl.] EI(NV:']) — ,.)/ — ,.)/ ( )
Inserting (38) in (37), we get the following inequality :
(1—(K-2)T)lnZ —In2
T, > max u : (39)
1<G#ISK -1 Pij

Note here that mingso(zInz) = e~!. Since inequality (39) holds for all values
l=1,...,K —1, we get finally

S Iny —In7* — (K —2)e™! —1n2
- p

(14 o(1)) 2 P )

and the proof of second part of the theorem is complete.
The “first order” lower bound (28) follows from (34), (40) and the fact that

as y — 0o (40)

o= min{ min_l(plo),p} )

1<I<KK
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Corollary 2 Detection/isolation algorithm (10) - (12) is asymptotically opti-
mal in the class K.

It is of interest to compare n(y) (28) with the infimum n°(y) of the worst
mean detection delay for a change detection algorithm. Let N° be the stop-
ping variable of a change detection algorithm. We suppose that the worst mean
detection delay is

T = sup esssup (N — k|N® >k, X1,..., X}).
E>0,1<I<K -1

c

Denote K7 the class of all stopping variables satisfying Eo(N°) > ~°.
Corollary 3 Let the following equality be true

: *
min ppg =
1§1§K—1p P

and (K — 1)y = v°. Then

To(y) ~T(y) as v — . (41)
Proof of Corollary 3: It follows immediately from Lorden’s Theorem 3

[10] that

Iny°

= inf ()~ —— ¢ .
ne(7y) N?é;cg(“) mimcen e BT

Hence, it is easy to see that formula (41) is true when mini<i<r—1p10 = p*.

Discussion. Let us discuss the following practical interpretations of the above
results:

o Irom Theorem 2 it follows that the Kullback-Leibler numbers p;; play a
key role in the statistical properties of the detection/isolation algorithms.
The minimum p* of the Kullback-Leibler “distance”? between the two
closest hypotheses H; and H;, 0 <1 # j < K — 1 define the worst mean
detection/isolation delay.

e Let us consider the two problems which have been mentioned in section I.

1. The first problem is a change detection task without any isolation of
the source of the change (alarm task by A . Willsky).

2. The second problem is the joint change detection/isolation task.

2Strictly speaking, pij is not a distance in precise sense. But in some cases, for instance, in
the case of a change in the mean of a Gaussian vector sequence this interpretation is precise
and useful.
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If we suppose that the delay for detection is the price to be paid, then the
following basic question arises: Is it necessary to pay more in the case of the
more complicated second problem ? If p (36), which is the Kullback-Leibler
“distance” between the closest alternatives H; and H;, is greater then or
equal to the minimum “distance” min; <;<x_1 pio between the alternatives
H; and the null-hypothesis Hg or, equivalently, mini<i<x—1 p1o = p* then
the answer will be “No”.

V. Additive changes in linear stochastic mo-
dels

In this section we introduce some linear (regression and dynamical) stochastic
models with additive changes. We also introduce, in brief, the key concepts
that are to be used for the corresponding detection/isolation problem : namely
redundancy and innovation (see [3, pp.249-252] for details). After this we show
how the new detection/isolation problem can be reduced to the basic problem
of section II. and we discuss some new features which play a key role in linear
stochastic models with additive changes.

A. Models

Basic model. We consider the following Gaussian family of distributions P =
{Py,,0; € Q@ C R"}, where Py, = N(0;,%), and ¥ > 0 is a known covariance
matrix. Let (Yn)n21 be an independent Gaussian random sequence observed
sequentially :

[ N(o.T) it n<k o
,C(Yn)_{ NOLE) i n>k+1 k=0,1,2,..., (42)
where 8y = 0 and 6; are known constants. The change time k + 1 and number [
are unknown. We assume that the following inequality is true :

0<pij=(0; —0;)'S"10; —0;) <o, 0<i#j<K-—1 (43)

Regression models. We consider the following regression model with addi-
tive changes :

where X, is the unknown state, V,, is a Gaussian white noise with covariance
matrix R = ¢2I,0% > 0, H is a full rank matrix of size r x s with r > s and
Yi(n, k+ 1) is the [-type change occurring at time k + 1, namely :

0 if n<k

Y, if n>k l=1,...,K — 1.

Yi(n, k+1) = {
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The characteristic feature of model (44) is the existence of redundancy (r —
s > 0) in the information contained in the observations.

Stochastic dynamical models. We consider the following linear stochastic
dynamical model with additive changes :

A(z"YYY, = BzYU, + C(z" Y[V + Yi(n, k + 1)], (45)

where U, is the known input vector, 271 is the backward shift operator, A(z71),
B(z71), C(z71) are polynomial matrices in the operator 271, V,, is a Gaussian
white noise with covariance matrix ¥ > 0. Assume as usual that the characte-
ristic equations

P q
det (API, - ZAP‘Z’AZ-) =0, det (Z AHCZ-) =0

i=1 i=0

have zeroes outside the unit circle.

B. Algorithms

In this subsection we design the change detection/isolation algorithms for the
above linear stochastic models. First, we design the algorithm for basic model
(42), which is a Gaussian case of model (2). Next, we show that the algorithm
for regression model (44) is based on the residuals of the least squares algo-
rithm. The statistical background of this problem is multihypothesis testing
with nuisance parameters and the minimax solution of this problem is the GLR
algorithm. On the other hand this algorithm can be reduced to the basic al-
gorithm. Finally, we show that the detection/isolation algorithm for dynamical
model (45) is based on the innovations of the whitening filter. The statistical
background of this algorithm is the transformation theorem [23, pp.53-59]. And
again this algorithm is a particular case of the basic algorithm.

Basic model. Model (42) is a particular case of basic model (2), which is
defined in section II. For this reason detection/isolation algorithm (10) - (12) is
valid for model (42) :

N = min{N? ... NE-1}

v = argmin{N' ... NE-1}

N' = inf N'(k 46
inf N'(k) (46)

NI _ . > . . n . >
N'(k) mf{n_k ogjg%lgnK—lsk (4,7 _h}
, - _ 1 -
Sp(lg) = Y (0—0;)"% 1(3@—9j)—§(91—9j)T2 Y0 - 6;)
i=k
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In the following subsections, we show how the other linear stochastic models
with additive changes can be reduced to model (42).

Regression models In this case we consider regression model (44). The cha-
racteristic feature of this detection/isolation problem with respect to the above
basic problem is the fact that the vector X is unknown. This type of statistical
problems is usually called hypotheses testing problems with nuisance parame-
ters. Some tutorial introduction to these problems can be found in [3, pp.141-
145; 270-273]. Because r > s and the matrix H has rank s, we can use the
redundancy to solve the detection/isolation problem.

Minimax algorithm. Let us define the following hypotheses testing pro-
blem :

Hi={Py(Y);0 = HX' 40, X'} and H; ={Po(Y); 0=HX  +7; X7},  (47)

where Y7, Y; are the informative parameters, and X', X7 are the nuisance para-
meters. We are interested in detecting a change from Y; to Y;, while considering
X as an unknown parameter of model (44), but since the expectation of the dis-
tribution Py is a function of this unknown parameter, the design of the test is
a nontrivial problem.

From Theorem 2 it results that lower bound (28) in the class K, is a mo-
notone decreasing function of the minimum value of the Kullback-Leibler infor-
mation p*. Therefore, the design of the minimaz algorithm consists of finding
a pair of the least favorable values X' and X7 for which the Kullback-Leibler
information p;; is minimum, and in computing the LR of the optimal algorithm
for these values.

The expectation # of the output Y of model (44) is

0, =E(Y)=HX +7; j=0,...,K —1,

where Yo = 0. Then the Kullback-Leibler information p;; is

L((7'1 —0;)" (0 — 0;).

pij = 252

Note here that p;; is a function of the difference z = X! — X7 Therefore, we
minimize py; (z) with respect to . The minimum is obtained for

e = (H I~ HT (v; — 1))

and is given by

(T~ T)TP(Y; - 1), (48)

(") = 5
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where P = I — H(HT H)~'H? is the projection matrix, rank P = r — s. Finally,
we have the following formula of LR (13) for hypotheses (47) under the least
favorable value * of the nuisance parameter

o "1 1
SHIEDY (N =) P(Yi = 1) = o5 (T = 1) P(T = X;). (49)
i=k
Note that this LR is independent of the unknown values X' and X7 . Therefore,
let us define the following minimax algorithm :

N = min{N,... N}
v = argmin{ﬁl,...,NK_l}
No= N (k) (50)
W’(k) = inf{nZk:OSj;I}iSnK_lsz(l,j)Zh}
SELD) = YD (T X P~ X)) - S (T - T PCR - )
i=k

Discussion. Let us add two comments about (49). First, it is easy to show
that the minimax approach is equivalent to the GLR, which is based on the
maximization of the likelihood function with respect to the unknown nuisance
parameters (see also [3, p.144]). In other words

n n

sup x: pr, (YilX}) 1
> In . = = Y (L =1)"P(Y; - 1y)
i=k  SUPxJ PT; (YilX7) i 7
1
202

Second, it is worth noting that (49) can be rewritten in the following manner

(Y1 —1)T P —1y).

N . 1 e aope =
Spli) =) —(T - Y (e = X5) - 557 (X1 = ) (T = 1;),
i=k
where Y; = 7Y, i'j = TTTj, e; = TTY;, T = (t1,...,t,_s) is a matrix of
size r X (r — s), and t1,...,%,_s are the eigenvectors of the projection matrix

P. Therefore, LR (49) is a function of the parity vector e; of the analytical
redundancy approach [8]. This parity vector e; is the transformation of the
measurements Y; into a set of r — s linearly independent variables by projection
onto the left null space of the matrix H.

The parity vector sequence (€, ),>1 can be modeled as

[ N(0,0%I_s) if n<k _ )
c(en)—{ N(TTYy(n— k), 0%L,_y) if n>k+1 k=0,1,2,.... (51)
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Consequently, to solve the detection/isolation problem in the case of regression
model (44), we have to transform the observations Y;, into the parity vector e,
and then solve corresponding basic problem (42).

Example 1 (Radionavigation system integrity monitoring.)

Navigation systems are standard equipment for planes, boats, rockets and other
mobile. On-line integrity monitoring (fault detection/isolation) is one of the
main problems in the design of modern navigation systems (see examples and
references in [6], [21], [13], [14], [3, pp.454-463]).

For instance, let us consider integrity monitoring of the global positioning
satellite set. Simplified measurement models of this type of radionavigation sys-
tems can be described by (44). The problem is to detect and isolate a satellite
clock fault which can be represented as the additional bias Y; in model (44).
Conventional global navigation sets require measurements from 4 satellites to
estimate three spatial orthogonal coordinates and a clock bias, or three orthogo-
nal velocities and a clock bias rate (X € R*). Because for 18-satellites global
navigation sets, five or more satellites (r > 5) are visible 99.3% of the time, it is
possible to provide integrity monitoring by using these redundant measurements
[21].

Let (Yu)n>1 be the output of model (44). Let us assume that Y; =
(0,...,0,8,0,...,0)T. Satellite number | clock fault is represented by bias &.

In this case the statistics Sév(l,j) are defined by the following formulas :

", supxt ps (Vi X)) "\ (&ieir 82pu
S2(1,0) lp— 22— Y S
(0 ZX; sup xo po(Yi|X?) ; < o2 202 )
" Sule pél Y |X ) - brei1 — big; s
SE(.)= 3 ooy (A
i=k  SUPx7 Ps; (YilX7) i=k a
3 67 pu + 28185 pij + 63 pj;
202 '

where ;1 1s the component of the LS residuals
&; = P}/z

and pi; is the element of the matriz P.

Stochastic dynamical models In this case we consider dynamical model
(45). It is obvious that the output Y, of this model is expressible as the sum
of the output of the deterministic part P(z~1)U, of model (45) and the noise
process with abrupt changes C(z71)[V,, + Yi(n, k + 1)]. Hence,

Y, = A(z"Y)Y, — B(z")U, = C(z™H) [V + Yi(n, k + 1)]. (52)
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Let us consider two Gausslan vectors 371" and X7 :
Y, =Cz DXy, Xp=Vu4+Ti(nk+1), n=1,2,..., X,c0=0.

It is easy to show that the transformation from the X-space to the }N/—space is a
diffeomorphism (one-to-one transformation). Note J its Jacobian matrix. From
transformation theorem (see [23, pp.53-59]) it results that

p(fﬁ,...,ffn) =|det J|p(X1, ..., Xn).

Therefore,

SP(L,j) =1n e, Ya) S ln p(Xi) (53)
pi(Ye, ... Ya) = pi(Xi)

From formula (53) it results that this detection/isolation problem is reduced to
the above basic problem.

C. Statistical properties of the algorithms

In this subsection, we investigate the statistical properties of the change detec-
tion/isolation algorithms. The goal of this subsection is to give some interpre-
tations of the general results of sections III. and IV.

Basic model. Since model (42) is a special case of basic model (2), Theorems
1 and 2 are valid in the case of algorithm (46). Note, that p* is given by

1
2

’ 0, — 0,750, — 0.)\ .
I<IKK-10<j#I<K -1 (61 = 6;) (6 J)}

= min min {
Linear stochastic models. From the above paragraphs it follows that the
change detection/isolation problems in the case of linear stochastic models (44)
- (45) are reduced to the basic detection/isolation problem. It is obvious that
Theorem 1 is valid for these models. Moreover, algorithm (46) is asymptotically
optimal in the sense of Theorem 2. In the case of stochastic dynamical model
(45), the proof of this fact is trivial, it is sufficient to remember that the trans-
formation from the X-space to the }N/—space is a diffeomorphism. In the case of
regression model (44), we have to define the meaning of optimality.

We consider the following family of distributions P = {Py, xi,1=0,..., K-
1}, where 6; are the informative parameters and X are the nuisance parameters.
Suppose there exists a class K, of all sequential detection/isolation algorithms
(N, v) over this family of distributions.

Definition 2 Let us define the minimax lower bound m(7y) as follows

a(y) ~ —— as v — 0,
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where
*

0<p®= min min inf py; < oo.

—  1<IKK-10<j#I<K—1 X! Xi

We say that the detection/isolation algorithm (N,7) is asymptotically minimax
if the following condition holds :

Theorem 3 Let us consider regression model (44). We assume that the follo-
wing inequality is true :

(T, =) P(Yi—Yj) <00, 0<i#j<K-—1 (54)

1
0<Pi=35,

Let (N,7) be detection/isolation algorithm (50). Then :

InT _

F(NJ) ~ o as T — oo, (55)
where
* = min min
L 1<I<K-1 097&19{-1&
Proof:

As we have mentioned above, LR (49) is a function of the parity vector e,
which is a Gaussian r — s-dimensional random variable. From (48) it follows

that
1

; . — —— (Y. _ Y1 N\T .
R ey = pig = 5500 = X)) (T =),

Finally, formula (55) follows at once from Theorem 1.

Corollary 4 Detection/isolation algorithm (50) is asymptotically minimaz.

Discussion. Let us add a remark about the problem of detectability and iso-
lability of changes in regression model (44). We emphasize that this problem is
nontrivial in the case of the regression model.

Suppose that the vectors T; € R”, j =0,..., K — 1 are arbitrary chosen
such that ||Y; — Yjll2 > e>0, 0<i# j < K —1, where || X[ = /D.i_, 7.
From matrix theory it results immediately that

inf  Y'PY=0,
T Y]|2>€>0
where T = Y; — Y;. For this reason inequality (54) is not valid for all arbitrary

vectors T; and Y;. Roughly speaking, it is impossible to detect and isolate all
arbitrary changes in model (44). The fact that the norm is strictly positive is not
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a sufficient condition in this case. Some of these changes will be indistinguishable
from the statistical point of view. In order to simplify the problem, let us assume
a priori the following: 1) all the vectors T; — Y; have £ < rank P = r — s nonzero
components only; ii) all the principal minors with order from 1 to £ of the matrix
P are strictly positive. Then the problem is much simpler. Namely, under these
constraints inequality (54) holds true for arbitrary vectors Y; and Y;. If these
constraints do not apply, then we should check a priori inequality (54).

Example 2 (Radionavigation system integrity monitoring - contd.)
Let us pursue our discussion of Example 1. Assume that only one satellite clock
can fail simultaneously. Discuss the following problem: How many visible satel-
lites are necessary to detect and isolate this fault? Because Yo = 0, it is easy
to see that the minimal number r of visible satellites for detecting this fault is
equal to five (redundancy =r — 4 = 1). But if we wish to isolate this fault, it is
necessary to have siz or more visible satellites (redundancy = r — 4 > 2)/!

D. Robustness of the algorithms

The goal of this paragraph is to investigate the robustness of the above change
detection/isolation algorithms with respect to design parameters. From a prac-
tical point of view, it is important to have a detection algorithm which is robust
with respect to the parameters of models (42) - (45). Let us consider the two
following aspects of this problem : the unknown dynamic profile 01(77, — k) of the
change magnitude, and the unknown covariance matrix ¥ of the observations
after the change time k + 1.

Let us consider change detection/isolation algorithm (46). From the above
paragraphs it follows that this algorithm is asymptotically optimal in the case
of Gaussian basic model (42). Suppose now, that observations Y41, Yiq2,...
are generated by another Gaussian distribution. In other words, the model is :

N(0y, ) if n<k

ﬁ(Y"):{ N@(n—k),3) it n>kt1 * F=0L2Z0 (56)

where g = 0. The profile Hl(n — k) and the covariance matrix 0 < Y < 0o are
unknown a priori. We assume that the following condition holds :

1 s s
lim — 0 =60;, I=1,..., K —1. 57
nggon;z(n) E oo K (57)
Let E,lc+1( ) denote the expectation under N(é;(n — k), E) and E;( )= Ei( ).

Let us define the following robust worst mean detection/isolation delay :

T = sup esssup E,Q+1(N—k|]§7>k,Y1,...,Yk)
k>0,1<I<K -1
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The goal of this subsection is to show that 7 is expressible by the same asymp-
totic formula as in the case of true model (42) (see formula (19) in Corollary

1).

Theorem 4 Let us consider model (56) - (57). We assume that the following
condition holds :

\ 1
. . . _ o NTy-—1 _aN_ = T y-1 _p.
0<p= min | ain {(0-0)757 0r-0p)- L0072 -0}

Let (N,D) be detection/isolation algorithm (46). Then :
— Ny h
7, < max Ej [Nj(l)] ~ — as h — occ. (58)
1<j<k-1 p

Proof of Theorem 4:
The first part of formula (58) follows from Lemma 2 and Corollary 1. It is
sufficient to show that

h
mino<j#I1<K -1 {(Gl_gj)Tz_l(él_aj)_ %(HI—QJ)TE”(@I—@]')}

B [N'(0)] ~

bl

as h — oo, to prove the second part of formula (58) :

N h
max FEj {Nj(l)] ~ — as h — oco. (59)
1<j<K-1 p
It results from Berk’s Theorem 3.1 (see [5]) that the mean delay for detection
satisfies ~
Blwa)
provided that
ing<; 1571, 4) wp.
mmosmsg L5 (hd) wat, o

0, +oc] (61)

and also, for some g € (0, g), the “large deviation” probability

o [ming<juck—15T(L,J) .
pn:Pl[ SIS i )<Q
n
satisfies the two following conditions
lim np, = 0 (62)

n—oo

dopn < (63)
n=1
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Let us show that (61) is true and g is defined by

| 1
_ : _ NTy—1 Y _ NTy—1 _ 7.
0=, min @07 0-0) - J0 -0 0 -0}

The left hand side of (61) can be rewritten as

. T L
fo= o, min RS (1,3)} = g min Az ) +dal i)}

where L[Z,(1,7)] = N(0, 2
dn(l,§) = (00— 0;)" 57" (%iél(”) —93') - %(91 —0;)" 2710 - 0;).

It results from the strong law of large numbers that z, (I, ) RESN Hence, the
continuity theorem [4, Ch.1, §5] and the fact that

lim d,(1,7) = (6 — 0;,)TS~ 20 — 6;) — =(6; — 6;)' 571 (6, — 0;)

1

lead to the following formula

w.p.1 . _'T—l‘_,_l _pN\Ty-1 — 0.

Let us estimate the “large deviation” probability p, and prove (62) - (63).
First, find the following upper bound for p, :

1 . i -
P,{— min  S7(L,J) < g}

Pn = n 0K AISK 1
= Pl m, 0+ <)
< hl . p— . . -3 . o~
. P’{os]'g}lsl}f—l [Z”(l’])+0§j£}§1}(—1d”(l’j)] < Q}

P, {Osjgglsr;(_l [z.(1,5)] < cosjg;lsnK_ld(l,J) - ogjg}lgn;(_ld"(l”)} ,
where ¢ € (0,1).

It is obvious that for all ¢ € (0, 1) there exists N(c) such that for alln > N(¢)
the following inequality holds

C(N)=(c—1) Ogjg%lsnK_ld(l,j) + Osj;r}lgnK_ld(l,j)—osjg}g}{_l dn(l,_])‘ <.
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Hence, we have for all n > N(c¢)

posi{ _min  Eil<cnb=1-p{min 00120}

Let us consider the Gaussian random vector Z, € R¥~1 such that
Zn = (VnZ,(1,0), ..., V/nZ, (I, K = )T, £(Z,) = N(0,Z2).

It is known that the family X ~ N (0, I) remains invariant® under the transfor-
mation ¢X = RX, where ¥; = RRT. Therefore,

@0 1(A) = 50,1(94),

where
9(0,I) = (RO,X,)
A = {X:XTx <\
gA = {7:7"%,'Z7 <N}, Z=RX
CI)QVE(A) = /QOQVE(X)CIX
A
pon(X) = (27)_%(det2)_%exp{—%()(—H)TE_l(X—H)}.

Define the following ellipsoid
7ty 7 = 2%

where A2 = C?(N)min; o;

22

Egl. It is easy to see that

! and O'Z»_Z»l are the diagonal elements of the matrix

pn<1-P; {Osjg}g}(_l [Za(1, )] > C(N)} <1=®g 135, (9A4) =1-g ,,-17(A)

and, finally,

Pn < 1= @y ,-17(A) <P, =1 —{1—26(=Av/n) 1,

A

where X = TR > 0. From this and the asymptotic formula

1 22 1 3 S| z?
ez | l—-=4+—4+...], x:/ ——ex <——)d1‘
/27 ( 72 x4 ) ¢( ) . /—27‘_ P 9

3 A parametric family of distributions P = {Ps} remains invariant under a group of trans-

formation G if Vg € G and V@, 364 such that: Pe(Y € A) = Py (Y € gA), where 65 = g6.

b(-2) ~
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we deduce that

lim np, = 0.
n—oo

Moreover, straightforward computations show that
(0]
> P, <0,
n=1

and the proof of (62) - (63) is complete.
Thus we have proved that (61) - (63) hold true. From this we then have (60)
and, finally, we get (59). The proof of Theorem 4 is complete.

Corollary 5 Let us assume that b = O, 1=1,..., K —1. Then
7'(h) ~Tr(h) as h — oco.

VI. Discussion

A new statistical approach to the change diagnosis problem is proposed. This
approach consists of the joint detection and isolation of abrupt changes in a
stochastic system.

Our main results are the following :

1. We introduced a minimax criterion of optimality (6) - (7) for this detec-
tion/isolation problem.

2. A new statistical change detection/isolation algorithm has been designed.
This algorithm is expressible by equations (10) - (12).

3. We investigated the statistical properties of this algorithm. The result
is stated in Theorem 1. We proved a lower bound for the worst mean
detection/isolation delay in a certain class of sequential change detec-
tion/isolation algorithms. This result is given by Theorem 2. From Theo-
rems 1 and 2 it follows that the proposed algorithm is asymptotically
optimal in this class.

4. As we demonstrated in the previous sections the general results can be
applied to some classical linear stochastic models with additive abrupt
changes. The nontrivial problem of detectability and isolability, which
arises in the case of regression model with redundancy (44), has been
adressed.

It has been proved that the detection/isolation algorithm is robust with
respect to the parameters of linear stochastic models with additive
changes. Particularly, the algorithm is robust with respect to the unk-
nown dynamic profile of the change magnitude if this profile converges to
a known constant.

ot
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Let us add a concluding remark. It is obvious that the proposed scheme (10) -
(12) is not a resursive algorithm. Hence, the problem of interest is to find another
appropriate recursive computational scheme in order to reduce the amount of
numerical operations, which should be performed for every new observation,
without losing optimality.
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