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Optimisation Multi-niveau :
Application a 'optimisation de formes
par une méthode “One-Shot”

Résumé : Nous considérons la méthode de gradient appliquée au controle
optimal d’un systeme pour lequel chaque simulation est cotiteuse. Au lieu
de résoudre completement 1’écoulement comme une équation d’état dans un
probleme d’optimisation de forme, nous effectuons une résolution simultanée
(“méthode one-shot”) des équations d’état et d’état-adjoint et de la condition
d’optimalité. La méthode est testée sur un probleme d’optimisation de forme
d’une tuyere plongée dans un écoulement 2D régi par les équations d’Euler .
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Introduction

The research of an optimal shape in aerodynamics is a problem which
has been attracting for a long time physicists and mathematicians. The
development of computers and the progress achieved in numerical calculation
have brought a new interest for these problems and have allowed to obtain
numerical experiments for models more and more complex; development of
methods allowing this sort of calculation is the subject of Optimum Design
in aerodynamics.

Many experiments have been performed with models with increasing com-
plexity, up to full potential flows (see [8] and [L1]). The main difficulty is
related to the already large cost of one flow calculation. Moreover, this cost
must be multiplied by the points of design (several Mach regimes,. ..) and the
number of cost evaluations performed for optimization. Conversely, choosing
a simpler model is a delicate task if we want to be sure that the apparent
improvement of the shape is not invalidated by the coarseness of the model.

In many simplified cases, the optimization is reduced to an inverse prob-
lem, that can, ideally, be just as costly as a single simulation; however, in
the most general cases, it seems necessary to organize the optimization as
a succession of simulations with increasingly better parameters deduced by
an optimization software kernel. In that general case, the simulation code is
considered as a black box. The most reluctant consequence is that finding
N optimal parameters will be paid at least by N simulations.

For aerodynamics, 2D full potential flows begin to be used in [1], [7], [11],
[13]; often less than 10 parameters are used.

If we examine more accurately the CPU cost of such an optimization,
we note that a cost which is a linear function of the number N of unknown
shape parameters, is an ideal situation that generally is not attained. By
contrary, the problem stiffness increases with the number N and is paid by
a N® complexity (a > 1).

In this paper, we consider the optimal design of a nozzle occupied by a
2-D subsonic Euler flow, as in [4] and [5]. Defining the optimal shape of an
object as the minimum of a “cost” functional, we try to approach it as close
as possible by using gradient methods. In [2], [4], [5], the State Equation
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and the Optimality Condition have been exhibited. Now, we introduce a
new point of view: instead of solving completely each complex linear system
which demands a lot of calculations of the cost functional (that are in fact
not really necessary), we solve simultaneously the linear systems (this is
called a one-shot method, after [14]). In [14] and [15] this method has already
been introduced by Sh. Ta’asan who presents efficient results.

After having introduced Euler equations in the first section, the contin-
uous and discrete problems in section 2, we present in sections 3 and 4 the
one-shot method and its performances.

1 Euler Equations

The general form of the steady Euler system is :

FW), +GW), =0 (1)
It can also be written as :
AW)YW, + BIW)W, =0 (2)
where : IF G
AW) = oz(W) et B(W) = —2(W)

The components of W, which is a vector field defined in C*(IR?*, IR*), are the

following conservative variables:
W = (p, pu, pv, E)
and F(W) and G(W) are the flow functions :

pu pv
2
. pu -+ P . puv
USRS USRS I
(E+ P)u (E+ P)v

The pressure of the Euler flow is :

POW) = (2 - 1)(B = 5 p (2 +0?)

where p is the density, u and v are the horizontal and vertical velocity com-
ponents and F is the total energy per volume unit.
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2 The optimization problem

2.1 Boundary conditions and variational formulation

A slip condition is imposed on the lower and upper sides : U.i =0. At
the entry and the exit, are imposed Dirichlet conditions.
Let T'yq be a set of parametrization included in C*([0, 2I1], IR?); at any ~
in I',4, corresponds a regular subdomain ), of IR?, whose boundary is also
denoted by v (see Figure 1).

Variational formulation of the Euler Equations (1) is :

0
Pn,
[ | FectGoydady+ [ | L7 | wdo=0 Ve € D(R,) (3)
€y Y Pny
0
& (W), 9)=0 Vo € DO, (1
where (., . ) represents the duality between D'(Q,) and D(Q,) ,

W(W) , the Euler flow, belongs to ) D'(€2,) and ¢ is a test function.

Figure 1: Continuous problem subdomain

2.2 Continuous problem

By considering the following functional :

J T, xCYR*R) — R
(v, W) — J(v,W(y))
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where W is the state, solution of (4) :

W T — CHRIRY)
1 W)

and

T W) = [ (POW() =~ P*do
with P? the desired pressure.
Finally, the “cost” functional is defined as :

j:Fad — R
7 — (7)) =J(, W(v))

The problem is to minimize j :
we are looking for the control variable v, € I';4 such that :

(%) = minj(7)

Gradient of the cost functional j :

Let 6+ be an element of I',;. Then, the Fréchet-derivative of j is :

dj 67 8] dW

YNy = (. W6 2 (v W), ()6
dv(v)v 57(% Joy + < 5W(% ), d7(7)7>

where < , > represents the duality between (C?(IR?, IR*))" and C?(IR?, IR*).
Using the differentiation of W(vy, W(y)), we get :

dj 5.7 8. 50 L 60

by = — Sy — < — o= §
dv(v) ¥ 57(%W) 7 — < 5W(%W),(5W(%W)) 5 (v, W)éy >
or :
dj 6 50 6 5W
v 5 - - 5 _ o —1yx ~Y o= 5
dv(v) ot 57(%W) 7 - < ((5W(%W)) ) 5W(%W), 5 (v, W)dy >

where the star holds for the adjoint operator. So in conclusion :

dj oJ o
Ty = W)ey — < L

)
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II is the adjoint state solution of :

(S W)L = 2 (5, W) (6
In the Optimization Problem, we have to solve :
U(y,W(y)) = 0
(O WENTIE) = (3, W(7)
i) = %(%W(v)) — < H(y), %(%WW)) >

(7)
Moreover, the first equation of (7) has to be solved again in order to
find the optimal step-length p of the gradient method at each optimization

iteration a:
o

7o =4 — pj'(v*)

2.3 Discrete problem

We consider the nozzle represented on Figure 2:

Y, %

0 |
-2 -1 0 1 2 3 4

Figure 2: sketch of the computational domain

The part to optimize is for x in [0, 2]. The height, y(z), is a variable curve.
We have a triangular mesh where the abscisseare fixed and the ordinates
change only for z in [0,2]. We then use a “concertina” mesh (Figure 3).

We use a triangular upwind finite volume formulation, for each vertex 2
we have :

Uguer (W) = Z (I)(I/Viijjh/éo n do) 4+ boundary conditions

J€x(7)
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Figure 3: Concertina mesh with 423 nodes.

k(1) is the set of neighboring nodes of ¢, 6C;; is the intersection between
cell’s boundary of ¢ and j, 72 is the outward normal vector on 6C;, W is the
Van Leer flux function differentiable. Therefore, to solve the discrete system
for the Euler steady equations, we use an implicit linearized time advancing
iteration :

(o + W WeW = () ()

where W'(W") is computed without approximation (we recall that when At
is made arbitrarily large, this iteration approaches Newton’s method).

The parameters of the optimization (or control parameters) are the
ordinates of the nodes being on the part of the boundary to optimize : v =
(Y15« Vis---y7). Let look at the sets on which j and J are defined.

J: R — R
v — ()

J: R x R*™ — IR
(v, W) +— J(7,W)

where [ is the number of control parameters and m is the number of nodes
of the mesh (we note that [ < 4m , [ is near \/m).

3 One-Shot Method

In [2],[5],[6], is applied an optimization method which completely solves
the linear systems (4) and (6). W(y) is solution of (4), the state equation
and II(v) is solution of (6), the adjoint-state equation. Both depend on 7.
So, ¥ = (71, ...,71) is the only unknown of the optimization problem (7).
Meanwhile, although there is only one unknown, the optimization problem is
very costly to solve, because of the solution of the two linear systems at each
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step : by solving (4), we have to make many time-iterations (about seventy)
in which we make sweeps Jacobi (sometimes a hundred). By solving (6), we
still make a lot of sweeps Jacobi.

So, instead of solving completely each linear system, we solve simultane-
ously (7) (see a first approach in [12]). That means that W(y) becomes W,
which is no more the solution of the state equation and II(v) becomes II,
which is no more the solution of the adjoint-state equation. Then, after each
iteration optimization, j/(’y) which was the actual gradient in the complete
solution of the systems, is now a number, that will only be the gradient at
convergence. We have now three unknowns : W, Il and . We call this
method the “one-shot” method, using so the denomination introduced by
Ta’asan in [14].

In each step, we apply now one time-iteration for the flow W, in which we
only make three sweeps Jacobi and to compute the adjoint-state equation for
IT , we make three sweeps Jacobi too !

3.1 Comparison between complete and one-shot so-
lution methods

When the state equation for W(W(y),~v) and the adjoint-state for II(~)
were solved completely, a descent method was applied because the actual
gradient was calculated. Now, in the new approach, there is no more a
descent method. So, it is no more an optimization problem because the cost
functional may increase at some “optimization” iteration.

Complete solution method :

One solves :

min j(7)
This means that we minimize j with respect to v = (71...v) (I shape-
unknowns), with the constraint on the state equation : W(y,W(y)) = 0

The algorithm is :

[}

7o =4 — pj'(v*) (9)



Multilevel Optimization : Application to One-Shot S. O. D. 9

Lemma : With n unknowns, we have to minimize j at least n times.

However, before applying (9), we have to minimize j, which requires to com-
pute the flow ¥, with M unknowns for W (M = 4 x mesh nodes ,l < M).
We then have a complexity of O(l x M). So, if we double the mesh nodes,
the complexity is of order of O(21 x M).

One-shot method :

The objective is to solve :

j (W) =0

in RHM+M "Which means that we “minimize” j with respect to vy = (71...7),
W (with M unknowns) and II (with M unknowns too).
There is a much larger number of unknowns because the 3 equations (state,
adjoint-state and optimality condition) are assembled :

state (v, W)
adjoint-state (v, W, II) =0
optimality condition (v, W,1I)

Then, result of the previous Lemma can not be applied. The complexity
becomes O(l + M + M). If the mesh nodes are doubled, the complexity is

not really larger. A mesh-independent convergence is then expected.

3.2 One-shot method

We solve a linear system of three equations

U(y,W)=0 (state)
ov ; 6J .
(W(% W)l = W(’y, W) (adjoint-state) (10)
, o o
J ()= 6_J(’77 W) - < 1, 6—(’7, W) > (optimality condition)
7 g

with 3 unknowns W II and ~.

We then evaluate control parameter with :

7o =4 — pj'(v*)
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A sketch of the algorithm is presented in Figure 4.
Let explain more precisely what we really do to solve this system. We simplify
(10) in:
E(v,W) = 0 state
A(v, IIW) = 0 adjoint-state (11)

G(v,II,W) = 0 optimality condition

So we define 2 as :

E(y, W)
Q= A(y,II,W)

G(~, I, W)
and
9E , 0F
ow v
o | o4 one o
ow oW Oy
oG  0G  0G
oW 9l Oy

which is the Jacobian matrix of Q. Its dimension is (M + M + 1) (M

parameters for W and I and [ parameters for 7).

So, we want to solve :

wo\ ot W\ ° E(y,W)®
(H) _ (H) - (Aw,n,w) 1)
v v G(v, 1L, W)*

where B isnear Q', but it is a diagonal matrix, and then B~'y is not expensive
to compute.

By looking at Q', and more particularly at its two first lines, W (with 5
and II fixed) can be relaxed by a preconditioner B with zeros on the second
and third columns. II (with W and v fixed) can also be relaxed by the
same preconditioner B with zeros on the first and third columns. Then, the
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|Initialization (t=0 Yo, n=0)|

e 1 time iteration
3 sweeps Jacobi
to solve W(W, y)=0

® Computation of :
ov, W

3y W

2
Computation of JW.y)=| (P-P4) dy

New concertinal
mesh

e Computation of : 8J & J
oY w
® 3 sweeps Ja*cobi to solve :
(ﬁ) n=- o
aw W
e Computation of :
i’ = 6J - <|_| 16_LIJ>
INCD) & 3V

Multi-level method :
Computation of PP*j’(y)

a

+1 * .
Y =y - PPy
a=a +1

?

no

a+l
Test:|Y ~VYdesred

yes

e

Uncomplete resolution

of steady Euler

equations with an unsteady
implicit time stepping

Cost functional

Approximate adjoint-state

Approximate gradient
Real gradient at convergence

New shape

Figure 4: One-shot method.
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partial derivatives % and %* become diagonal matrices. % and %* are
M-matrices.
Q' becomes :
oF 0 0
ow
) JoE ™
0 = 0 — 0
ow
o006 oG
ow Ol 0On
As regards the last line of the matrix, we know nothing about the terms %

and %. Maybe we can omit them, maybe not. We then have omit them and

put the Identity matrix instead of %.
So, to solve the last unknown =, the algorithm 1is :

=" = p Gy, W II)° (13)
and then, we obtain a diagonal matrix :
ok
— 0 0
ow
“ w' ' = aE* =
New"Q o 2E B
ow
0 0 Id

Meanwhile, this method to solve (12) is not a Jacobi method because the
step p is not fixed from a level to another.

Research of an optimal constant step-length p :

The step p is constant on a given level. As we want to work with the most
efficient one, some tests have been done before finding it. An efficient step is
the bigger one that allows a convergence. For smaller steps, there is a slower
convergence. Figure 5 presents the research of the step p for a complete so-
lution with 7 parameters (we conclude that p = 0.001 is the optimal step).
The same approach has been used for the simultaneous solution. We have
conclude that p = 6,5.10™* was the optimal step for a level with 7 parame-
ters; then for finer levels, we apply a length-step near twice smaller and for



Multilevel Optimization : Application to One-Shot S. O. D. 13

coarser levels, we apply a length-step near twice bigger. The research of p is
then not automated.

step = 0.002 —
step = 0.0015 —--
step = 0.001 ---
step = 0.0009 ---

Log (cost functional)

. . . . . .
0 1000 2000 3000 4000 5000 6000
Time CPU on Convex 210 (seconds)

Figure 5: Research of the most efficient step. (7 parameters).

4 Numerical Results

Results are obtained on a mesh with 423 nodes and the multi-level parametri-
zation cited in [3], [6] is applied. Calculations have been executed on a Convex
210.

The next paragraph exposes briefly multi-level method.

4.1 Multi-level method

The motivation was the fact of using all the parameters (the finest level)
was too expensive and too slow. So, we have solved our problem alternately
on the different levels (from coarsest to finest) because the problem was the
same on each level and the fact of being on coarse levels implied a faster
convergence.

e Parametrization in optimization
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The optimization problem is :

Find 4 such that j(7) = Iwré%l.](’y) (14)
J is the cost functional (real valued functional) defined on an Hilbert
E (fine level: N parameters, N components).
Let consider the problem of introducing a parametrization in an opti-
mization process.
Let F' be a second Hilbert space and P a linear continuous mapping
from F to E (F is assimilated to the coarse level, n parameters, n
components, n < N).
We have then the following iterative algorithm :

v, given
e 15
{ V=" = pPPTA () (15)

This is a minimization in the subspace P(F') (n parameters, N com-

ponents) of £.

A is the canonic isomorphism between E' and E. Aj'(v) = grad j()

is the gradient of j in £ and P*grad j(v) corresponds to the gradient

in F.

Algorithm (15) is equivalent to apply the gradient method in F' :
Find v such that jo P(v) = ml}lj o P(v) (16)

vE
Conclusion :
To minimize joP on F (coarse level) with a gradient method

is equivalent to minimize j on P(F') with a descent direction
(PP*grad j).

On the finest level the algorithm is :
Yt =y —pi' () (PP =1d)
but on coarser levels it becomes :
Yt = 4 = pPPAj ()

PP*is a N x N matrix but its rank is n.
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e Multi-level parametrization and interpolation

The number of parameters describes the coarseness of the parametri-
zation or level. Coarser and finer levels will be applied alternately like
in a multigrid process. P is an interpolation polynomial, see in [3].
Let f € F. (Pf); is directly defined from values f;,,..., fi, of f on
existing coarse nodes : (P f); = linear combination of f; ,..., fi,. (Pf)
is defined from an implicit equation :

Yo A(Pfle= > ki

kE fine {Ecoarse

In Figure 6, the symbol “e” represents the values of f; of the first
parametrization, while the symbol “*”, the interpolated values (Pf); ;
then, starting from the new set of points, we calculate by the same in-
terpolation rule, an other set of points (symbolized in Figure 6 by “+7),
and we repeat this procedure until all points are generated. This pro-
cess yields smooth discrete curves (see [9], [10]) according to subdivide
interpolation theory.

e Multi-level optimization strategy

The basic idea is to calculate a descent direction with alternately dif-
ferent levels of parametrization. A V-cycle strategy is considered; it
consists in the following phases :

we start on the coarsest level and we make an optimization iteration
on all next finer levels. When we are on the finest level, we start again;
we make an optimization iteration on all next coarser levels. We have
done a V-cycle. The strategy is plotted on Figure 7 for 3 levels.
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o leved 1 (coarse)

o+ levd 2
o+ levdd 3
ex+ A levd 4
5 (fing)

Figure 6: Sketch of the parametrization.

1
2
3

o+l a a

finelevel (1): Y =Y — @ j'(y)
mediumlevel  (2): v*'= v~ P RR] (v°)
a+l a

j
coarselevdl  (3): y =y -p RRPRPJ (V)

*

P2:2_>1 '32:192
P, 1 3—=2 P: 2— 3

Figure 7: V-cycle strategy for 3 levels.
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4.2 Numerical results

At first, we have calculated sweeps Jacobi needed to obtain a flow (or a
cost functional). The implicit linearized time advancing iteration (8) has
been solved with a remainder ||¥|| = 107%: 300 sweeps Jacobi were needed
for one cost functional evaluation. So, one output will be to compare the
number of sweeps Jacobi in complete solution and in one-shot method.

It is true that in the one-shot method we do not calculate the cost func-
tional at each “optimization” iteration, but we use sweeps Jacobi. So, we
can have an estimation about the number of cost functionals calculated in
such a method. In Figures (8), (9), (10), and (13) we have in abscissathe
cost functionals evaluation which is in fact sweeps Jacobi divided by 300.

Note that the evaluation of a cost functional demands 50 “optimiza-
tion” iterations and 115 seconds CPU (on a CONVEX 210), for the one-shot
method.

In Figure 8, we have considered 15 and 7 control parameters, and we have
analysed the cost functional convergence first with the complete solution
and after with simultaneous solution (for 1 optimization iteration : 1 time-
iteration and 3 sweeps jacobi for the state equation and 3 sweeps jacobi for
the adjoint-state equation). For 15 parameters, we have taken for the optimal
step, p = 9.107* for the complete solution and p = 3.10™* for the one-shot
method. For 7 parameters, we have taken for the optimal step, p = 6,5.10~*
for the one-shot method and p = 1072 for the complete solution (as there is
a little number of parameters, cost functional decreases less lower).

As regards 7 parameters, we have converged to 107 with a gain of 54.5
for the cost functionals evaluation and 13.5 for time CPU. With 15 control
parameters, we have an estimation of the number of cost functionals: for
complete solution, at convergence, more than 1200 are computed for a time
CPU larger than 40000 seconds ! With one-shot method we obtain a gain
of about 35 for cost functioanl and 10 for time CPU. We then note that
one-shot is efficient.

By using one-shot combined with multi-level parametrization, we
have alternated first with 7 and 15 parameters and after, with 3,7 and 15
parameters, and have compared with one-shot on the 15-parameters level

(see Figure 9).



18 N. Marco and F. Beuz

When we use multi-level by alternating on two levels (7/15), convergence
as regards cost functionals evaluation or time CPU is 2.33 times faster than
convergence on the 15 parameters level. If we alternate with three levels
(3/7/15), convergence is still faster with a factor 3.4 . We have converged in
ten steps for fifteen shape unknowns !

Figure 10 compares complete solution and one-shot method both com-
bined with multi-level parametrization. In complete solution, the strategy
was used with all the parameters (3/7/15/31), see [3], and it was with a Full
V-cycle method. For one-shot method, we have used V-cycles alternating on
the 3 previous levels. There is a gain of 35 as regards the cost functionals
evaluation !

In Table 1, we can see the difference between complete solution and one-
shot method combined with multi-level parametrization.

Conpl ete
resol ution
15 paranmeters —
7 paraneters —-

= | Simul taneous
< resol ution
= 15 paraneters ---
5 7 parameters ---
c
=
I -3t
o
o
=) -4+
o
-

-5t

-6 ' I I I I I I I

0 100 200 300 400 500 600 700 800

WU (=cost functional eval uation)

Figure 8: Comparison between one level One-Shot and Complete Resolution
(7 and 15 parameters).
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1
Si mul t aneous
Resol ution
—_ 7 paraneters —
< 15 paraneters --
S 7/ 15 paraneters ---
= 3/ 7/ 15 paraneters -
°
c
S
I
o
o
(o))
o
-
0 5 10 15 20 25 30 35 40
WU (=cost functional eval uation)
Figure 9: One-shot combined with multi-level method.
1
0 T 4
Conpl ete resol uti on comnbi ned
\ with multi-level nethod —
1 Ful'l-V-cycle
|
| one-shot conbi ned with
. ol mul ti-level method -- |
= «‘ V-cycl e
o |
S -3f ]
|
|
-4 1‘ |
|
|
-5 L1 i
|
|
¥
. L= \ \ \ \ ! !
0 50 100 150 200 250 300 350

WJ (=cost functional eval uation)

Figure 10: Complete [3] and uncomplete solutions combined with multi-level
method.
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7 parameters 15 parameters
cost functiona time CPU cost functional time CPU
evaluation (seconds) evaluation (seconds)
log (j)=-2.64 log (j)=-5.93
COMPLETE
> >40000
RESOL UTION 600 19000 1200
(estimated ) (estimated )
ONE - SHOT log (j)=-2.64 log(j)=-5.93
ON 11 1400 36 4400
ONE LEVEL (equivalent ) (equivalent )
7-15 parameters 3-7-15 parameters
cost functional time CPU cost functional time CPU
evaluation (seconds) evaluation (seconds)
ONE - SHOT log (j)=-5.93 log (j)=-593
COMBINED WITH 15 1900 10 1300
MULTI - LEVEL (equivalent ) (equivalent)

Table 1: Evaluations of cost functionals for complete solution and one-shot
method combined with multi-level method.

We can see, in Figure 11, the successive shapes for the one-shot method
combined with multi-level parametrization with 3/7/15 parameters. There
is convergence to the desired shape after 400 “optimization” iterations (1000

sec. CPU).

Figure 12-a, shows two-grids-ideal method (where we have alternated with
7 and 15 parameters) which consists in making one optimization iteration on
the fine level and solve completely the problem on the coarse level. We still
use V-cycles. We see on Figure 12-b that the method becomes “ideal” when
we relax the coarse level with at least 450 iterations. It implies that at the
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Initial shape —--
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= Shape after
IS niterations :
' 1---
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X - axis

Figure 11: Successive shapes with One-Shot combined with multi-level

parametrization (3/7/15).

first V-cycle, we have completely solved on the coarse level (log(j) = —2.64).
As everyone knows it, this method is very expensive (the number of the evalu-
ations of cost functionals is about 54 !), but it shows that the dumping of the
error is mesh-independent. Unfortunately, we did not succeed in obtaining a
2-Grids-Ideal method by alternating with 15 and 31 parameters, because of
the step-length p on the finest level. In fact, we did not manage to find the
optimal one.

Let us examine the ideal arithmetic complexity of the two methods (com-
plete and simultaneous solutions) in the case of optimal order solution algo-
rithms.

Complete solution combined wih multi-level method:

The cost is O(k(log k)?) where k = [, is the number of shape parameters of
the optimization ( v = (v1,..,%,))-
So, if we double this number of parameters, the cost becomes :

O( (2L,(log 1,)*)(er, + 1)* )
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a- Research of Ideal-2-Grids. b- Ideal-2-Grids.
Figure 12: Ideal-2-Grids with 7 and 15 parameters.
log 2
where ¢, = )
log L,

Then, the cost is more than twice greater than O(k(log k)?*) !

Simultaneous solution combined wih multi-level parametrization:

The cost is O(k(log k)*) where k = I, + My + Mw where My = My =
4 x mesh nodes.

So, if we double [, the complexity O( (2L, + Mp+ Mw )log* (2L, + Mn+ Mw) )
is nearly the same than previous one, because 21, < Mp + My

So, we can hope a cost which is quasi-independant of the number of the
parameters.

Concluding remarks

In a first approach, we have seen that by solving simultaneously the flow
equation and shape optimality, we have reduced the calculation time of a
factor equal to 13.5 for 7 parameters and about 10 for 15 parameters. As
regards cost functional evaluations, we have a gain of 54.5 for 7 parameters
and 80 for 15 parameters. One-shot method is thus efficient !

In a second approach, we have combined one-shot method with multi-
level parametrization. By alternating on 3 levels (3/7/15), results are still
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more efficient. In comparison with one-shot on the 15 parameters level, there
is a gain of 3.6 for cost functional evaluation and 3.4 for time CPU.

However, we have tried to alternate with all the parameters (3/7/15/31),
but results are not yet very convincing. One possible difficulty is the search
of the optimal relaxation step-length p on the finest grid (31 parameters); in
fact, we did not succeed in finding the optimal one. The chosen step seems to
be very small. Then, the fact of adding the 31 parameters level slows down
the convergence (see Figure 13).

Si mul t aneous
resolution with
mul ti-1|evel

15/ 31 paraneters —
7/ 15/ 31 paraneters —-
3/ 7/ 15/ 31 paraneters ---

Log (cost functional)

0 l‘O Zb 3‘0 4b 5‘0 Gb 7‘0 Bb 9‘0 100
WU (=cost functioanl eval uation)

Figure 13: One-shot combined with multi-level method with all the param-

eters.

The search of the optimal step of optimization is not automated. So,
before having these good results, we must test some values. Then, it may
be necessary, later on, to consider a one-shot method where the optimal step
is calculated at each optimisation iteration, as in [14] (we can see a first
investigation in this direction in [12]).
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