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ABSTRACT

We propose a piecewise line-search technique for reduced quasi-Newton meth-
ods, which are designed for minimizing functions when nonlinear equality con-
straints are present. The search aims at realizing generalized Wolfe conditions.
These conditions are suitable for the methods considered because they allow
the algorithm to maintain naturally the positive definiteness of the matrices
approximating the reduced Hessian of the Lagrangian.

RESUME

Nous proposons une technique de recherche linéaire par morceaux pour les méth-
odes de quasi-Newton réduites qui sont congues pour minimiser des fonctions
en présence de contraintes d’égalité non linéaires. Cette recherche vise a réaliser
des conditions de Wolfe généralisées. Celles-ci conviennent aux algorithmes con-
sidérés car elles fournissent un moyen simple de maintenir la définie positivité
des matrices approchant le hessien réduit du lagrangien.
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1 Introduction

In unconstrained optimization, when a function z € R" — ¢(z) € R is minimized
using descent direction methods, there is a nice combination of a line-search tech-
nique attributed to Wolfe [35, 36] and some quasi-Newton methods. On the one
hand, if d is a descent direction of ¢ at the current iterate z (i.e., Vio(zx) dx < 0)
the Wolfe line-search consists in determining a step-size ax > 0 along di such that
the next iterate x44; = Tx + ardi satisfies

P(zks1) < w(zk) + w1 ok Voo(ak) dy,
Vo(zrsr) T de > we Vo(zi) di,

where 0 < w; < wy < 1 are fixed constants. These conditions contribute to the con-
vergence of descent direction methods. On the other hand, in quasi-Newton methods
the descent direction has the form dj, = — B! V¢(2x), where By is an updated ma-
trix. It is interesting to maintain this matrix positive definite, in particular because
then dy is (clearly) a descent direction. With most update formulz, the new matrix
Bj.41 satisfies the so-called quasi-Newton equation:

Y& = Biya1 by,

where vr = Vo(zir41) — Vo(zi) is the change in the gradient and §; = agdy is the
step. Of course, if By is positive definite, the quasi-Newton equation implies that

7;& > 0.

Therefore, this curvature condition has to be satisfied if one expects B4y to be
positive definite. For some quasi-Newton formulz (for instance the BFGS formula,
see below), which update Bj using v;.and §;, this inequality is also sufficient to have
Bi4y positive definite (provided By is already positive definite). The remarkable fact
is that the second Wolfe condition above (clearly) provides this inequality. Hence,
using the Wolfe line-search and the BFGS formula, say, ensures that all the search
directions have the descent property.

For various reasons (see for example Powell [27]) it is not straightforward to ex-
tend the above scheme to constrained problems. This is unfortunate, because exper-
iment has shown that the approach is very successful numerically in unconstrained
minimization, even when the number of variables is large (see Liu and Nocedal [21],
and Gilbert and Lemaréchal [16]). In this paper we study the matter more in detail
and propose a “piecewise line-search” (PLS) technique that finds a point satisfying
generalized Wolfe conditions. Our approach is given in the framework of reduced
quasi-Newton methods for equality constrained optimization. Hence, the aim is to
maintain positive definite the matrices approximating the reduced Hessian of the
Lagrangian. Note that when the reduced Hessian is computed exactly, there is no



need to implement our search algorithm. In this case, a simple Armijo [1] back-
tracking along a search direction is preferable, since it is less expensive and easier -
to implement than the rather sophisticated search proposed here.

The  work presented in this paper continues the previous study of the subject,
made in [14]. The method proposed there succeeds in finding a Wolfe point, but
it suffers from requiring at least two linearizations of the constraints per iteration.
The next iterate is indeed obtained by doing a longitudinal search followed by a
transversal search. It is by an adequate design of the longitudinal search path that
the condition on the reduced gradient can be realized. This implies, however, that
the reduced gradient must always be evaluated at some intermediate point. We
believe that this extra evaluation is an unacceptable additional cost in most appli-
cations. A contribution of the present paper is to show that a technique similar to the
one introduced in [14] can also be used, and makes sense, even when both searches
are done simultaneously along a single path. As a result, only one linearization of
the constraints per iteration is necessary asymptotically in the new algorithm.

More precisely, we consider the problem of minimizing a smooth function f
depending on n variables z lying in an open set  C R™. These variables are also
forced to satisfy the m (m < n) constraints c(z) = 0, where ¢ :  — R™ is a smooth
function. For further reference, we write this problem as follows

min f(z)
{ c(z)=0, ze€f. (1.1)

When the function ¢ is a submersion on , i.e., when its m x n Jacobian matrix
A(z) = V()T has full row rank for all z in §, then, for any z € Q, the set

Mz = {y € Q:c(y) = c(z)}

forms a smooth submanifold of R®, having dimension n — m. Therefore, problem
(1.1) can also be viewed as the problem of minimizing f on the manifold

M. ={z€Q:c(a)=0}.

The algorithm we consider generates a sequence {z)}x>1 C Q of approximations of
a solution z, of (1.1), which, however, are not forced to belong to M..

We recall that the Lagrangian function of problem (1.1) is the function defined
for (z,A) € 2 x R™ by :
oz, = f(z) + Ae().

Its Hessian with respect to z is denoted by L(x, A).
Near a solution, the reduced quasi-Newton method we consider calculates the
next iterate ziyy by
‘ Tht1 = Tk + d, (1.2)



where zj is the current iterate and dj is the solution of the following quadratic
program
{ min V f(z)7d + 1d"Myd (13)
c. + Ard = 0. ’

We usually take the notation & for the value of a function £(-) at x4 and &. for &(z.).
Hence ¢x = ¢(zx) and Ay = A(2¢) in (1.3). This method differs form the well known
sequential quadratic programming (SQP) method (see Wilson [34], Han [17], and
Pshenichnyi and Danilin [30]) in the sense that the n x n matrix Mj ignores some
part of the Hessian of the Lagrangian (see Murray and Wright [25], and Gabay [12]).
We shall be more specific below. Note that our search algorithm can also be used
for the reduced quasi-Newton method of Coleman and Conn [5).

To present the ideas without interference with computational issues, it is con-
venient, like Gabay [11}, to make a decomposition of R™ that is adapted to the
problem: see Figure 1. At a point z € 2, we suppose given a basis Z~(z) of the

N(Z(z)) = R(A™(2))

N(A(z)) = R(Z"(2)

0 Mz -z

Figure 1: A suitable decomposition of R™.

null space N(A(z)) of A(z), which is also the tangent space to M, at z. In other
words, Z~(z) is an injective (or full column rank) n X (n — m) matrix satisfying

A(z)Z (z) = 0,

in R™*(n=m)_ We use the notation Z~(z) instead of Z(z)~ to indicate that the
matrix is the evaluation at z of a map Z~ : 2 — Z7(z). Next, a subspace com-
plementary to N(A(z)) is supposed to be given through a right inverse A=(z) of
A(z):

A(z)A™(2) =1,

in R™*™, Hence, A~ (2) is n X m and the range space R(A~(z)) is complementary
to N(A(z)). Then, there exists a unique (n — m) X n matrix Z(z), such that

Z(z)Z (z)=1 and Z(z)A (z)=0,



in R(*-m)X(n=m) apd R(V=m)Xm respectively. To summarize, the matrices A~ (z)
and Z~(z) are injective and right inverses of A(z) and Z(z), respectively. The
superscript “~” indicates that their use generally involves the solution of some linear
system. On the other hand, the matrices A(z) and Z(z) are surjective, i.e., they
have full row rank. The following useful identity holds in R™*™:

AT (z)A(2)+ 27 (2)Z(2) = 1.

It allows us to decompose a direction d of R™ in its transversal component A~(z)
A(z)d and its longitudinal component Z~(z)Z(z)d.

The advantage of the above setting is that it can be adapted to different situations
by choosing appropriately the matrices A~(z) and Z~(z). For a recent use of this
to optimal control, see Kupfer and Sachs [19], and Kunisch and Sachs [18].

The reduced gradient is an important tool in equality constrained optimization.
It is the vector of R*~™ defined by

g(z) = Z7(2)"Vf(z).

The reduced Hessian of the Lagrangian with respect to the basis Z~(z) is the matrix
of order n — m defined by

B(z,)) = Z™(z)TL(z,\) 2 (z).

We can now be more specific on the direction dx computed by the quadratic
“program (1.3). First, it is a feature of reduced quasi-Newton methods to force M
to have the form M = Z{Bka, where By is an updated matrix. This makes By
an approximation of the reduced Hessian of the Lagrangian. Then, decomposing
dr = Af uk 4+ Z vr and using the relations above show that di can be written in the
form
di =t + 7o = =27 By ' gk — Aj ck,

where 1; = ——Z;Bk'lgk is the tangent or longitudinal part of the step, tangent to
the manifold My at x4, and rp = — A ¢x is the restoration or transversal part of
the step, aiming at reducing the norm of the constraint function c.

One of the main concern of this paper is to develop a technique that maintains the
positive definiteness of the matrices By. This property is interesting because it makes
the direction t; a descent direction of most merit functions used to globalize the
local method (1.2)—(1.3). It is also natural since this matrix approximates B(z, ),
which is positive semi-definite at the solution. A way of maintaining the positive
definiteness of the matrices By is to use an update formula allowing to have this
property. A typical example is the BFGS formula (see [10, 8]):

Bi6i8I B vivn

Biyy = B - .
BT R T TS TR 16k

(1.4)




This formula requires the use of two vectors v, and & in R™ ™, which will be
specified in a moment. The important point is that the positive definiteness is
sustained from By to Bjy; if the vectors v, and 6, satisfy the following condition:

746k > 0. (1.5)

Our piecewise line-search technique can realize this inequality whenever desired.
The local analysis of algorithm (1.2)-(1.3) shows that it is convenient to take for
7% the change in the reduced gradient and for é; the reduced displacement:

Tk = Gk41 — gk and O = apZili.

Other choices are sometimes proposed: see for instance Coleman and Conn [6], and
Nocedal and Overton [26]. All of them are asymptotically equivalent to the above
choice, which is preferred for its geometrical interpretation (see Section 3) and its
appealing simplicity. In these formule appears a step-size ax > 0, introduced in
Section 3, because the matrices By are also updated far from the solution where
the algorithm differs from (1.2)-(1.3). Note, however, that z;4, is obtained in a
more sophisticated way than a simple move along the tangent direction t;. This is
necessary because such a move does not usually yield (1.5) (see [14]).
Condition (1.5) holds if the search algorithm determines zx4; so that

Iner Zite > wo gf Zitk, (1.6)

where 0 < w; < 1. This is actually what the search algorithm realizes. Now, this
algorithm has another role to play, which is to ensure the global convergence of the
method. This is achieved by decreasing sufficiently some merit function, which we
choose to be the following exact penalty function:

0, (z) = f(2) + alle(z)I, (1.7)

where o is positive and sufficiently large, and || - || denotes a norm in R™. The
decrease in O, is typically forced by requiring

Oo(xk-f-l) < Oa(l'k) + w; Vk(ak)a (18)

where 0 < wy < 1 and v (a) is negative for positive a. Note that we shall not need
wy < wy in the PLS algorithm. The difficulty of realizing both (1.6) and (1.8) simul-
taneously comes from the fact that, unlike what happens for unconstrained problems,
the left hand side in (1.6) is not the directional derivative of @, at zx4; along com-
monly used search directions such as t; or d;. It is in fact the directional derivative
0! (zk41; Zi11Zxtk). This suggests to make a reorientation of the search direction
when (1.6) does not hold, using the new basis Z, , although keeping the same
reduced tangent direction Zit;. This is the idea underlying the search algorithm



proposed in {14], in which the search path has only longitudinal components, i.e.,
components in the range space of the matrices Z~(z}), where 2t (i=0,...,4% — 1)
are intermediate points. Here we show how to implement the same idea for paths
having also transversal components, i.e., components in the range space of A~(z}).
The analysis is long but it results in a quite simple algorithm, which can be described
as follows: at each iteration of the search algorithm, condition (1.8) is realized and
next condition (1.6) is tested. If the latter holds, the algorithm terminates with a
suitable point. Otherwise, a new search direction is defined with the same matrix
and the same reduced gradient as the previous direction. A new iteration is then
started.

Other papers have proposed techniques for maintaining the positive definiteness
of the generated matrices for constrained minimization problems, but none uses the
search algorithm to achieve this goal. These papers also deal with SQP method, in
which approximations of the full Hessian of the Lagrangian are generated. In this
case i is usually 72, the change in the gradient of the Lagrangian, and § is the step.
The simplest idea, due to Powell [27], is to take for 7, a convex combination of ¥Q and
Bi6i such that (1.5) holds. In our opinion, this method lacks a strong geometrical
interpretation and, according to Powell [29], it may lead to ill-conditioning when the
problem is difficult to solve. Due to its undeniable simplicity, however, it is the most
widely implemented technique. Another promising idea, proposed by Han [17] and
Tapia [32), and subsequently explored by Tapia [33] and Byrd, Tapia, and Zhang (4],
is to generate approximations of the Hessian of the augmented Lagrangian, which is
positive definite at the solution when the augmented parameter is sufficiently large.
The difficulty in choosing the penalty parameter has always been the stumbling
block of this approach and we believe that more research is needed to improve
the method satisfactorily. Finally, Fenyes [9], and Coleman and Fenyes [7] update
separately approximations of Z7TL(z.,A.)Z] and AITL(2.,A.)Z], maintaining
positive definite the former submatrix. Let us also mention the work of Biegler,
Nocedal, and Schmid [2], which is somehow related to this subject.

The paper is organized as follows. In Section 2, we give some more notation. In
Section 3, the search path is introduced and its meaning is discussed. Also, condi-
tions to have finite termination of the search algorithm are given. Section 4 contains
a global convergence result and finally some numerical experiment is reported in
Section 5.

2 Some notation

We assume that there is a pair (z.,A.) € Q x R™ satisfying the sufficient second
order conditions of optimality, i.e.,

c(z.)=0
Vf(l,.) + AI/\,, =0



and hTL(:z:,,/\.)h > 0, for all nonzero h € N(A.). We note B, = B(z.,\) =
Z:TL(z.,).)Z, which is then positive definite, and

Mz) = —A™(2)"Vf(z).

Hence A(z.) = A., the Lagrange multiplier at the solution.

We recall that we use the penalty function O,, defined in (1.7) to globalize the
local method (1.2)—(1.3). The penalty parameter o} is updated to satisfy at each
iteration ‘

ok 2 lIAllp + 7, (2.1)

where A\ = A(z) and @ is a fixed positive number. We have denoted by || - ||p the
dual norm of the norm || - || used'in (1.7). It is defined by

llvllp = sup u'v.
llul=1

The manifolds on which the reduced gradient g is constant are denoted by

Ne={y€Q:9(y) = g(z)}.

Finally, £'(z;d) denotes the directional derivative of a function £ along the di-
rection d.

3 The search algorithm

In unconstrained optimization, the path 0 < a — pi(a) starting at the current
iterate px(0) = zx € Q and along which a step-size is taken is most commonly a
straight line, which can be determined before the search begins. When constraints
are present, a search along a line is no longer possible if one aims at satisfying the
reduced Wolfe conditions:

00, (Pe(@)) < Op, (T1) + w1 vk(@), (3.1)

9(pe(@))" Zite > wa gf Zictr, (3.2)

for some a > 0. In (3.1) and (3.2), the constants w; and w, are chosen in (0,1), and
a — v(a) is a function forcing the decrease of @,, by the properties

ve(0) =0
O, (243 74(05 1)) < VA(0;1) < 0.

These properties and w; < 1 make it possible to realize (3.1) for small positive c.
We have assumed that py is a descent path for O,,, i.e., Oy, (z4;p(0;1)) < 0.

In our proposal, the description of the search path is difficult, because it depends
on some intermediate step-sizes. This is because, in the point of view taken here,

7



a reorientation of the search path is necessary at some unsuccessful step-sizes ai,
t = 1,...,% — 1. Furthermore, condition (3.1) also depends on the intermediate
step-sizes a} through the function vk, which cannot be given before the search is
completed. For these reasons, we have to specify simultaneously the way the search
path is designed and the function vy. ‘

The algorithm we discuss has some similarities with the one given in [14], but
here the path has at once a longitudinal and a transversal component. More basi-
cally, one can see it as an extension of the method proposed by Fletcher [10] and
Lemaréchal [20] for finding a Wolfe point in unconstrained optimization. With the
option p}c = 1 below, the algorithm is related to the search technique of Moré and
Sorensen {23] for realizing the strong Wolfe conditions for unconstrained problems.

3.1 Guiding paths

- Before giving a precise description of the search algorithm, we would like to show
by some observations why it is realistic to try to realize conditions (3.1) and (3.2)
simultaneously. We also argue to what extent this attempt makes sense. This
discussion aims at giving general ideas without being too precise on the hypotheses.
First, let us introduce a path « — pi(a) as a solution of the following differential

equation
{ Pi(e) = 27 (pu(@)) Zet (3.3)

Pe(0) = 24

This trajectory belongs to the manifold My, because, multiplying the first equation
in (3.3) by A(px(a)) gives (c o pr)'(a) = 0, meaning that ¢ remains constant along
the path. As quoted in [14], if this path is defined for sufficiently large & and if f is
bounded from below on My, there exists a step-size @, such that (here w; < wy is
necessary):.

0o, (B(@)) < Oo, (2x) + w1 i gF Zit, (3.4)
9(Fr(ar)) Zite > wa gi Zite. (3.5)

This can be seen by considering the standard Wolfe [35, 36] conditions (recalled in
the introduction) on the function

a— (O, o pr)(a) = (f o pr)(a) + axllckll.

Indeed, the derivative of this map at ay is g(pr(&r))" Zxtk, the left hand side of
(3.5). Note that condition (3.4) has the form (3.1) with a linear function .
Locally, the search along p, has also the following geometrical interpretation,
illustrated in Figure 2. If ¢ : U C R*™™ — M, C R" is a parametric representation
of My, around z such that 0 € U, ¥(0) = 24, and ¥'(v) = Z~(¢(u)) forall u € U, it
is easy to see that pr(a) = Y(aZkty). Then, (fov)(aZity) = (O, 0 Pr)(e) — okllckl|
and V(f o ¥)(aZitr) = g(pr(e)), so that the search to realize (3.4)~(3.5) can now
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Figure 2: An interpretation of the longitudinal guiding path.

be seen as a standard Wolfe search on the function f o ¢ starting at 0 € R*™™
along the reduced direction Zit;. From this interpretation, we define the reduced
(longitudinal) displacement from z to pr(ax) as 8r = 0 Zitk.

The path @ — pr(a) shows that there is at least one way of generalizing the
Wolfe conditions to equality constrained problems. We call this path the longitudinal
guiding path, longitudinal because its image

Pr = {pr(@) : @ > 0 and pr(a) exists}

lies in M. This trajectory can be used as a guide for designing a search path having
points satisfying (3.4)-(3.5), but easier to compute than Hi(-); see [14].

In this paper, we follow the same strategy and introduce a smooth guiding path
having longitudinal and transversal components, i.e., neither ¢ nor g is constant
along the path. We proceed step by step and begin by showing why such a search
can succeed.

First, let us consider the smooth function

o (@
F:Q-R":z (g("c))

Recall that ¢'(z.) = Z7TL. (see Stoer {31] or Nocedal and Overton [26]). Then,
when B. is nonsingular, F'(z.) is also nonsingular and there exists an open subset
Qo of Q such that F': Qo — F(Qp) is a diffeomorphism. There is no restriction in
supposing that F(€Qp) has the form Uy x Vy, where Uy and Vj are open sets in R™
and R™ ™, respectively. For a fixed point z in Qg, consider the map

Ha ¢ Qo — Mz N Qo,

defined in the following way. For y € Qq, p.(y) € Mz N Qo is defined as the
unique point in My NN, N Qg (N, is the reduced gradient manifold containing y).
To see that this set is formed of just one point, note that 2 € Q¢ and y € Qp

9



imply that (¢(z),9(y)) € Up x Vo = F(). As F is a diffeomorphism on Qg,
Mz N N, N Qo = F1((e(z),9(y))) N Qo is a singleton. As we see, u; maps a
point ¥ € Qg to a point in M, N Qg by following the manifold of constant reduced
gradient N.

Now, suppose that we have built a search path a — pir(a), with longitudinal
and transversal components, such that its image by p., lies in Py:

bz, (Pr(a)) € P, fora > 0.

If this path exists for sufficiently large a, it is reasonable to expect to find some
positive @ such that g(px(ax)) = g(pr(ar)) — this supposes that the path pi does
not blow up for finite longitudinal displacement. Using (3.5), we obtain

9(Pr(@r)) " Zity > wa gf Zits.

This shows that condition (3.2) can be satisfied along a path not belonging to M.
For two reasons, this is not enough, however, to have a satisfactory search. First,
the two conditions (3.1) and (3.2) have to be satisfied simultaneously. Secondly,
if we want to minimize approximation errors by updating the matrix with 4, =
g(pr(@r)) — gx = g(pr(ax)) — gx and & = GiZity, we also need to have ax = ax,
so that the changes in the reduced gradient along p; and pi will correspond to the
same reduced displacement 8k = apZits.
This latter condition will be satisfied if we build a path a — pr(a) such that

9(Pr(a)) = g(pr(a)), for o >0, (3.6)

as long as both curves pi(-) and p(-) exist. This can be achieved when the maps
Z~(-) and A~(:) are chosen such that

Z=g', onQ, (3.7)

and when pi(-) is defined as a solution of the following differential equation

i) = Z7(pi(e)) Ziti = A” (Bi@))e(Bi(a)) (3.8)
Pk(0) = 2.

Indeed, multiplying the first equation in (3.3) by Z(pr(a)) and the first equation in
(3.8) by Z(px(a)), and using (3.7), we get

(g0 pr) (@) = Ziti = (g 0 Pr)'(e).

Hence g o pr. and ¢ o P satisfy the same differential equation with the same initial
condition g at a = 0. The identity (3.6) follows. We call the path defined by py,
solution of (3.8), the bicomponent guiding path.

10
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Clearly, it is unrealistic to ask the user to realize (3.7), because ¢’ is a second
order information that is out of reach in the quasi-Newton framework. Also, we shall
not assume that (3.7) holds and therefore (3.6) may not hold either, even at the first
order. Figure 3 represents a still rather optimistic situation without (3.6). As we
shall see below, no matter the realization of (3.6), one can satisfy the reduced Wolfe
conditions (3.1)—(3.2) along the path pix by choosing the function vx appropriately.
Of course, an update of the matrix without (3.6) may not be safe. Normally, it
should be the role of the update criterion to detect the situations where (3.7) is not
too much violated. The update criteria introduced by Nocedal and Overton [26],
and Gilbert [13] are based, however, on a condition different from (3.7).

Let us now show how to realize (3.1)-(3.2) without (3.6). The case when gx = 0
is easy, since (3.2) readily holds (¢; = 0). So, suppose that g; # 0 and choose as
function v in (3.1) the solution of the following differential equation:

{ z;fgg)):éeok ° 131.-.)'(0) (3.9)

Clearly vi(a) = O (pr(a)) — O, (zx) and (3.1) is equivalent to requiring that
O, (Pr(a)) < Og, (zk), which is not very demanding. Let us show that, with this
choice of vk, if @4, is bounded from below along the path 0 < o — pr(a) and if oy is
sufficiently large, then (3.1) and (3.2) must be satisfied for some finite &« > 0. Indeed,
observe that, as long as (3.2) is not verified (which is true for small positive o) and
ok 2 ||[A(Pr(a))|ID, one has

O, (Pr(a)) — Oy (2k)

(Pr(a
- [] (04, o) () d6
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< wra gZZktk.

Therefore, (3.1) is trivially satisfied for these a’s. On the other hand, because of this
last inequality and the fact that a — O,,(pr(a)) is bounded below, this situation -
cannot continue indefinitely. At the first step-size a at which (3.2) is verified, by
continuity, (3.1) is still verified. Note that the inequality w; < w, was not needed in
this reasoning,. ’

We are now ready to describe the actual search path, which may be seen as an
explicit Euler approximation of the solution of (3.8) with well chosen discretization
points. Similarly, the actual function »; is a piecewise linear approximation of the
function defined in (3.9) with the same discretization points. A successful idea is to
introduce a discretization point o} only when the discretized form of (3.1) holds for
a = aj.

3.2 The search algorithm

We assume that the current iterate z; € 2 and is not stationary: ||gi| + ||ckll # 0.
Let the constants w; and w, be given in (0, 1).

The search algorithm is iterative and generates, for: = 0, ..., iz —1, intermediate
step-size candidates oi, points z}, descent directions dj of ©,, at z}, and piecewise
linear search paths p. and forcing functions v}. This latter function, playing the
role of v, in (3.1), is not necessarily continuous. The following conditions will hold
fori=1,..., 4 —1:

z} € Q © (3.10a)

00, (2}) < Qo (2k) + w1 v () (3.10b)
9(2%) " Zitk < wa g5 Zitk (3.10¢)

ok 2 A=)l + & (3.10d)

Inequality (3.10b) means that descent is forced at each iteration, while (3.10c) means
that the curvature condition does not hold. Note.that (3.10¢) implies that z} is not
stationary.

At the beginning, the iteration index ¢ = 0, a‘z = 0, and :cg = z(. To initialize
the recurrence, we define p;'(a) = 1 and v () = 0 for all a. It is also assumed
that o > ||Akllp + . Then, (3.10abd) clearly holds for : = 0. Stage i (i > 0) of the
search is divided in several steps.

Step 1. The following direction is introduced:
L= 27 (2)) 2t — A (2})c(2l),
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where ‘r,‘; > 0 scales the tangent component of the direction. This scaling factor is
introduced for reasons of efficiency, discussed in Section 3.6. When ¢ = 0 (initially)
and ‘r,? =1, d2 is the reduced SQP direction dy, which is tangent to pg at 0. Fori: > 1,
the direction comes from the discretization of (3.8): its longitudinal component
TiZ7(2})Zyty is tangent to M(z}) at zi and the unscaled reduced direction Zjtx
is kept unchanged from one iteration to the other. Observe that d} is a descent
direction of O,, at ’ci, since

05, (zhi di) = Tio(2h) Ziti + Ma}) Te(2h) = oxlle(zi)ll

is negative, when (3.10c) and (3.10d) hold.
The search path is then modified (when ¢ > 1) such that, after z}, the search
continues in the direction d}:

- ,
pi(a) = p}{, (a) .y for 0 < ai< o,
zi + (a - a})d;, for a > aj.

The modification of 1/,’;'1 is less easy to describe since we would like to include
two natural possibilitics. They correspond to the setting of a parameter p} to 0 or 1
below. So let pi be chosen in [0,1]. We also introduce the notion of total decrease
of O, at 11, which is the positive quantity

T = O, (k) — Qg (2}). (3.11)
Then, 1/,'; is defined by
i@  froga<d
¢ (1= P~ (ad) + pi(=Ti/wr) + (a = @})0f, (z}; d}) for a > af.
(3.12)

When pi = 0, v} is continuous and the search can be viewed as a discretization
of the smooth search described in Section 3.1. This corresponds to a loose search.
When pi = 1, the search is closer to the “skipping rule” strategy discussed below.
It is also more demanding, since v is more negative (use (3.10b)).

Step 2. A step-size candidate a};“ > ai is determined such that
it = pilaith) (3.13)
is in £ and the descent condition
Oak(p};(a))) < Qg (21) + w1 1/,';.(0') (3.14)

holds for o = a};_“. It is standard to verify that, with conditions (3.10a), (3.10b),
and wy € (0,1), such a step-size always exists.

13



Step 3. Ifz = 0, it is the right place to ask whether the pursuit of the search is
useful. Indeed, unlike in unconstrained optimization, the curvature condition (3.2)
is not strong enough to force global convergence (see Section 4). It is only useful
for updating the reduced matrix correctly. This implies that if an update criterion
judges that an update is not suitable, the search is interrupted here and takes

. 1 . _ . _ .0 _.0
=1, oar=ap, T4 =2, Dk =DpPr, and vp =y

Step 4. Next, the following curvature condition is tested:
92N Zite > wo g Zits. (3.15)
If the inequality holds, the search terminates a.ild takes
te=14+1, ap= a;", Tyl = a;ik“, PE = p};., and v = z/,‘;.

From (3.13), (3.14) with & = o}, and (3.15), the point 4 is in Q and satisfies
the reduced Wolfe conditions (3.1)-(3.2)

Step 5. If (3.15) is not satisfied, one has to check whether the penalty parameter
is sufficiently large to continue the search from .’L::*—l, i.e., whether the following

inequality holds: .
ar 2 A=z )lp + 6. (3.16)

If such is the case, all the conditions in (3.10) hold and an new iteration can start
after having increased ¢ by one. Otherwise, the search is interrupted.

3.3 Comments

To summarize, there are three facts that can interrupt the search prematurely: either
(1) the update criterion does not hold in Step 3 when a} has been determined in
Step 2, or (2) the penalty parameter o is not large enough to guarantee that the
next search direction is a descent direction of 9,,, or (3) the conditions (3.1)-(3.2)
are satisfied in Step 4. We shall show in Section 4 that usually the algorxthm does
not cycle and terminates on one of these situations.

As announced above, when Tk = 1 for all 7, the path p; is a piecewise linear
approximation of the bicomponent guiding path pi, obtained by an explicit Euler
discretization of the differential equation (3.8) at the step-sizes ai. If furthermore
pfc = 0 for all 7, v can also be viewed as a discretization of the function v defined
by (3.9) with pi instead of px: vj(ai;1) = O, (ak;d}) = (0o, o pi)(ai; 1).

Remark that the search direction d}, is close to

dl = =2~ (2})Bi ' g(x}) - A (zh)e(2}h),
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which is the direction that would be taken in an algorithm skipping the update of
By at z} when the curvature condition does not hold. When p} = 1 in the definition
of v} above, inequality (3.14) becomes

Oo, (zh+H(a—ar)d}) < O, (2}) + w1 (a—a}) O (mllc;dllc)3

which is also the condition to realize in an algorithm with skipping rule.

The only difference between d}. and d} is that in the latter the reduced gradient is
also kept unchanged. The main motivation for this choice is explained in Section 3.1:
if the matrices Z(z}) are good in the sense (3.7), the search continues to explore
(f o ¥) along the reduced direction Ziti (the meaning of 1 is given in Figure 2),
giving a sense in the update of By with the vectors

-1
Yk = gk+1 — gk and b = (Z Ti(egt! — 02)) Zitk.

1=0 :
On the other hand, keeping the previous value of the reduced gradient should not
deteriorate the efficiency of the algorithm since the fact that (3.15) is not verified
implies that Z~(z}t!)Zkt; is still a good descent direction of ©,, (provided w, is
close to 1). We shall see in Section 3.6, however, that this can sometimes have
unfortuna.te consequences.

When pk = 1 for all 7, our search algorithm applied to unconstrained problems
(e(z}) = 0 for all 1) is related to the method of Moré and Sorensen [23] (see also
Moré and Thuente [24, Section 2]). The differences are that Moré and Sorensen °
look for a point satisfying the strong Wolfe conditions (for this reason our method
terminates more quickly) and the slope of the pieces of the forcing function ufc is

kept unchanged in their method (while we adapt it to the current point mk)
' For i > 0, we introduce the notion of forced decreased of O,, at a:‘“
positive quantity

as the

Ft = —uw Z(a‘“ )0, (zh; db). (3.17)

Using (3.10b) and the definition (3 12) of v}, we get for i > 1:
F < - — Wi Vk— (Cl’k) S Tk’ (318)

where T} is the total decrease of ©,,, defined in (3.11).

3.4 Determination of the step-size candidates by
“forth-backtracking”

When a step-size candidate a};. is not accepted, because inequality (3.15) does not
hold, one has to determine the next tangent scaling factor r; > 0 and the next
step-size candidate a‘“ such that

'“ > al, a:l“ =pi(ei™) € Q, and (3.14) holds with a = ai“.
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This cannot be done in an uncontro]led manner. In particular, Tk cannot be arbi-
trarily small or large, and a'+ cannot be chosen too close to aj. In this section,
we describe a method for dete1m1mng ot ! that will ensure the finite termination
of the search algorithm.

The determination can be divided into two stages. In the forward or extrapolation
stage, a step-size a}"l > ol is taken along di. The backward or interpolation stage
is iterative: as long as, for the current trial w1th a step-size a’ (j > 1), pk(ak'J) is
not in © or (3.14) does not hold for a = ak » a new trial is made with a step-size
ai’“l € (el,a;”). By requiring that a}’ converges to ol when j — oo, pi(a}’) will
be in Q and (3.14) with @ = a}’ will hold for some finite index j. We note j; the
first index j for which this occurs and set

IED BN
O:k = ak .

We also suppose that {ai’j}jZ, does not tend too fast to a}: the closer a}:+

al, the larger j; must be. The rigorous form of our assumptions follows.

lis to

Assumptions 3.1. We suppose that the determination of the tangent scaling factor
75 > 0 and the step-sizes )’ is such that:
(¢) the sequences {7}}i»0 and {1/7{};>o are bounded,

(i) the sequence {a}’};>1 converges to af,

(227) if the increasing sequence {a}}i>1 converges to some step-size ék, then
(a) for any index j' > 1, there is an index i’ > 1 such that j; > 5/ for all > ¢/,
(b) for any j > 1, the sequence {ak }i>1 converges to a step-size &y o £ ay,
(¢) the sequence {aj’ }21 converges to a.

An easy way of satisfying Assumptions 3.1, while using its favorite extrapolation
and interpolation formulae, is to require that some safeguard rules be satisfied. Here
is an example of rules that guarantee Assumptions 3.1. :

Example of safeguard rules for ak’].

1. Choose eg > 0 and ¢; € (0,1/2). _ _
2. Extrapolation safeguard: for 7z > 0, choose a}c’l 2o, +EE.
3. Interpolation safeguard: for ¢ > 0 and j > 2, choose

ak'J‘. [(1—51)ai+51ai’ Je10g + (1 = ep)ay, o 1]~

Let us show that Assumptions 3.1 (¢#), (i22—a), and (¢i2—c) are satisfied if these
rules are used. Observe that, for7 > 1 and j > 1,

o <oy <ab 4 (1-¢g/Y Yo' - ad). (3.19)
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Therefore Assumption 3.1 (i¢) is verified. On the other hand, suppose that {a}}i>1
converges and choose an index 7' > 1. Then, one can find an index i’ >. 1 such that

. L -1 . .
ot —al <epel T, Vixd.

As

(41 i =1y i =1 4,1 : i—1
= 2 (- Nar+e) Tay 2ap+epe] T,

we have from the previous inequality

656'}"_1 < 858;’—1, Vi > 7,
Now, because ¢; < 1, we Obtain j; > j', for all ¢ > 4, which is Assumption 3.1
(idi—a). Finally, Assumption 3.1 (iii—c) is also guaranteed by the above rules as
this can be seen by taking the limit on ¢ and then on j in (3.19).
We have not discussed the case of Assumption 3.1 (¢4¢—b), but it can also easily
be satisfied, for example by taking for : > 0

o) = a};{-egu if7=1
k Hal +e’™") ifj>2,

which i$ compatible with the safeguard rules above. More appropriate choices would
use the known values of ©,, and its directional derivatives.

3.5 Finite termination of the search algorithm

The next proposition gives conditions that ensure the finite termination of the piece-
wise line-search (PLS) algorithm described in Sections 3.2 and 3.4 at a point i
satisfying ,
O, (k1) < O, (k) + w1 v, (3.20)

Ihi1 Zite > wy 9 Zitk, (3.21)

where the function vy is defined recursively in Step 1 of the algorithm. Recall that
the search path pj is also defined iteratively in Step 1 of the algorithm.

Proposition 3.2. Suppose that f and ¢ are differentiable on Q, ¢ is a submersion
on 1, and the decomposition of R™ described in Section 1 is made with maps Z~
and A~ that are bounded on . Let x be a point in Q and By be a symmetric
positive definite matriz of order n — m. Suppose that the penalty factor o in (1.7)
satisfies (2.1). Then, if the PLS algorithm described in Sections 3.2 and 3.4, with
Assumptions 3.1, wy € (0,1), and wy > 0, is applied from zy, one of the following
situations occurs: :

(2) the algorithm terminates after a finite number of stages with a step-size ai, a

point z441 € Q, and a function vy satisfying conditions (3.20) and (3.21);
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(i1) the algorithm terminates prematurely with a step-size o, a point x4y € Q,
and a function vy satisfying (3.20) only, because the update criterion does not
hold at z} or because (3.16) fails at 2i¥! = x441;

(i) the algorithm builds a sequence ofpomtc {2}}i>1 in Q and either O,, () tends
to —oo or {x} }i>1 tends to a point on the boundary of Q2.

Proof. We have already observed in Section 3.3 that if the algorithm terminates,
then either situation (i) or (#2) occurs.

Suppose now that the algorithm cycles and that a sequence {z} }i>1 is built in Q.
This can only occur when g # 0, since (3.21) is always satisfied when t; = 0 and
(3.20) is satisfied at 2}. We have to show that one of the events given in (iiz) occurs.
We proceed by contradiction, supposing. that {Oak(rk)},>1 is bounded from below
and that {z}}:>1 does not converge to a point on the boundary of Q. Of course,
conditions (3.10) are satisfied for all 7 > 1. : '

STep 1: Let us prove that the sequences {F,ﬁ}izl, {I/L“l(a};)}Ql, and {O‘i}izl
converge, say to Fi, N, and &y, respectively.

The first sequence is increasing and the second is decreasing; hence, from (3.18),
they will converge if we prove that {T}} is bounded. But this is clear since T} =
0,,(zk) — O,,(z}) > 0 and {O,,(z})} is supposed bounded below. -

On the other hand, using the definition of F "H , (2.1), (3.10d), g Zxty, < 0, and
(3.10c¢), we obtain

Fifto> —wlzn(a'“ at) 9(zi) T Zit

i
—wywy (Z Th (ol - ai)).g[Zktk

I=1

v

Then, the boundedness of {F,i};>1, gZZktk < 0, and wywy > 0 imply that

T ri(aitt - af) < +oo. (3.22)
i>0 .

As {r{}i>0 is bounded away from 0 {Assumption 3.1.(2)], {a} }i>1 converges.
STEP 2: Let us show that the sequence {x}};>1 converges to a point Zx € Q.
By definition of F"H, N TZiti <0, (3.10¢), and (3.10d), we obtain

1
. ) | .
Fit' > w5 ) (aff! = af) lle(ai)ll.
=0

Since {F}}i>1 is bounded, we have the convergence of the series

Z (a‘+1 D) le(a D)l < +o0. ' (3.23)

120
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- Now, by definition of a:}c

zi= i+ 3 (047 — o) (k27 (2h)Zuti - A7 (2h)ela}))

Using the boundedness of Z~(:) and A~(-) on €, (3.22), and (3.23), we see that the
series in the right hand side is absolutely convergent when i — oo. Therefore, the
series is convergent and :1:}'c converges to a limit point Zx. By our assumptions, T
cannot be a point on the boundary of Q, hence zZ; € Q. -

This implies the following convergence when i — oo:

T — Tk = 0,,(21) — O, (Zk)-

Furthermore, since {rj} and {1/7}} are bounded, there is some 7 > 0 and a subse-
quence Z € N such that for ¢ — oo, ¢ € Z, we have

di — dy = 27 (Z1) Zrte — A™(Zx)c(Z4),
0%, (zki i) — O, (Zx; di)-

STEP 3: Let us conclude with the expected contradiction.
Define o
2y’ =z + (o) - a}) dj..
By Assumption 3.1 (i¢1—b), the sequence {a,c },>1 converge to a step-size &} o # ag.
Therefore, for any 7 > 1

"’;;J — a:k" =Zr + (d}c’J — ar)dy, when i — oo with i € 7.

Now, for fixed j > 1, Assumption 3.1 (iii-—a) says that j; > j for sufficiently
large i. This means that, for large ¢, z}’ is not accepted in Step 2 of the PLS
algorithm. Hence, either z; % & Q or (3 14) is not verified with @ = o). This can
be written
a:;;j €EN = Oak(xi’j) > O, (z) +w u,‘;(afgj

| = 05, (zk) +wivi(af!) + wi (@ — ™) 0p, (zhi di)-

Taking the limit on ¢ € Z in this relation, and using w; Ny > —T) from (3.18) and
the results of Step 2, we obtain

e = 0,(37) 2 Ou(2x) - T +wn (G — &) O, (2k; d)
Qo (Tk) + wy (@) — &) O, (Fk; di)-

Hence .
s O, (7)) -0, (%1 -
i7eQ = "“(l_‘,z _"“(”) > w; O, (Zx; dk).
O.'k' — Qy
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Because z; € (2, taking the limit in this implication when j tends to infinity gives
" with Assumption 3.1 (iii—c): O, (Zk; di) 2 w1 Of, (T4 di). Because w; < 1, we get

0y, (Zx;di) > 0.
On the other hand,

0, (Zxide) = Trg(2k) Zrtk + Max) e(8k) — orlle(Zi)ll
< Truwg gz.-Zktk <0,

because ||A(Zx)||p < ok from the limit in (3.10d), g(2x)" Zktx < ws g7 Zitk from the
limit in (3.10c), 7xw2 > 0, and gk # 0. This inequality contradicts the nonnegativity
of O, (Zx; dx) obtained above and concludes the proof. O

3.6 Escaping from the piecewise line-search more quickly

The use of the PLS described in Sections 3.2 and 3.4 is not always without incon-

venient. In fact, it is easy to trap the algorithm in a situation where its behavior

is very poor. Such a situation may happen when the path p;, o pi is not a descent

path for f. Then, the search algorithm may take a large amount of inner iterations

to find a generalized Wolfe point and the vectors yx and 6; may be erroneous.
Here is an example of such a situation, in which n = 2 and m = 1. Take

=1 : d =% 1, -
f(z) = 1 (1'(1) + «1'(2)) an c(z) =¥ ~ 1,

where z(;) denotes the ith component of . The unique solution of this problem is
clearly z. = 0. With the following decomposition of R?

Z7(z)=¢€ and A7 (z) = e ey,

where (e, e2) is the canonical basis of R?, the reduced gradient is given by g(z) =
(z(1) + 7(2))/2 and the transversal part of the steps are orthogonal to the constraint
manifold. The manifolds ¢(-) = 0 and g(-) = 0 are the lines z(3) = 0 and z(;)+ () =
0 represented in Figure 4. ‘
Now, suppose that the current iterate xzx has coordinates (-1 —¢, 1), with € > 0,
and consider an implementation of the PLS in which wy = 1074, w; = 0.9, Pi =1,
71 = 1, and the first step-size candidate is a'i,'l = aj + 1. If the penalty parameter
or = 10, the step-size ai}l is always accepted by the Armijo condition (3.1). When
€ = 0.5 the search algorithm requires § inner iterations. The intermediates points
{z1}2_, are represented in Figure 4. By decreasing ¢ > 0, one can obtain as many
inner iterations as desired. For example, 21 inner iterations are necessary for € = 0.1
and 2001 for € = 103! The reason is that when ¢ decreases, z; is closer to the
manifold g(-) = 0 and the reduced direction is smaller. Because the iterates go
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c(:)=0
Figure 4: A difficult case for the PLS.

rapidly close to the constraint manifold where the reduced gradient is much more
negative than at z; and because the reduced gradient is not re-evaluated at the
intermediate points, the algorithm needs more and more inner iterations to cross
the manifold ¢(-) = g (represented by a dashed line in Figure 4), beyond which
the curvature condition (3.2) can be satisfied. If the search path is mapped by pg,
on the line ¢(-) = ¢, it is clear from Figure 4 that the mapped path starts in the
wrong left direction. The correct direction is followed from g, (z2) only. The basic
reason for this unfortunate behavior is, once again, that reduced methods have no
information on the tangent space to the manifold of constant reduced gradient.

Normally, an update criterion should take care of the detection of a situation in
which the reduced tangent direction is small with respect to the transversal direction
and should suggest not updating the matrix and doing a simple backtracking search
instead of a PLS in such a case. Now, it does not hurt if the PLS algorithm has a
mechanism that faces the above situation with more success. For this we propose
to replace the curvature condition (3.21) by

k

T : iNT
T Ttk > T Zit. 3.24
Ir+1Zktk 2 w2 min 9(zk) Zitr (3.24)

The PLS algorithm with this new condition is said to be “with escape” because
this inequality provides an escape way to terminate the search more quickly. It is
denoted by “PLS-esc” below. Since inequality (3.24) is less restrictive than (3.21),
it is clear that PLS-esc terminates more quickly than PLS. In particular, it still
has the finite termination property of Proposition 3.2. Questions concerning the
global convergence of the algorithm with PLS and PLS-esc are discussed in the next
section. On the example above, this new version of the algorithm terminates in 3, 5
and 204 inner iterations when ¢ = 0.5, 0.1 and 1072 respectively. Finally, strategies
adapting the tangent scaling factor 7/, which is always set to 1 in the runs above,
by a quadratic extrapolation formula, using g(.ti_ll)TZktk and g(a;};)TZktk, can also
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improve the search algorithm. In the example above, the run with € = 0.5, 0.1 and
1073 terminates in 3, 4, and 5 inner iterations, respectively.

With PLS-esc, the vectors v, and 8, used to update By have to be modified. If
[ denotes the largest index for which the minimum in (3.24) is reached, then it is
appropriate to take

ix-1

Yk = Gk41 — g(:vi_“) and by = Z ‘rz.(a};_“ - ai.) Zity.

1=l

With this choice, y[é; > 0. Note also that these vectors will usually put better
information into the matrix Bj,1, because the new value of éx is generally closer to
the reduced step from :L‘ik to 2441 than the previous value of §; is close to the reduced

step from 2% to 2x4y. This remark particularly applies to the example above. From

Figure 4, we have 75 = g(2}) - gi = g(a}) - g(z}) = g(23) - 9(z}) = 7“5 But

6PLS = 56PLS-sc and it is clear that 65155 corresponds better to yfLS v yfLS-esc
than 6FLS.

4 Convergence result

In this section, we show that the PLS method of Section 3 provides the conver-
gence of reduced secant algorithms from remote starting points. For this, we shall
suppose that the calculation of the reduced matrices keeps the sequences { Bx} and
{B;l} bounded. This is a rather strong assumption, but the present state of the
convergence theory for constrained problems is not sufficiently developed to have sig-
nificantly better results. For instance, Byrd and Nocedal [3] analyze the global con-
vergence of reduced quasi-Newton algorithms under conditions that are not known
to be guaranteed by the present step-size determination method.

The algorithm we consider is therefore not fully determined, since we shall not
be very specific on the way the matrices are updated. A possibility is to use the
BFGS update formula (1.4), which is always well defined when the PLS succeeds.
There is still another facet of the algorithm that must be clarified, which is how the
penalty parameter oy is updated. We choose a rule such that (& > 0):

or > |Akllp + 7, Vk2>1,
J anindex ky, VA > ki, o1 2 Akllp+0d = ok = ok, (4.1)
{01} is bounded == - oy is updated finitely often.

Many rules can satisfy these conditions. For example, Mayne and Polak [22] suggest
to take (o > 1):

if ox_1 > ||Ak|lp + 7, then op = 04_y, clse o = max(Gor_y, ||Aellp + 7).  (4.2)
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We can now outline the algorithm, whose convergence is analyzed below. At the
beginning, the iteration index k is set to 1 and the constants w; and wy used in the
PLS algorithm are chosen in (0,1). When the kth iteration starts, an iterate zx € Q2
is known, as well as a positive definite matrix By. Then the PLS technique is used to
determine the next iterate 41, such that 2;4; € , and (3.20) and possibly (3.21)
hold. Then, the matrix Bj is updated, provided the PLS algorithm has not been
interrupted prematurely by an update criterion or the failure of (3.16). Finally, the
penalty parameter is updated according to the rules (4.1).

In unconstrained optimization, the curvature condition corresponding to (3.21)
prevents the step-size from being too small, which is important for the global con-
vergence of the algorithm. In constrained problems, this is not necessary the case,
because condition (3.21) ignores the transversal component of the search path. For
example, when the objective function f is constant the reduced gradient vanishes
and (3.21) is satisfied for any step-sizes, independently of the form of the search
path. Thereforé, something has to be done so that the first step-size candidate a}.
(< ai) will not be too small. For the same reason, the first tangent scaling factor
72 must be chosen bounded away from zero. We gather below additional conditions
that the tuning of the PLS algorithm must take into account in order to get global
convergence.

Assumptions 4.1. We suppose that the determination of the tangent scaling fac-
tors 77 > 0 and the step-sizes a} is such that:

(i) the sequences {r}k>1 and {1/7}i>1 are bounded,

(i7) the sequence {a(,:'l} k>1 is bounded away from zero, ‘
(¢2¢) there exists a constant 8 € (0, 1) such that for all £ > 1 and j > 1, a(z”“ >

0,7
Boy”.

Note that these assumptions are compatible with Assumptions 3.1 and the safeguard
rules given afterwards. Assumptions 4.1 (i7) and (##7) can be satisfied, for instance,
by using Armijo’s backtracking to determine the first step-size candidate a} from
a constant value for ag’l. In quasi-Newton methods, 7 = 1 and 02,1 = 1 are
recommended.

In Proposition 4.2 below, we suppose that a sequence {zx} is generated in Q.
This implicitly supposes that the PLS algorithm never cycles: situation (¢) or (i)
of Proposition 3.2 occurs at each iteration. We denote by dist(z,2°) the Euclidean

distance between a point 2 and the complementary set of 2.

Proposition 4.2. Suppose that f and c arc differentiable on Q with Lipschitz con-
tinuous derivatives, that ¢ is a submersion on Q, that the map A~ is continuous
and bounded on Q, and that Z~ is bounded on Q. Suppose also that the algorithm
for solving problem (1.1) outlined above generates a sequence {zx} in ¢ by the PLS
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method with Assumptions 3.1 and 4.1, and the constants wy, and wy in (0,1). Sup-
pose finally that the symmetric positive definite matrices By used in the algorithm
are such that {By} and {B;'} are bounded. Then, one of the following situations
occurs:
(2) {ok}e>1 is unbounded and {z\ : 0 # o1} has no accumulation point in Q,
(i2) ok is modified finitely often and one of the following situations occurs:

(a) gx — 0 and ¢, — 0, '

(b) @Gk(‘vk) - o0,

(c) dist(zg, Q%) — 0, for some subsequence of indices k — oo.

Proof. Consider first situation (7). Let K be the subsequence of indices {k : ox #
Ok-1, k > ky}. From (4.1)

ok—1 < ||Mllp + 7, for ke K.

As {ok}r>k, is increasing, if it is unbounded, the inequality above shows that
{IlMellp}xex tends to co. Then, by continuity of z — A(z) on Q, {zx : Ok # Ok-1} -
has no accumulation point in 2.

Suppose now that {0k} is bounded. By (4.1), ok is modified finitely often: oy = o
for k > ks, say. Suppose also that O, (zx) is bounded from below and that {zx}
remains away from Q¢. We have to prove that situation (ii—a) of the proposition
occurs. We denote by C' > 0 an “absorbing” positive constant independent of k.

From the definition (3.17) of F;*, the fact that (3.10c) holds fori =1, ..., ix -1,
98 Zity <0, (4.1), and the boundedness of {Bx}, we have

B -1 )
R o= —a ) (o - a0 (ehid))
1=0

lk -1 . .

2w 3 (o~ ad) ) (w2 7i o By i + Glle(zil)
‘lk—l ) lk 1 . )

> C| Y e —a) el + X (o = o)l ] . (4:3)
1=0 =0

As the sequence {G) (2k)}r>k, decreases and is bounded below, it converges. Then,
from (3.20) and w; vi(ar) < F“ [from (3.18) with 7 = 1], we see that Fk — 0.
Therefore, the terms in the right hand side of (4.3) converge to zero when k — oo:

=1

Z 7 (@it — o) llgell* — 0
=0 (4.4)

tkl

Z (e~ a) lle(zi)ll = 0.
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The result (ii—a) will be proved if we show that the step-size candidates c} are
bounded away from zero. Indeed, from (4.4) and Assumption 4.1 (2), this implies
that gx — 0 and ¢ — 0. We proceed by contradiction, supposing that for some
subsequence K of indices

a), —» 0, when k — oo in K. , (4.5)

By assumptions 4.1 (ii) and (ii), we can suppose that, for k € K, a} < 02,1

(therefore a} = aO'Jl for some j; > 2) and o, 0a1-1 < g,
Observe first that we can also suppose that fork e K, ag"‘_l is not accepted
by the search algorithm because the descent condition (3.14) does not hold for ¢ = 0

and a = ag 1= Indeed, otherwise we would have a subsequence K’ C K such that

2]1 -1 1)2(02'j1_1) g, forkek' (4.6)

. We have 12”"4 -y = ao'j‘_l(rotk + 71) and, by assumption 4.1 (212), az’jl_l <
al/B < ai/B. Then, using Assumption 4.1 (i), (4.4), and the boundedness of {Zk 1

{Bkl} and {A; }, we have for k — oo in K

gt 2 tl|? < Cal 7 llgill® — 0,

o 1™ rill < C ot ekl — 0.

Therefore, (xg'j’—l —z) — 0 for £k — oo in K, and (4.6) would imply that
dist(zx, 2¢) — 0 for k£ — oo in K’, in contradiction with our aSSumptlons

Therefore, we can suppose that (3.14) is not satisfied for i = 0, a = ozk'J1 ! and
kekK,ie.,
0,227 > 0, (i) + wy a2 (m 9k T Zete + ALck — U”Ck”) . (4.7)

We obtain a contradiction with (4.5) by showing that this may not occur for too
small ag’“_l. For this, we expand the left hand side of (4.7) about z.
First, using the Lipschitz continuity of f’ on §:

fae+arte+ar) < fo + ot g8 Zets + aAlck + Co? (7'2 Ntell® + ||7‘k||2) :
Similarly, using the Lipschitz continuity of ¢/ on Q, we get for @ < 1:
le(xx+ arte +amll < e = aecll + Ca? (72 [[txll? + lirel?)
lleall = alleall + Co? (7 tall® + lIrell?) -

Grouping these estimates, we obtain for a < 1:
Os(zr+attr+ary) < Oy(ar)+a (r IR 2tk + Afex — 0 ”Ck”)
+Ca® (72 fltal® + lIrell?) -
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Using this inequality in (4.7) gives [recall that a‘(,:’j‘_l <lforke€K]:

(1 —wy )ag’j"1 (r,? gLTBk'lgk - A,Ick + o]]ckH)

< Clag” = P ((RMgell? + llexl?), for & € K.

With the boundedness of { B}, {70}, and {1/77}, and the inequality ¢ > ||\k|lp+5,
we obtain

a9 T gkll? + o9 7 Hlerll < C(a? T2 (llgull? + llewll?) »  for k € K.
By (4.4) and az’j‘_l < al/B, ag’j‘_lﬂckll — 0. Hence, the inequality above gives

0,1 -1 0,i1-1 -
QMM ghll? < C(aPH T ligull?,  for large k € K.
Clearly, this strict inequality shows that {ag'j‘_l}ke;c is bounded away from zero.
Asal > ﬂa%‘"“l, {a}}rex cannot converge to zero, contradicting (4.5).
This contradiction concludes the proof. : a

. When g is Lipschitz continuous on 2, Assumptions 4.1 are no longer necessary
to prove that gy — 0. This can be shown by a standard argument, using (3.21) and
(4.4). But we were not able to prove that ¢ — 0 without them, for the reasons given
above. On the other hand, once these assumptions hold, condition (3.21) is no longer
useful for the global convergence (it is not used in the proof above). In this case, if
the PLS algorithm is replaced by the PLS-esc method described in Section 3.6, the
conclusion of Proposition 4.2 still hold.

5 Numerical experiment

The behavior of the PLS technique introduced in Section 3 and the reduced quasi-
Newton algorithm presented in Section 4 has been tested on a single model problem
with a dimension ranging from n = 2 to 500 and a single constraint. The experiment
has been done in double precision on a SUN SPARCstation 1, with a program written
in Fortran-77.

The test-problem consists in minimizing a quadratic function with diagonal Hes-
sian on the unit sphere. The function f to minimize and the constraint function ¢
are defined on @ = {z € R": z(;) > 0} by

1 1
f@) =353 (ewzm — 1% e(a) = §(|I$II% - 1).
1=1 )

Here v;, denotes the ith component of a vector v. The constants a(; are set to
() i p (1)
(n+1—1)/n, for 1 < i< n. The problem is more and more difficult to solve as
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n increases because the order of the updated matrices and the condition number of
the reduced Hessian of the Lagrangian increase with n.

The Jacobian matrix of the constraints A(x) = z7 is surjective if = # 0. The
matrix Z~(z) whose columns form a basis of the tangent space to the constraint
manifold and the restoration operator A~(z) are chosen as follows:

- -7 - z

e A

where Z is the vector of R*~! formed of the last n — 1 components of z and I,_; is

the identity matrix of order n — 1. These matrices are well defined and injective for

z € Q. The form of A™(z) shows that the transversal steps are chosen orthogonal

(for the Euclidean scalar product) to the tangent space of the constraint manifold.
Table 1 gives some information on the problems: n is the number of variables

n| z.y | k2(B.)

21 0.69 1.
51 0.53 6.
10 | 0.42 9.

20 | 0.32 14.

50 | 0.22 26. .
100 | 0.16 |- 46.
200 | 0.12 84.
500 | 0.075 192.

Table 1: Test-problems.

(hence n—1 is the dimension of the constraint manifold), Z.(1) is the first component
of the solution and x3(B.) is the £; condition number of the reduced Hessian of the
Lagrangian at the solution (computed by the LAPACK program DSYEV).

To globalize the algorithm, the exact ¢, penalty function (with the £;-norm in
(1.7)) is used with oy = 2||A| initially. Next, o4 is updated by the rule (4.2) with
& = 01/100 and & = 2. The initial point z; has its ith component set to (—1)*~110
and the algorithm stops at the point zj if

llekllz €107 lerllz ~and  lgkllz € 1077 lgulla.

The decision to start a PLS, instead of a simple Armijo backtracking, is taken by
an update criterion: if ||7xll2 < pillefgoll2 itkll2, an update is desirable and the PLS
is started as explained in Section 3.2. In this criterion, p-is set to a positive constant
such that equality occurs initially, £ & 2 is the index of the last but one iteration- at
which an update occurred before iteration k (see [13] or [15]), and e} = a}dx.
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As far as the PLS algorithm is concerned, we have always set p,, = 1 in (3.12),
which corresponds to a demanding search. The results with pj, = 0 hardly differ, es-
sentially because the unit step-size is usually accepted by the PLS. The first tangent
scaling factor 72 and the step-size candidates a}c’l are always set to 1 and af + 1,
respectively. Safeguarded quadratic interpolation is used to determine the interme-
diate step-sizes {a}’}I_,. When the PLS algerithm succeeds (situation (z) of Propo-

sition 3.2), the matrix B;l is updated by the inverse BFGS formula. The first time
this occurs, say for k = ko, the inverse matrix is first initialized to 7ko5ko/||7ko”21
before being updated.

The results of our experiment are given in Tables 2, 3, 4 and 5, in which some
common symbols are used: ‘n’ is the dimension of the problem, ‘iter’ is the number
of iterations, ‘func’ is the number of function calls, ‘lin’ is the number of times the
constraints are linearized, ‘skip’ is the number of times the matrix update is skipped,
and ‘o " is the number of increases of the penalty parameter. The meaning of the

other symbols are given below.
' To serve as a reference, the first runs have been made with Armijo’s backtracking -
“along di = tx + ri and the skipping rule: if at the point found by the search ’7{6;‘
is positive, By is updated, otherwise the update is skipped. The results are given in
Table 2.

n | iter | func | skip [ ¢ /
2| 17 23 1 0
5] 55 58 1 1
10| 88 93 5 1
201110 1164 21 2
50 | 82 89 3 3
100 | 83 95 2 3
200 | 72 90 3 4
1 5

500 { 91 981 1

Table 2: AS-skip: Armijo’s search and skipping rule.

In the next experiment, Armijo’s backtracking is still used, but a correction is
made to é; when 7, 65 is not sufficiently positive (see Powell [28]): 6 = 08, +(1—0)74,

where
1 if 7, 6L>027Bk Tk
6= 0.8 —llal— otherwise.

B =y RN

The update of B,\,'1 is then made with &, instead of 8;. Table 3 shows the results;
‘P-cor’ is the number of Powell’s corrections. We see that this algorithm works
usually better than the method with skipping rule (although the difference is not
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n | iter | func | P-cor | o
2 17 23 | 0
5| 55 58 2 1
10 | 86 89 3 1
20 98| 110 14 2
50| 74 82 6 3
100 f 95§ 118 18 3
200 78 89 4 4
500 | 104 { 132 11 5

Table 3: AS-Powell: Armijo’s search and Powell’s correction.

important), except for the cases n = 100 and n = 500, for which AS-Powell is
surprisingly much worse.

The last two experiments use the PLS technique, provided the update criterion
mentioned above holds. Hence, an update skip occurs when the PLS is interrupted
by the update criterion or by the test on the penalty parameter. In the first ex-
periment, whose results are in Table 4, the plain PLS method described in Sections

n|iter [ lin func | skip | ¢ /
2| 17 18 23 3 0
5| 53 62 65 3 1
10070 | 82 87| 3 1
20 75 | 173 178 ] 4 2
50 | 82 | 107 121 4 3
100 | 382 86 98 5 3
200 | 80 | 142 165 5 4
500 | 97 | 164 195 6 5

Table 4: PLS: Piecewise line-search and update criterion.

3.2 and 3.4 is used with 7} always set to 1 (without tangential extrapolation). A
first observation is that the PLS algorithin never cycles, as this is suggested by the
theory (Proposition 3.2). Now, comparing the number of linearizations with those of
the previous experiment, we see that the results are not very satisfactory: the PLS
algorithm requires a great number of inner iterations. By looking more precisely at
the results, however, we have observed that the deterioration is mainly due to a few
iterations (never more than 5 for each run), during which the behavior of the PLS
is very bad, in a way that may be viewed as the one described in Section 3.6.

The last experiment is done with the PLS-esc algorithm of Section 3.6. The
results are given in Table 5. The PLS algorithm is interrupted as soons as condition
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n [ iter { lin  func | esc | skip | ¢ /~
21 17 18 231 0 3 0
5| 52 56 60| 0 3 1
10 | 80 85 9 1 1 3 1
20 | 72 79 82 | 1 3 2
50 [ 79 84 94 | 1 3 3 -
100 | 81 85 95| 2 4 3
200 | 69 77 841 3 4 4
500 | 97 | 108 131 | 4 6 5

Table 5: PLS-esc: Piecewise line-search (with escape) and update criterion.

(3.24) holds. Furthermore, the tangent scaling factor { may be different from 1:
either a safeguarded extrapolation formula is used or (when this is useless, which is
generally the case) r,i is doubled at each inner iteration (provided the descent test
(3.10b) has always been verified with o} = 0’2-—]'] during the current PLS). The
number of “escapes” are given in a column labeled by ‘esc’ in Table 5: it is the
number of times condition (3.24) differs from (3.21). We see that, despite the very
few “escapes”, the results improve dramatically. We also observe that the number
of additional inner iterations used by the PLS-esc algorithm (= ‘lin’ — ‘iter’ — 1) is
small. The results of PLS-esc compare favorably with those of the other techniques.

To summarize, we add up the number of iterations, linearizations and function
calls for the considered algorithms: see Table 6 (for every run with AS-skip or AS-

Algorithm | iter | lin | func
AS-skip 598 | 606 | 662
AS-Powell | 607 | 615 | 701
PLS 550 | 834 | 932
PLS-esc 547 | 592 | 659

Table 6: Compared performance of the algorithms.

Powell, ‘lin’ = ‘iter’ +-1). This allows us to make a comparison. If the PLS-esc

technique appears to be the best one, the difference with the other search methods
"is not significant. Moreover, our experiment is limited to a single problem, which
impedes to make firm conclusions. We believe, however, that this limited number
of tests validates the PLS approach.
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