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Abstract: In this paper, we propose a new statistical framework for modeling and ex-
tracting 2D moving deformable objects from image sequences. The object representation
relies on a hierarchical description of the deformations applied to a computed template.
Global deformations are modeled using a Karhunen Loeve expansion of the distorsions ob-
served on a representative population. Local deformations are modeled using (first-order)
Markov processes. The statistical hierarchical model is used to represent the a prior:
structure of the shapes to be extracted from the image sequence. The optimal bayesian
estimate of the global and local deformations is obtained by minimizing a global objec-
tive function depending on the global deformation parameters and on the local random
deformation process. A partial optimal solution is estimated by stochastic and determin-
istic relaxation procedures. The use of global optimization algorithms yields robust and
reliable segmentations in adverse situations such as low signal-to-noise ratio, non-gaussian
noise or occlusions. This procedure also leads to solutions which do not depend on the
initial configuration of the model. The technique is demonstrated on synthetic as well as
on real-world image sequences showing moving hands with partial occlusions.
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Un modele statistique hiérarchique pour la
segmentation d’objets déformables dans une
séquence d’images

Résumé : Dans cet article, nous proposons un cadre statistique général pour la modé-
lisation et la segmentation d’objets déformables bidimensionnels en mouvement dans des
séquences d’images. La représentation de 'objet s’appuie sur une description hiérarchique
des déformations appliquées a une forme prototype. Les déformations globales sont iden-
tifiées au moyen d’une décomposition de Karhunen Loeve des distorsions observées sur
une population représentative. Les déformations locales sont modélisées par des processus
markoviens. Le modéle statistique hiérarchique est utilisé pour représenter la structure a
priori des formes a extraire dans la séquence d’images. L’estimée bayesienne optimale des
déformations globales et locales est obtenu par minimisation d’une fonction d’énergie glo-
bale dépendant des parameétres globaux de déformation et du processus des déformations
locales. Une solution optimale partielle est estimée par des procédures de relaxation sto-
chastique et déterministe. L’utilisation d’algorithmes d’optimisation globale produit des
segmentations fiables et robustes dans des situations diverses telles qu’un faible rapport
signal-a-bruit, la présence d’un bruit non gausssien ou d’occlusions. En outre, cette procé-
dure conduit a des solutions indépendantes de la configuration initiale du modele. Cette
technique a été validée sur des séquences d’images synthétiques et réelles présentant des
mains en mouvement avec des occlusions partielles.

Mots-clé : modeles déformables, estimation bayesienne, optimisation globale, segmen-
tation au sens du mouvement
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1 Introduction

Up to the middle of the eighties, the models developed in computer vision
have essentially been specified for the description and the analysis of rigid
objects undergoing rigid movements. The representation and processing of
deformations has recently gained considerable popularity (especially in the
last five years). In an increasing number of applications fields (remote sen-
sing, meteorology, oceanography, biological or biomedical images, analysis
of human motion, turbulence analysis), the shapes and dynamic phenomena
to be modeled may undergo deformations which have to be analysed and
characterized.

The introduction of deformable models to represent such phenomena is
motivated by different points :

e at first, the model enables to take into account complex a priori know-
ledge on the structure of the objects to be handled and their variability.
This a priori knowledge leads to more robust segmentation or tracking
schemes ;

e secondly, deformation analysis yields promising future prospects as far
as the characterization and the interpretation of the dynamic behavior
of complex objects is concerned.

In this paper, we study the representation of the outline of 2D defor-
mable shapes in the image plane. Our approach relies on the description of
the shape of interest by a deformable template which incorporates (statisti-
cal) knowledge about the shape, including its variability. The deformations
of the original template are represented using a hierarchical model. Global
deformations parameters include transformations from the group of simi-
larity (translation, rotation, scale) and parameters which control the main
variation modes of the original template. The group of similarity trans-
formations enables global registration of the shape on the input data. To
represent global deformations of the shape, a technique described recently
by Cootes el al. [11] has been adopted. Cootes et al. [11] propose to retain
the first modes of variation in the Karhunen-Loeve (KL) expansion of the
deformations observed on a representative population. Local deformations
are modeled, at a second level of the hierarchical representation, as local
random perturbations on the outline of the globally deformed pattern. This
local deformation process is assumed to be a first-order markov process,
which takes into account dependencies between the local deformations ap-
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plied to neighboring points. This local process can be seen as a refinement
of the global deformations applied to the input pattern.

The general mathematical framework under concern to perform segmen-
tation is based on global bayesian estimation. The joint distribution of the
deformable template is derived and a Maximum A Posteriori (MAP) estimate
of its deformations is obtained by minimizing a global energy (objective)
function describing the interactions between observations (spatial or tempo-
ral gradients extracted from the image) and the deformation process. The
similarity transformations and the global deformation modes are considered
as parameters of the probabilistic model. These parameters are estimated
using a Maximum Likelihood procedure. The global optimization of the
joint-likelihood of the model is performed with a fast stochastic relaxation
procedure. The low dimensionality of the problem enables to compute quasi-
optimal estimates in reasonable cpu time. Only a few (typically between 5
and 10) relevant modes are indeed used to represent the global deformations.
Local deformations are estimated in turn, using a deterministic relaxation
procedure.

The introduction of a statistical model and global optimization proce-
dures has several advantages :

o [t leads to segmentation schemes which are robust to noise. The me-
thod shows indeed an excellent robustness to high noise levels and to
non-gaussian noise statistics.

e The final configuration of the deformable template does not depend on
the initialization. This point is of course important in non-supervised
segmentation schemes.

The remainder of this paper is organized as following : in Section 2, we
briefly describe the different approaches proposed in the literature to mo-
del deformable shapes. In Section 3, we describe the hierarchical deformable
model considered in this paper. The joint likelihood of the global statisti-
cal model is derived and the different optimization procedures used in the
bayesian estimation of deformations are presented. Experimental results are
reported in Section 4. Synthetic images with very low signal-to-noise ra-
tio, non-gaussian noise and occlusions are first processed. The method is
also demonstrated on real image sequences showing hands moving against a
background with partial occlusions.
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2 Deformable models in image analysis

Deformable models are mathematical models which incorporate knowledge
about shapes and their variations, [18]. These models have been used in still
as well as in the analysis of dynamic images to extract, track or characterize
deformable objects.

Different classes of deformable phenomena may be encountered ;

e articulated objects (composed of rigid parts),

e structured shapes undergoing elastic deformations (hands, biomedical
or biological shapes,...)

e fluid deformable phenomena (clouds,...).

The models we consider in this paper are suited to the representation of
objects belonging to the two first classes.

Since the early work of Kass, Witkin and Terzopoulos on active contour
models (or snakes) [21], deformable models have gained increasing popula-
rity in computer vision, [9, 19]. First considered in static image segmenta-
tion, these models are now used with success in image restoration [18], to
track deformable structures in image sequences [8, 20, 25] or to characterize
objects with the help of deformation analysis, [2, 19].

Computer vision methods relying on deformable models are often ex-
pressed as the minimization of (global) energy functions describing the in-
teractions between the observed data and the parameters of the model.
Deterministic or stochastic optimization methods are used to this end. De-
terministic approaches converge to model configurations corresponding to
local minima of the energy function. Initialization, close to the desired so-
lution are therefore required [9, 11, 21]. Stochastic schemes may be used to
obtain optimal solutions but are often cpu expensive [1, 19, 18].

General purpose closed contours (“snakes” and variants) controlled by
elastic forces based on local curvature, inflating forces and image based
potentials (created for instance by local edges) have been used to extract
continuous contour lines [3, 10, 9, 15, 21, 23, 36]. Their limits and drawbacks
are now well-known, [3, 9, 23]. The optimization of the energy function
associated to these models is performed using variational principles and
finite differences techniques, [3, 21] which need an appropriate initialization
to converge to a relevant solution. Automatic procedures have been proposed
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in this context [29]. Snakes are not well adapted to the modeling of shapes
with discontinuities although some techniques have been proposed recently
to take them into account, [3]. These models have been generalized to the
representation of deformable surfaces by Cohen et al [9] for 3D segmentation
in medical imaging. Finite element methods have been introduced in this
context.

Application-tailored parameterized templates have also been proposed in
cases where strong a priori knowledge about the shape to analyse is available.
The parameterized templates described by Bouthemy [5] and Yuille, [24, 37]
rely on a specific description of the structure of the shape to be represented.
These models have been used to detect atmospheric disturbances in meteo-
rological pictures [5] and to extract and track deformable features such as
eyes or lips in human faces [37]. These models are hand-built using simple
parameterized 2D geometric representations and adjusted by minimizing an
energy function.

3D physical models based on rigid and deformable parts, primarily used
in Computer Graphics, have been considered in image analysis to segment
and track deformable objects [26, 28, 27, 34, 35, 33]. Deformable structures
are modeled using parametric models such as superquadrics [33] or other po-
lynomial shape models [27]. The evolution of the shape is governed by the
laws of rigid and non rigid dynamics expressed by a set of Lagrangian equa-
tion of motion. Modal analysis methods (stemmed from mechanics) have
been introduced in this context. These methods allow to generate different
shapes using the free vibration modes of parametric models [26, 27, 33].

A dual point of view on elastic matching focuses on models of random
deformations for a given initial shape (deformable template). Grenander et
al[2, 18] and Mardia et al. [25] have obtained very promising results in image
restoration and segmentation by considering statistical deformable models
which describe the statistics of local deformations (transformations) applied
to an original template. Markov models have been introduced, along with
bayesian estimation methods in order to derive the optimal random defor-
mations [18]. Monte-Carlo techniques are used to compute the Maximum
A Posteriori (MAP) estimate of these local deformations. Due to the large
size of the space of configuration, the computation of the MAP estimate is
computationally demanding [18], when no initial guess, close to the optimal
solution can be provided.

In this paper we propose an alternate approach which relies on a hie-
rarchical statistical description of deformations in which both global and
local deformations are represented. Global deformations are described with
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a reduced number of parameters that are optimized with a fast stochastic
optimization technique. Local deformations are introduced to refine the glo-
bally deformed template. The global description of deformations we consider
relies on a (statistical) modal decomposition based on the Karhunen-Loeve
transform. Staib and Duncan, [32, 31] have proposed to use a decomposition
on a Fourier basis, associated to iterative minimization techniques to analyse
deformable objects. Cootes et al, [12, 11] consider the Karhunen-Loeve (KL)
decomposition of the global deformations observed on a training set of repre-
sentative shapes. KL analysis allows to approximate the global deformations
of the original template by superimposing the main variations modes extrac-
ted from the shapes belonging to the learning set. Five to ten parameters are
usually sufficient to obtain an accurate description. In [12, 11], these global
deformation parameters are adjusted to fit the model on edges extracted
from the image. A deterministic relaxation scheme, which requires an initia-
lization close to the optimal configuration, is used to find the deformation
modes [11].

The method we present here combines the advantages of fast global opti-
mization techniques (which are insensitive to initialization) with a compact
hierarchical statistical description of deformations. This yields fast model
adjustment and robust segmentation. The proposed model is described in
the next section.

3 A hierarchical statistical deformable model

Our approach relies on the description of the object class of interest using a
”deformable template” which incorporates a priori knowledge on the struc-
ture of the object and its variability. A particular configuration of the de-
formable shape is derived from the original template by specifying two kind
of transformations (figure 1) :

e global deformations correspond to transformations from the group
of similarity (rotation, translation, scale) and to the main variation
modes associated to a KL transform of the deformations observed on
a training set, as proposed by Cootes [12].

e local deformations are modeled as a random process which modifies
locally the location of the points belonging to the globally deformed
template.
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This hierarchical decomposition of deformations enables an accurate ap-

proximation of the outline of the deformable shape.

global
deformations
M(k,0©)
T
b
local
deformations
(| r

Figure 1: Hierarchical description of deformations

3.1 Description of global deformations

To identify the main variation modes of the shape of interest, an (off-line)
training procedure is performed on a representative population.

The shapes from the training set are approximated by their polygonal

outlines, obtained by standard edge detection and edge linking operators.

The different shapes are aligned in the same way with respect to a set of
axes, using the method described by Cootes et al. in [12]. The most salient
points of the outline are labeled in a consistent way and the original template
is defined as the “mean shape” of the set of aligned shapes (figure 2).
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Figure 2: A 29 point model of a hand
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Let @3 be the vector representing the n labeled points of the ith shape
in the training set :

- T
€T = (-rilv Yils T42, Yi2y oy Liky Yiky ooy Tin,y yzn) (1)

the mean shape Z* is defined as

= - T (2)

where Ny is the number of shapes in the training set.
The variabilities within the training set are characterized by the displa-
cements d, of the different labeled points with respect to the mean model :

—

dy, = @; — Z* (3)

The variation modes of the model are described by the unit eigenvectors
pi (1 =1 a 2n) of the covariance matrix 5, defined by :

AL
5= d;‘ d;i (4)
N, 2
and :
Sp; = Aip; (5)

where A; is the ith eigenvalue of S. Figenvectors associated to the largest
eigenvalues correspond to the most significant variation modes. The new
basis associated to this KL transform is :

b = Plde = PT(z- ) (6)

where P = (pi, p2 ,. .., Pzn) is the eigenvector matrix and (;corresponds
to the parameters of the deformations in the new basis. An accurate des-
cription of the main variation modes may be obtained by retaining only the
m eigenvectors associated to the m largest eigenvalues [12] :

F = T+ Pnbn (7)
where P, = (p1, p3 ,. .., Pm) and by = (b1,bg,...,b,)T.
The global deformation of the statistical model will thus be characterized
by the control parameters b;, ¢ = 1,..., m.
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Eigenvalue | A;/ S22, A; | total %
A 44% 44%
Ao 21% 65%
A3 14% 79%
Ay 6% 85%
As 5% 90%
Ag 4% 94%
Ar 3% 97%
s 2% 99%

Table 1: Normalized eigenvalues computed on a training set of 27 point mo-

dels of hands

Table 1 presents the eigenvalues computed on a 27 point model of a hand,
using a training set of 11 shapes. The percentage of the total variation that
is accounted for by each eigenvalue is given in this table. We can notice that
a few modes only (from five to seven) integrate more than 90% of the total
variability.

Besides the global deformation parameters, we also consider global trans-
formations from the similarity group which lead to the following model X*
for global deformations :

X5 = M(k,0) [# + Pubn] + T (8)
The transformations from the similarity group include a translation
T = (lg,ty,lz,1y,...), a rotation (of angle #) and a scale change by a
factor k :
kcos —ksind 0 0 0
ksin®  kcosl 0 0 0
M(k,0) = 0 0 kcos® —ksinf 0 (9)
0 0 ksin®  kcosd 0
0 0 0 0

3.2 Modeling local deformations

Due to the KL transform and other approximations, model (8) only accounts
for the global deformations of the shape of interest. A local deformation
process is introduced to refine this first (eventually crude) description. Local
deformations are modeled as random perturbations on the location of the
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points belonging to the globally deformed pattern. This local deformation
process { is assumed to be a first-order markov process, which takes into
account dependencies between the local deformations applied to neighboring
points. The global statistical model, taking into account global and local
deformations becomes :

X = M(k,0)[# + Pubn] + T + 7 (10)

where :

{= (t_{, ly b, t;n) is the random local deformation process applied on
the n labeled points. { is assumed to be a zero-mean Gauss-Markov random
process :

1 1. -
p(1) = o P —EtTR_lt (11)

where R is the covariance matrix of £ and C is a the partition function.
Under first-order assumptions on this Markov random process, the joint
distribution of vector { may be rewritten as :

1 15 1 1

) = —exp — = —(t; — i) + =6 12

P = gemn =g Dlgl —wal + 51 (2)

where o? and €7 are the parameters of the model. ¢? weights the interac-

tions between neighboring points. As far as ¢? is concerned, low values for

o? draw the shape towards the globally deformed model X*. These parame-

ters have been considered constant and adjusted to the same values in all
experiments.

3.3 Application to image segmentation

Unsupervised image segmentation remains a fundamental issue in low-level
image analysis and computer vision since most high-level processing schemes
must rely on reliable and robust segmentations. The purpose of segmentation
is to partition the image into meaningful components. Each component cor-
responds to a region of similar attribute (luminance, color, texture, depth,
motion, etc.) [6, 13, 17]. The extracted components may be used in a second
step in medium or high-level identification or interpretation schemes.
Significant improvements have been obtained in segmentation problems
by introducing global statistical models such as Markov Random Field mo-
dels or deformable models [16, 19, 18]. In this paper we consider the pro-
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blem of extracting (and tracking) moving deformable objects in an image
sequence.

3.3.1 Bayesian estimation of deformations

The hierarchical statistical deformable model defined in the previous section
is used as an a priori model within a global bayesian estimation scheme. To
estimate the deformations, the method proceeds as follows :

e One or more specialized modules extract from the image sequence, low-
level features (spatio-temporal gradients) that will be used as observations
in the estimation process.

e Observations are combined, within a global statistical model, with a priori
knowledge on the structure (and variability) of the shape, in order to derive
estimates of the deformations.

This defines a consistent mathematical framework for determining the
global and local deformation parameters of the template. The joint distri-
bution of the local deformations is derived and a Maximum A Posteriori
(MAP) estimate of the deformable template X is obtained by minimizing a
global energy (objective) function describing the interactions between ob-
servations (spatial or temporal gradients extracted from the image) and the
deformation process.

It is easy to verify that the prior distribution of X is a first order Gauss-
Markov distribution (according to the assumption on the statistics of L, see
Eq. 12):

X)) = Zemp o (F - X9T R (X -5 (13)
with :
X = X* + 1 (14)
and
X5 = M(k,0) [# + Pubn] + T (15)

This prior distribution controls the local and global deformations of the
original template. The global similarity transformations M(k,#), T and the
global deformation modes b, are considered as deterministic parameters of
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the probabilistic model (Eq. 13) and are estimated separately using a Maxi-
mum Likelihood (ML) method.

Let now O = (Os, s € 5) designate an observation field defined on a
rectangular lattice S (in our image sequence analysis problem, observations
are related to the spatiotemporal variations of the intensity function).

The Maximum A Posteriori (MAP) estimate of the deformable template
is defined by :

>

Xopt arg m%X p(‘f|0)
X

= argmax p(O|X)p(X) (16)
X

The distribution p(O|X) describes the interaction between the observa-
tions and the deformations to estimate. This distribution is described in the
next section.

3.3.2 Segmentation model

We have considered here the particular problem of the extraction of moving
objects from images sequences in the case where the camera is static. In this
context, we rely on observations related to temporal gradients extracted
from the image sequence.

Let I;(s), s € S denote the intensity function, where s = (z,y) desi-
gnates the 2-D spatial image coordinates and ¢ the time axis. In order to
extract moving objects from the image sequence, temporal variations are
computed using two complementary methods. The first one measures varia-
tions O1(s) on three successive images ; the second one estimates the changes
O3(s) between the current image and a reference image which is created and
updated on line :

Ox(s) = min(|L(s) = La(s)], [raa(s) = Li(s)])
[Lres(s) = Ii(s)| (17)
(s

The reference image I,.f(s) is obtained using a linear estimator of the
background described in [14] . Observations O;(s) present high values for
points belonging to a moving object and low values for background points.
Temporal gradients such as O1(s) are known to yield poor observations in
homogeneous regions. The second observation Oy(s) based on a reference

)
[}
—~

VA
~—

(l



Segmentation of deformable objects 13

image is less sensitive to this problem and is used as a complementary in-
formation.

Distribution p(O|)_()) is specified by describing the interactions between
local observations O1(s) and Oz(s) and the configuration of the deformable
model. For a given configuration of the template, the image can be partitio-
ned into two regions : the inside of the template X (denoted R™) and the
outside of X (denoted R™) corresponding to the background. The following
(Gibbs) distribution is adopted for p(0]X) :

WOIX) = Sep—[ X [0 =11+ X [0(s)-0] ] (18)

s € R™ s € Rt
where :
O(s) = maz(I's(01(s)),[5(0a(s))) (19)
Lyy) = 1 if y>n
Iy(y) = 0 else (20)

and C’ is a normalization constant.

This distribution tends to enclose moving points inside the deformable
model and to reject static points belonging to the background outside the
outline of the model.

3.3.3 Global optimization

The Maximum A Posteriori (MAP) estimate of the deformable template may
be expressed as :
Xopt = argmax p(O]X)pe(X) (21)

where © denotes the global parameters of the model :
O = (M(k,0), T, by,) (22)
The joint distribution may thus be rewritten as a Gibbs distribution :
. . 1 .
p(O|X)p@(X) = Zel'p - U@(OvX)v (23)

with the following energy function :
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Us(0,X) = > 10(s)—1] + > 10(s)-0| (24)

€ s € Rt

R~
+ S (X-X"HTR (X -X".

N = @

Let us notice that the partition function Z does not depend on the glo-
bal parameter ©. To estimate the global parameters ® we have adapted a
method recently described by Lakshmanan et al. [22] for estimating global
model parameters in Markov Random Field-based unsupervised segmenta-
tion. Model parameters are estimated alternately with the configuration of
the model, yielding a partial optimal solution [22]. In our case, the global
parameters O are estimated using a Maximum Likelihood procedure. A glo-
bal optimization of the joint-likelihood (Eq. 23) with respect to parameter ©
is performed with a fast stochastic relaxation procedure. The MAP estimate
of the deformable template X is then approximated using a deterministic
relaxation scheme.

This two optimization steps have to be performed alternately according
to the following procedure [22] :

Initialization : X, = &*

Do alternately :

e perform a stochastic optimization to determine the global model
parameters ©.

Ot = Arg Ming Ue(O, Xopt) (25)
e perform a deterministic local relaxation using a modified ver-

sion of the ICM algorithm [4] to determine the local deformation
process {.

Xopt = Arg Alin{)—(* - X% 4 # Ue,,.(0,X) (26)

End do
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In practice only one iteration of this optimization loop is performed.
This procedure has shown to provide good and stable results and additional
iterations have only produced slight improvements on the final estimates.

In most methods involving deformable templates (apart from the work
of Grenander [18]), deterministic minimization algorithm are used. They
are known to be very sensitive to local minima of the objective function to
minimize. The global optimization process which is considered here does not
have this drawback : it is robust to noise, occlusions and does not require
an initial configuration of the model close to the optimal solution, as will be
seen.

Contrary to the model of Grenander [18] which only describes local defor-
mations, the hierarchical model proposed here may be optimized efficiently
thanks to the reduced number of global parameters. The local deformations
are identified using a deterministic relaxation algorithm (1cm) which has
fast convergence properties. Local minima are not a problem since the first
step (global optimization) provides a good initialization for the deterministic
refinement procedure.

The global optimization which has been implemented relies on a standard
simulated annealing algorithm based on the Gibbs sampler dynamics [16]
(the Metropolis algorithm has been tested with similar results). It is easily
shown that the global energy variations AU, for each new configuration to
be tested, only depends on regions A U C depicted on figure 3.

T

configuration at iteration [

configuration at iteration [+ 1

Figure 3: Regions concerned by the computation of global energy variations
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To determine these different regions, the model is delineated using the
standard Bresenham [7] algorithm and regions RT and R are obtained
using the Smith [30] coloring algorithm.

4 Experimental results

In our experiments, we have considered the segmentation of shapes corres-
ponding to hands moving against a background. The case of hand patterns,
studied by Grenander [18], Cootes [12, 11] and other authors (on static
images) provides a good example of a complex deformable structure. Syn-
thetic observations corresponding to motion detection maps have first been
generated from real hands outline in order to study the effect of (non gaus-
sian) noise and partial occlusions. Results on real-world image sequences are
also presented.

Figure 4: Intermediate steps in the segmentation process (see text)

In the first experiments on synthetic images, the detection map {O(s), s €
S} has been simulated. More precisely, we have considered an image in which
the inside of the hand is constant and equal to 1 (moving object) and the
outside of the hand is equal to 0 (background). The outline of the hand is the
boundary of a real hand (which does not belong to the training set)!. This
“synthetic” image is corrupted by changing, with a given probability p, the
values of the binary observations O(s). Very low signal-to-noise have been
simulated as well as occlusions. On these synthetic examples, a 40 point mo-
dels has been specified to represent the hand. 11 different (representative)

!The training set has been built from discretized outlines of scanned images of hand.
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hand configurations have been used in the training set. In the KL trans-
form the 9 first most significant variation modes b;, corresponding to 95 %
of the observed variability have been retained. In the optimization process,
parameters b; are bounded within a three standard variation interval :

=3V <bi <3V (27)

Figure 5: Segmentations with different signal-to-noise ratio

Figure 4 presents the result of the MAP estimation with a signal-to-
noise ratio corresponding to p = 0.2 . The noisy observations O(s) are
shown. The initial template configuration is generated at random, and can
be seen in the lower right part of the image (figure 4a). Figure 4b shows the
result of global optimization on the similarity transformation parameters
only (translation, rotation and scale parameters). The optimization of the
different deformation modes (figure 4c) enables to refine the template and
to segment the shape accurately.

Figure 5 shows segmentations obtained with the same scheme on images
with different signal-to-noise ratio (corresponding respectively to p = 0.2,
0.3 and 0.4). We notice that the hierarchical statistical model is able to
recover the underlying shape, even with very low signal-to-noise ratios (see
for instance figure 5c¢).

In the case of figure 6 occlusions (in addition to noise) have been simula-
ted. In figure 6b and 6c¢, fingers have been suppressed by “digital surgery”.
These different results tend to prove that the approach is robust to occlusions
and to non gaussian noise. The method is able to find a relevant template
configuration although some important observations have been lost.
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Figure 7 presents the processing of a real-world image sequence composed
of six successive frames. The original sequence was composed of more than
one hundred frames. The algorithm was able to extract and track the hand
reliably over the whole sequence. The tracking was performed by initiali-
zing the deformable template in the current frame by the final configuration
obtained on the previous frame. This initialization is close to the new confi-
guration if the temporal sampling of the sequence is tight enough. A good
initial configuration enables to use a faster annealing schedule in the global
optimization process and thus to save cpu time. A slower annealing schedule
was used on the first frame for which a random initialization was provided.
Let us notice, however, that a pure deterministic optimization procedure
was unable to track the structure reliably over the sequence (due to many
local minima in the energy function).

In this first real-world example, the hand is moving against a homo-
geneous background (a textured background is used in the next example).
Figures 7a to 7c and 7g to 7i show the result of the global optimization step
on the translation-rotation-scale transformations and on the global defor-
mation parameters. A quite accurate result is already obtained in this first
preliminary step, which defines the initialization for the local refinement.
The results of the deterministic relaxation process (local refinement) are
depicted in figures 7d to 7f and 7j to 7k.

The model adopted in this case was a 30 point model built from a training
set of 22 hands which belonged to different persons?. We have considered
in each case the seven most significant deformation modes corresponding to
90% of the total observed variability.

In all experiments the parameter values 0 = 4 and €7 = 1 were adopted.
The results turned out to be largely insensitive to the adjustment of these
parameters (due to the unsupervised global optimization step). The total cpu
time, on a Sun-4 station (sun IPX) was about 8 minutes for the complete
processing of one 256x256 frame. This algorithm is of course slower than the
deterministic scheme proposed by Cootes [11] (about 52.5s on a workstation)
but it does not require an initialization close the optimal configuration and
is less sensitive to local minima. Contrary to the method described in [11],
which is edge-based, the approach presented here is region-based which leads
also more robust results.

The robustness of the approach is best illustrated on a second sequence
showing a hand moving against a textured background (figure 8). The se-

?The processed images did not belong to the training set.
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Figure 7: Segmentation and tracking of a moving hand using the hierarchical
deformable model (homogeneous background). a-c and g-i: result of the opti-
mization on the global parameters © of the model on six successive frames.
d-f and j-l: final MAP estimate (including the local deformation process).




Segmentation of deformable objects 21

quence also contains a partial occlusion situation (figures 8g to 81) in which
two fingers disappear behind an object which is located in the foreground
of the scene. Six frames are presented. The deformable model is the same
as in the previous example. Again, figures 8a to 8c and 8g to 8i show the
result of the first global optimization step on the translation-rotation-scale
transformations and on the global deformation parameters. The results of
the deterministic relaxation process are depicted in figures 8d to 8f and 8j to
8k. The hierarchical model and the statistical approach are able to segment
the shape, to track it and to maintain it even in the partial occlusion area.
The observations O(s) (Eq. 19), corresponding to the different frames of this
sequence are presented in figure 9. As can be seen the observations are noisy
and partial (in the occlusion area).

5 Conclusion

In this paper, we have presented a global bayesian framework for modeling
and processing deformable shapes. The technique relies on the definition of
a deformable template on which hierarchical deformations are applied. The
deformations are described using global statistical models and the optimal
bayesian estimate of these deformations is computed using stochastic and
deterministic optimization techniques.

This approach has been demonstrated on synthetic as well as on real-
world images sequences for the segmentation of moving deformable objects.
It is shown to be robust even in adverse situations (very low signal-to-noise
ratio, non gaussian noise and occlusions).

The proposed modeling and algorithmic framework is comprehensive and
suited to the representation of a large class of deformable objects. It may
be adapted to segmentation problem based on other image attributes (lu-
minance, color, texture, depth, etc.). The use of a hierarchical deformable
model also yields promising future prospects as far as the characterization
and the interpretation of the dynamic behavior of complex objects is concer-
ned.
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]

Figure 8: Segmentation and tracking of a moving hand using the hierarchical
deformable model (textured background and occlusions). a-c and g-i: result
of the optimization on the global parameters © of the model on six succes-
sive frames. d-f and j-l: final MAP estimate (including the local deformation
process).
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Figure 9: Observations maps O(s) computed on the image sequence of the
moving hand (textured background and occlusions). The original sequence is
presented figure 8.
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