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Abstract

Crochemore and Perrin discovered an elegant linear-time constant-space string
matching algorithm that makes at most 2n — m symbol comparison. This paper shows
how to modify their algorithm to use fewer comparisons.

Given any fixed € > 0, the new algorithm takes linear time, uses constant space and
makes at most n + [14£(n — m)| symbol comparisons. If O(logm) space is available,
then the algorithm makes at most n + |3(n — m)] symbol comparisons. The pattern
preprocessing step also takes linear time and uses constant space.

These are the first string matching algorithmms that make fewer than 2n —m symbol
comparisons and use sub-linear space.

Comment eviter des comparaisons dans 'algorithme
de recherche de motifs de Crochemore et Perrin

Résumé

Crochemore et Perrin ont proposé un algorithme de recherche de motifs élégant,
linéaire en temps, utilisant une mémoire constante. Le nombre de comparaisons de
symboles est mnajoré par 2n — m. Ce papier montre comment modifier leur algorithine
pour executer moins de comparaisons.

Pour chaque ¢ fixé, ce nouvel algorithme est linéaire en temps, utilise un espace
constant et fait an plus n + [1£¢(n — m)| comparaisons. Avec un espace O(log m), au
plus n + [%(n — m)| comparaisons sont nécessaires. L’étape de preprocessing prend
aussi un temps linéaire avec un espace constant.

Ce sont les premiers algorithmes de recherche de motifs qui font moins de 2n — m
comparaisons en utilisant un espace sous-linéaire. ‘

*Partially supported by the IBM Graduate Fellowship while studying at Columbia University and by the
European Research Consortium for Informatics and Mathematics postdoctoral fellowship. Part of this work
was done while the author was visiting at the Universitad de L’Aquila, L’Aquila, Italy, in summer 1991, and
part while visiting at the Centrum voor Wiskunde en Informatica, Amsterdam, The Netherlands, in 1993.



1 Introduction

String matching is the problem of finding all occurrences of a short string P[1..ra] that is
called « pattern in a longer string 7T[l..n] that is called « tezt. In this paper we study
the exact comparison complexity of the string matching problem. We assume that the only
access the algorithms have to the input strings is by pairwise symbol comparisons that result
in equal or unequal answers.

Several algorithms solve the string matching problem in linear time. For a survey on
string matching algorithm see Aho’s paper [1]. Most known perhaps is the algorithm of
Knuth, Morris and Pratt [23] that makes 2n —m comparisons in the worst case. A variant of
the Boyer-Moore [4] algorithm that was designed by Apostolico and Giancarlo [2] also makes
2n — m comparisons. The original Boyer-Moore algorithm makes about 3n comparisons as
shown recently by Cole [7]. All these algorithms work in two steps: in the first step the
pattern is preprocessed and some information is stored and used later in a text processing
step. Our bounds do not account for comparisons that are made in the pattern preprocessing
step that can compare even all pairs of pattern symbols.

Research on the exact number of comparisons required to solve the string matching
problem has been stimulated by Colussi’s [10] discovery of an algorithin that makes at most
n+ 3(n —m) comparisons. This bound was improved by Galil and Giancarlo [16], Breslauer
and Galil [5] and most recently by Cole and Hariharan [8] who v.how that the string matching
problem can be solved using at most n + 5-(n — m) comparisons’. Lower bounds given by
Galil and Giancarlo [15], Zwick and Paterson [28], Cole and Hariharan [8] and Cole et al.
[9] still leave a small gap between the lower and upper bounds.

The computation model considered in this paper consists of random-access read-only
input registers, random-access write-only output registers and a limited number of auxiliary
random-access read-write data registers. The number of bits per data register is bounded
by some constant times the logarithm of n + m. The term space in this model refers to the
number of auxiliary data registers used. Namely, a constant-space algorithm can use only a
constant number of auxiliary registers.

The algorithms mentioned above use O(m) auxiliary memory registers. However, the
naive approach to string matching can find all occurrences of the pattern in the text in O(nm)
time using only constant auxiliary space. Galil and Seiferas [19] were the first to discover a
linear-time constant-space string matching algorithm, disproving conjectures about a time-
space tradeoff [3, 18]. They also showed that their algorithm can be implemented even on a
six-head two-way finite automaton in linear time and conjectured that a multi-head one-way
finite automaton can not solve the string matching problem [20, 24, 25]. This conjectured
was very recently settled by Jiang and Li [22].

Crochemore and Perrin [12] discovered a simple linear-time constant-space string match-
ing algorithm that makes at most 2n — m comparisons. Crochemore and Rytter [13] show

LAll the string matching algorithm that are mentioned take linear time. The pattern preprocessing steps
which are not accounted in the bounds take O(m?) time in Cole and Hariharan’s algorithm and linear time
in the other algorithms.



how to reduce the number of comparisons made by the Galil-Seiferas [19] algorithm by a
better choice of parameters. Crochemore [11] gives another constant-space string matching
algorithm. The comparison bounds achieved by Galil and Seiferas [19], Crochemore and
Rytter [13] and by Crochemore [11] are larger than 2n — m.

This paper focuses on the number of comparisons required by constant-space string
matching algorithms. It is shown that for any fixed ¢ > 0, there exists a linear-time constant-
space string matching algorithm that makes at most n 4+ [1*(n — m)| comparisons. Our
results are developed in three steps:

1. The Crochemore-Perrin string matching algorithm is modified to use the periodicity
structure of the pattern in order to record some pattern suffixes that occur in the text.
The modified algorithm takes linear time and uses O(m) auxiliary space. It makes at
most n + [M”‘mim(n —m)| < n+ [3(n —m)] comparisons, where 7; denotes the
period length of the pattern.

2. The periodicity structure of the pattern that is used in the modified algorithm can be
stored in [log, m + 1] memory registers, where ¢ = l—tzﬁ is the golden ratio. Thus,

the algorithm can be implemented using O(log m) auxiliary memory registers.

3. If only ¢ > 1 registers are available to store the periodicity structure of the pattern,
then we present an algorithm, which is a hybrid between the original Crochemore-
Perrin algorithm and the modified algorithm, that makes at most n+ [%;%_Ll(n —m)]|
comparisons, where F; are the Fibonacci numbers.

This establishes that there exist linear-time constant-space string matching algorithms
tliat make fewer than 2n — m comparisons.

The pattern preprocessing step of the new algorithms can be implemented in linear time
using a constant number of auxiliary memory registers except the registers that store the
portion of the periodicity structure of the pattern which is used in the text processing step.

We proceed with the definitions of periods and their basic properties in Section 2. Section
3 overviews the original Crochemore-Perrin algorithm and Section 4 presents the modified
algorithm. Section 5 gives more properties of periods which are used in Section 6 to save
space. The pattern preprocessing step is discussed in Section 7. We conclude with a list of
open problems in Section 8.

2 Properties of Strings
This sections gives some basic definitions and properties of strings.

Definition 2.1 A string S[1..k] has a period of length © if S[i] = S[i+ =], fori=1,-- k-
.



We define the set IS4 = {750 =7 <nf < .- < m% = k} to be the set of all periods
of a string S[1..k]. 73, the smallest non-zero period of S[1..k| is called the period of S. We
use the terms period and period length synonymously.

A substring or a factor of a string S[1..k] is a contiguous block of symbols S[i..5]. A
factorization of S[1..k] is a way to break S into few factors. We only consider factorizations
of a string into two factors: a prefiz S[1..l] and a suffiz S[l + 1..k]. Such a factorization is
said to be non-trivial if neither of the two factors is equal to the empty string. Note that a
factorization can be represented by a single integer which is the position at which the string
is partitioned.

Definition 2.2 Given a factorization (S[1..1],S[{ + 1..k]), a local period of the factoriza-
tton is defined as a non-empty string that is consistent with both sides of the factorization.
Namely, a string that matches the prefiz S[1..1] aligned at its end and also matches suffir
S|l + 1..k] aligned at its start. The shortest local period of a factorization is called the local
period. See Figure 1 for an example.

a|lbaaaba ablaaaba
ba ba aaab aaab
(a) (b)
abalaaba
a a

()

Figure 1: The local periods of the first three non-trivial factorizations of
‘abaaaba’. Note that in some cases the local period can overflow to either
side; this happens when the local period is longer than either of the two fac-
tors. The factorization (b) is a critical factorization.

Definition 2.3 A non-trivial factorization of « string S[1..k] is called a critical factorization
if the local period of the fuctorization is of the same length as the period of S[1..k].

The following theorem states that critical factorizations always exist. It is the basis for
the Crochemore-Perrin string matching algorithm.

Theorem 2.4 (The Critical Factorization Theorem, Cesari and Vincent [6, 26]) Let n° be
the period length of a string S[1..k]. Then, if we consider any 7f — 1 consecutive non-trivial
factorizations, at least one is a critical factorization.



3 The Crochemore-Perrin Algorithm

Crochemore and Perrin [12] used the Critical Factorization Theorem to obtain a simple and
elegant linear-time constant-space string matching algorithm. The pattern preprocessing
step of their algorithm, which is discusses in Section 7, also takes linear time and uses
constant space. In the rest of this section we assume that the period length of the pattern
and a critical factorization (P[1..x], P[x +1..m]) of the pattern, such that xy < x7, are given.
We describe a somewhat simplified version of the Crochemore-Perrin algorithm.

The Crochemore-Perrin string matching algorithm tries to match the pattern aligned
starting at a certain text position. It compares symbols starting from the middle of the
pattern and tries first to match the pattern suffix P[x + 1..m]. Only then, after this suffix
was discovered in the text, the algorithm tries to match the pattern prefix P[1..x] that was
skipped.

Lemma 3.1 (Crochemore and Perrin [12]) Let (P[l..x], P[x + 1..m]) be a critical factor-
ization of the pattern and let p < max(x,m — x) be the length of a local period of this
factorization. Then p is a multiple of 77, the period length of the pattern.

- 77 is the period length of the pattern P[1..m).
- (P[1..x], Plx + 1..m]) is a given critical factorization, such that x < #7.
- o is the current text position that the pattern is aligned with.
- 8 is the current text position we have to compare.
o=1
0=1+x
while ¢ < n—-m+1 do
~ Try to match the pattern suffix.
— ‘&&’ is the conditional and operator.
while ¢ <o+ m && T[] = P[f — 0o + 1] do

6=60+41

if 8 < 0 + m then - If there was a mismatch.
0=6+1
o=0—-x

else — The pattern suffix P[x + 1..m] was matched.

- It remains to match the prefix P[1..x].
— The original algorithm compares the symbols in the next statement
- from right to left. However, any order can be used.
if T[o..0 + x — 1] = P[1..x] then
Report an occurrence of the pattern starting at text position .

c=o+nl
if 0 + x > 0 then
=04+ x
end

end

Figure 2: The Crochemore-Perrin algorithm.



Theorem 3.2 (Crochemore and Perrin [12]) There ezxist a constant-space linear-time string
matching algorithm that makes at most 2n — m comparisons.

Proof: The Crochemore-Perrin algorithm is given is Figure 2. We prove it correctness and
show that is makes at most 2n — m symbol comparisons.

The algorithm aligns the pattern starting at some text position o and tries to match the
pattern suffix Py +1..m] with the text symbols that are aligned with it. Initially o = 1, and
later o is incremented if there are mismatches or if occurrences of the pattern are discovered.
The algorithm maintains the invariant that T[o + x..0 — 1] = P[x + 1..6 — o], where 6 is the
text position that is compared next. There are two conditions in which the while loop that
tries to match the pattern suffix terminates.

ol o+ x 0

1 | | _J

‘fflll
T+ X

Local period

Figure 3: Applying critical factorizations. If T{o + x..0 —~ 1] = P[x + 1..6 — o]
and there is an occurrence of the pattern at text position 7, 0 < 7 < 6 — ¥,
then the factorization (P[1..x], P[x +1..m]) has a local period of length - .

1. Mismatch: If the loop that matches the pattern suffix terminated with § < o + m,
then there was a mismatch T[0] # P[¢ — o + 1]. Clearly, there can be no occurrence
of the pattern starting at text position o.

Assume that an occurrence of the pattern starts at text position 7, 0 < @ < 0 — y.
Then, the critical factorization (P[l..x], P[x +1..7m]) must have a local period of length
o — 0. See Figure 3.

Since @ — 0 < m — x, by Lemma 3.1, @ — ¢ is a multiple of 7. But then, by the
definition of a period, P[0 ~o + 1] = P[0 — o + 1] and T[] # P[0 — 7 + 1]. Therefore,
there can be no occurrence of the pattern starting at text position & and thus, the
smallest text position at which an occurrence of the pattern may start 1s § — x + 1.

The algorithm proceeds by setting o0 = 6 — x + 1.
2. Match: If the loop terminated with § = o + m, then an occurrence of the pattern

suffix P{x + 1..m] was discovered at text position o + x. The algorithm proceeds to
match the pattern prefix P[l..x] that was skipped. If an occurrence of this pattern
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prefix is discovered, the algorithm can report an occurrence ol the complete patiern
starting at text position .

In any case, the pattern is shifted ahead with respect to the text by 77 positions since
an occurrence of the pattern at any text position @, such that ¢ <7 < o + 7rr, woul:
imply that the critical factorization (P[l..x], P[x + l..m]) has a local period whose

length is smaller than #7.

Note that if after incrementing o by 77, 0 + x < 6, then T[0..0 — 1] = P[L..0 — ]
and in particular T[o + x..0 — 1] = P[x + 1..0 — a]. Therefore, the invariant is already
maintained and there is no need to go back and compare parts of the pattern and the
text that were compared earlier.

It remains to count the number of comparisons made by the algorithm. There are at mo-t
n — x comparisons made in the loop that matches the pattern suffix since € is incremente d
after each comparison 1s made and initially § = x + 1. The second comparison statemer t
that matches the pattern prefix makes at most x comparisons each time it is reached. Bit
then, o is incremented by #7 and x < #7. Thus, there are at most . — m + x comparisor s
made by this statement throughout the execution of the algorithm and the total number f
comparisons is at most 2n —m. O

4 Saving Comparisons

The Crochemore-Perrin algorithm is oblivious in the sense that it sometimes “forgets” com-
parisons that it made and repeats them later. In this section we show how to avoid some
of the repeated comparisons. The obvious implementation of the suggested algorithm uses
O(m) memory registers to store the periods of the pattern. Section 6 shows how to rednce
the space requirements.

Theorem 4.1 The Crochemore-Perrin string matching algorithm can be modified in such a
P nenP ,
way that it takes linear-time and makes at most n + [w—l(n —m)| comparisons.

T

Proof: The modified Crochemore-Perrin algorithm is given is Figure 4. The main observ. -
tion in the modified algorithm is that when the original Crochemore-Perrin algorithin tries
to match the pattern prefix P[1..x], this prefix might overlap the pattern suffix Px + 1..1.2]
that was previously discovered in the text. It is possible to avoid repeating some comparisons
by keeping track of suffix-prefix overlaps. For this purpose, the modified algorithm keeps
an additional index 7 which holds the text position immediately after the last discovercd
pattern suffix P[x + 1..m].

In addition to the invariant 7o + x..0 — 1] = P[x + 1..6 — o] that was maintained .n
the algorithm that was given in the previous section, the modified algorithm maintains a
second invariant: If ¢ < 7, then T[o..7 — 1] = P[l..71 — 0]. Namely, if there would be i n
occurrence of the pattern starting at text position o and this occurrence overlapped tl.e
last discovered pattern suffix P[x + 1..m], then the overlapping parts must be are identic: .



~ «} is the period length of the pattern P[l..m].

- (P[1..x), P[x + 1..m)) is a given critical factorization, such that x < =7.

— o is the current text position that the pattern is aligned with.

— @ is the current text position we have to compare.

- 7 is the text position immediately after the last discovered pattern suffix P(x + 1..m).
— The algorithm does not compare text symbols at positions that are smaller than 7.

c=1
0=1+yx
1‘:0

whiles <n-m+1do
— Try to match the pattern suffix.
- ‘&&’ is the conditional and operator.

while § <o+ m && T[0] = P[@ — o+ 1] do

=60+1

if 8 < o+ m then - If there was a mismatch.
6=60+1
o=0-x

if ¢ < 7 then - Maintain the invariant T[o..7 — 1} = P[l..7 — 7]
oc=min{r—m+xr €l and r—m+ 7> 0}
if 0 + x > 6 then
=0+
end
else ~ The pattern suffix P{x + 1..1n] was matched.
- It remains to match the prefix P[1..x].
« = max(o, T)
if Tla..c 4+ x — 1] = Pla — o + 1..x] then
Report an occurrence of the pattern starting at text position a.

0:(7+7fip
T=26
if 0 + x > 6 then
0:(7+X
end

end

Figure 4: The modified Crochemore-Perrin algorithm.
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Therefore, if o < 7, then it suffices to compare T[r..04x ~ 1] to P[r — o..x] to check if
Tlo..o+x — 1] = P[l..x].

Note that suffix-prefix overlaps correspond to periods since P{r + 1..m] = P[l..m — =]
if and only if 7 € II”. The second invariant is clearly maintained after the pattern suffix
Plx + 1..m] is discovered in the text and the pattern is shifted ahead by =7 positions.
The algorithm makes sure that this invariant is maintained each time that a mismatch is
encountered by shifting the pattern further ahead until it is maintained, if necessary.

The correctness of the algorithm follows similarly to Theorem 3.2. We show that the

algorithm makes at most n + [M};:"—_"D(n —m)| comparisons and takes linear time.

Partition the execution of the algorithm into phases. A phase ends after the algorithm
has found an occurrence of the pattern suffix P[x + 1..m] in the text and it tried to match
the pattern prefix P[l..x], or when the end of the text is reached. The following phase starts
immediately after the algorithm has shifted the pattern ahead with respect to the text by =7
positions. Let oV denote the value of o, the text position that the pattern is aligned with,
at the end of the phase number 1. Then, in the first phase ! > 1 and in the last phase
o' <n—m+ 1. In phase number 9, 2 < ¢ < 1, 0¥~ + 77 < o¥. Note that during phase
number ¥, 7 = %71 4 m 1s the text position position immediately after the last discovered
pattern suffix P{x + 1..m].

We use a simple policy of charging comparisons to text symbols: each comparison is
charged to the text symbol that is compared and the charge might be later transferred to a
smaller text position. Using this charging policy it is clear that at the beginning of phase
number 1 all text positions that are larger than or equal to 7 are not charged with any
comparison.

The charges are transferred as follows. The comparisons that were charged during phase
number ¥ to text positions between 7 and ¥ + x are transferred x positions back. Note

that the number of these comparisons is bounded by ¥ — o¥~! — 77 and only the m —

7] text positions that are larger than or equal to o¥~' 4+ #F might be charged with a
second comparison. This charge transfer has the advantage that all text symbols at positions
between max(o¥,7) and 0¥ + x do not have a comparison charged to them. Each of these
text positions are charged with at most one comparison when the algorithm tries to match
the pattern prefix P[l..x].

Clearly, a second comparison might be charged to a text position only when the charges
are transferred. We obtain an upper bound on the number of text symbols that are charged
with a second comparison in phase number ¢ by bounding the ratio between the number of
these symbols to 0¥ — o¥~!, the number of positions by which the pattern was shifted in
phase number . If this ratio can be bounded by a constant ¢ in all phases, then there are at
most |c(o¥ —o¥~1)| text symbols charged with a second comparison in phase number ¢ and

the total number of text symbols charged with two comparisons is bounded by [¢¥!_, (6% —

)] < |e(n —m)].
There are two cases:

9



1. There are at most 0¥ —a¥~1 — 77 text positious Clmrg( > with a second compdxison iu

in(a¥ —a¥—1
mmilao a -7|' 7 7|'

phase number 1, but in any case no more than m —xF. The ratio d g )

av —qa

is maximized for ¥ — 6¥~! = m and is bounded by %=1,

2. If m — 7 > #F, then it is possible to achieve better bounds. If ¥ = ¥~! 4 #P, then
there are clearly no text symbols charged with a second comparison in phase number
¥ since there were no charges transferred.

Otherwise, there was at least one mismatch while the algorithin was trying to match
the pattern suffix P[x + 1..m]. Since x < n], we have that ¥ — g¥"! > m — =7,
The number of text symbols charged with a second comparison in phase number
is bounded by 6¥ — ¢¥~! 4+ 77 — m and only text symbols that are larger than or

equal to 7 — 77 might be charged with a second comparison. Thus, in any case there

. minfa¥—o¥~ 1-{-1? —-m,w
are not more than w7 such symbols. The ratio ( S L) is maximized for

. P
0¥ — o¥~! = m and is bounded by -

Therefore, the total number of comnparisons made by the modified algorithm is bounded .
by n + I_ggl(—"f;:";"D(n —m)].

[t remains to show that the algorithm takes linear time. The only part which might take
longer is the search for the smallest period length of the pattern which is larger than or equal
to 0 — 7+ m when o < 7. It is possible to precompute a table in the preprocessing step that
would provide this information in a single step. In Theorem 6.1 we show how this step can

be implemented without precomputing such a table. O

5 The Periodicity Structure

The following is a well known fact about periods.

Fact 5.1 If a string S[1..k] has period length w,, then it has period length m,, such that
Te < mp, if and only if the suffiz S[r, + 1..k] has period length m, — 7.

Proof: Assume that S[1..k—7,) = S[ma+1..k] and 7, < 7. Clearly S[1..k—m)] = S[m+1..k]
if and only if S[m, + 1.k — 1, + 7] = S[m, + 1..]. O

We next state the so called Periodicity Lemma. Lyndon and Shutzenberger [27] proved
a weaker version of the lemma, and Fine and Wilf [14] proved the tight bounds given below.

Knuth, Morris and Pratt [23] gave another proof of the lemma.

Lemma 5.2 If 7, and m, are period lengths of a string S[1..k], and 7, +m, < k+ged(7,, ™),
then ged(mq, m) is also a period length of S[1..k].

Lemma 5.3 Let 75,75, € 1% be period lengths of a string S[1..k]. Then,

1. 78+ 8(nS,, — n8) € IS for non-negative integral values of §, such that 75 + §(xS,, —
s
o) < k.

10
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2. All other period lengths in IIS which are larger than 75 are also larger than or equal

tok—(r5, —75)+2.
Proof: The proof follows from simple properties of periods:

1. By Fact 5.1, the suffix S[xS + 1..k] has a period length (75,, — 75). Any integral
multiple §(x3,, — 75) < k — x$ is also a period length of this suffix. By Fact 5.1,

¢4

7S + 6(r3 ., — 75) is a period length of S[1..].

2. Let 7 be a period length in IT° which is larger than 77 and is not of the form
78 + §(n5,, — 75). Then by Fact 5.1, the suffix S[x] + 1..k] has period lengths

s s s_ S
Tayy — Ty and 720 — 7.

Mrs <k—(n5,, —n5)+1, then (x5, —75) + (75 —75) < k— 7 +1 and by Lemma
5.2, ged(my,y — 75,75 — x5) is also a period length of S[xJ + 1..k]. But 75, — 73 is
the smallest period length of S[rS + 1..k] and it divides 7rf — 7% in contradiction to

the choice of 7r:f. O

Definition 5.4 The Fibonacci numbers are defined as Fo =0, Fy =1 and Fy = Fi_y+ Fi_,

for 1 > 2. By classical theory of linear recurrences F; = ﬁ(cp' — @Y, where p = 1—*5‘5 is the

golden ratio and ¢ = 1%5 Thus, Fi =~ %

The following lemma shows that the periodicity structure of a string can be represented
economically. Note that 0 and k are always period lengths of a string S{l..k] and do not
have to be specified by the representation.

Lemma 5.5 Given a string S[1..k], it is possible to represent all period lengths 75 € 115,
such that 78 < k— [%ﬂj, by specifying only ¢ > 0 period lengths. Furthermore, it is possible
to compute this representation from the periods of S[1..k] in linear time and using constant
space while the periods are given in an increasing order, and it is also possible to generate the
periods from this representation in an increasing order in time that is linear in the number
of generated periods and using constant space.

Proof: We first show how to construct the economic representation of the periods. The
construction takes linear time and uses constant space in addition to the ¢ memory registers
that store the representation. The main idea is to to generate larger period lengths from
small ones. Periods which can be generated from smaller periods do not need to be stored.

Initially let 75 = 0, #7 = 7¥ and ¢ = 1. Assume that the remaining periods of S[1..k]
are given in an increasing order starting with 75 and let 75 be the next period length.

If 78 — 75 =78, —x5_,, then 75 is given by the period lengths 75_, and #5_,, and
it does not have to be stored. Otherwise, let #5,; = 75 and increment ¢ by one. (Note, that
the period length 75 might be given by previous periods, but it is more convenient not to
check for this condition; e.g. the string ‘cabaaabaa’ has a period of length 8 which is given

by the period lengths 0 and 4, but 7 is also a period length of this string, 7—4 # 4 — 0 and

11



the representation of all periods will consists of the period lengths 4, 7 and 8.) The smallest

. . . A‘.q
period that is not xepxesented by the ¢ periods &3, T2, s T .

Let ®¢ = k — C+1, d, =k — 7r and &; = &,_; + <I)1 2 + 2. It is easy to verify that
Q= (k- C+l)ﬁ+1+(7rc+l—7r).7-}+2]-}+1—~2 By Lemma 5.3, # | — 7, > k —#{ + 2
for [=2,---,c+ 1. By inductionon I, k — #5_,,, > &, since

k— f 41 = = (k- 7}5—1+2) + (7?5-1+2 - frf—lﬂ) >0 ,4+9. ,+2=9,

And therefore,

k Z Qc-i-l
= (k- fri )Ferz + (72 Top1 — — 72)Fopr + 2F oy — 2
> (k=70 ) Ferz + Fepa — 2.

Solving for #5,, we get that,

C+12k_l

I+1,

c+2

=3
R

establishing that all periods that are smaller than k— [;—i;_] +1 are represented by #¥, - -
(In fact, if ¢ > 2, then 75, > k — [}.k -

Given the representation 7?‘,5, .«-, S one can clearly generate all periods 77 € II, such
that 7 < max(k — [f’: |,#5), in an increasing order, in time that is linear in the number
of perlodﬁ generated and using constant space. Sometimes, it is possible to continue and
generate larger periods, but periods which are not specified by the representation might be

skipped.
The bounds we obtained above for the representation are tight for infinitely many strings

as we show next. Define the sequence of strings w}' as:

I [PWI3)

w(, =
wl‘ — 4(L;L+11

_— I 3 b) "
wy = wy_p ‘ab’ wy_,

_ M 3 b "
= wyy ‘b’ wy_,
## —_— #® < ’ #
Wapr = Wy ba’ wy
—_ [Py A B
= wy ‘ab wy_,.
These strings are closely related to the Fibonacci strings which are defined as fy = ‘I,
fi=‘@ and fi = fi_1 fi-2 and are used in othex pathological examples of string properties.

The length of w}’ is |w}'| = pFi41 + Fiys —
It is easy to verify that the representation generated for the string & = wl,, satisfies

P =77 = |why| — lwi | for 1=0,---,c+ 1. Thus, #5, = |wk,,| — ¢t is not represented
by the ¢ periods #¢,---,#5, giving tight bounds in the discussion above. O
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Corollary 5.6 The set IISUH of all periods of a string S[1..k] can be represented by speci-
Jying only [log, k + 1] periods.

Remark. The compact representation of periods of a string is not new. Galil and Seiferas
[17] used similar arguments in a variant of the Knuth-Morris-Pratt string matching algo-
rithm that uses only O(logm) space. Guibas and Odlyzko [21] characterized all possible
periodicity structures of a string of length k and showed that there are £®(°8%) such struc-
tures, independent of the alphabet size. Thus, any encoding of the periodicity structure
requires (log” k) bits and our representation can not be uniformly improved by more than
a constant multiplicative factor.

6 Saving Space

This section shows how to use the economic representation of the periodicity structure of
the pattern in the modified Chrochemore-Perrin algorithm that was given in Section 4.

Theorem 6.1 The modified Crochemore-Perrin algorithm from Section 4 can be imple-
mented in linear-time using only O(log m) auriliary memory registers.

Proof: The algorithm uses constant space except for storing of the periods of the pattern.
By Corollary 5.6, the periods can be represented in O(log m) memory registers. By Lemma
5.5, the periods can be generated fromn this representation in an increasing order, in time
that is linear in the number of periods generated and using constant space.

The periods are used only in one place in the algorithm where the smallest period of the
pattern that is larger than or equal to 0 — 7 + m is needed. But o only increases during
the execution of the algorithm, so as long that 7 is fixed, the periods that are needed also
increase and can be found by scanning the periods in an increasing order. The time is clearly
bounded by the amount of increase of o, and therefore is linear.

However, 7 increases each time an occurrence of the pattern suffix P[x+1..m]is discovered
in the text. In this case the algorithm returns to generate the periods in an increasing order
starting from the smallest period. Note, that in this case 7 = 0 + m — 77, the algorithmn
will need only periods that are larger than #7', and the time to generate the periods will be
bounded by the amount of increase of . Thus, the algorithm still takes linear time. O

If only constant space is available, then a part of the periodicity structure of the pattern
can still be stored. The resulting algorithm is a hybrid between the Crochemore-Perrin
algorithm given in Section 3 and the modified algorithin from Section 4.

Theorem 6.2 If ¢ > 1 registers are available to store the periodicity structure of the pat-
tern, then the modified Crochemore-Perrin algorithm can be implemented in linear time and

F. .
constant space. It makes at most n + l%f—{ﬁ_x(” —m)]| comparisons.
[
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Proof: Since the period 77 is used in the original algorithm, the number of registers used
to store the periodicity structure is larger than one. By Lemma 5.5 all period lengths

7P <m-— f’c':zj can be represented by ¢ > 1 registers.

Recall the proof of Theorem 4.1. In phase number ¥, if ¥ ~ ¥ < m — ‘-f:.’.:,z-l’ then

the algorithm can proceed as in Theorem 6.1. The problem arises if ¢ < 7 and ¢¥ — ¥~ ! >
m — | 7-|. Since the algorithm cannot maintain the invariant that T{o..7 — 1] = P[l..7 — o]
it will behave as the original Crochemore-Perrin algorithm of Section 3 and compare. the
complete prefix P[l..x] of the pattern if necessary.

This may cause second charges to min(7], m — x7) text symbols while m > 0% —g¥~! >

m— l-f::d‘l' Thus in phase number v, the ratio between the number of text symbols that

are charged with a second comparison to o¥ — o¥~! is bounded by,

min(7?,m — 77 < 1 Fey
m— 7] T 2Fqa-1

establishing the claimed bound. D

7 The Pattern Preprocessing

The pattern preprocessing step of the Crochemore-Perrin algorithm takes linear time, uses
constant space and make at most 5m symbol comparisons. However, it uses order compar-
isons that may result in less-than, equal-to, or greater-than answers. This preprocessing is
not sufficient for our purpose since it does not find all the periods of the pattern. In fact, if the
period of the pattern is longer than half of the pattern length, then the Crochemore-Perrin
pattern preprocessing step does not compute it at all.

Theorem 7.1 The pattern preprocessing step of the algorithms presented in this paper takes
linear time and uses constant space. It uses order comparisons to find a critical factorization
of the pattern.

Proof: The preprocessing consists of two parts:

1. A critical factorization of the pattern is computed by Crochemore and Perrin’s pattern
preprocessing algorithm. This computation requires the existence an arbitrary total
order on the input alphabet, so that comparisons result in less-than, equal-to or greater-
than answers.

2. Galil and Seiferas [19] and Crochemore and Rytter [13] show that their linear-time
constant-space string matching algorithms can find all overhanging occurrences of the
pattern in the text and therefore find all period lengths of the pattern.

These algorithms find the periods in an increasing order of their length as required in
Lemma 5.5. The construction of the economic representation of the periods proceeds

14
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as the periods are found and does not require any additional symbol comparisons. It
takes linear time and uses constant space, except for the registers which are used to
store the representation.

The number of comparisons made is obviously linear with a constant that is not very large.
a

8 Open Problems

There are several remaining open problems about the exact comparison complexity of string
matching and of related string problems. Many of the problems listed in Breslauer and Galil’s
paper [5] can also be asked in the context of constant space algorithms. Two problems which
are directly related to this work are:

1. What is the exact number of comparisons required by coustant-space string matching
algorithms?

2. Is it necessary to use order comparisons in order to find a critical factorization of a
string in linear time?
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