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SUPERLINEAR CONVERGENCE
OF A REDUCED BFGS METHOD WITH
PIECEWISE LINE-SEARCH AND UPDATE CRITERION

CONVERGENCE SUPERLINEAIRE
D’UNE METHODE DE BFGS REDUITE AVEC
RECHERCHE LINEAIRE BRISEE ET CRITERE DE MISE-A-JOUR

Jean Charles GILBERT!

ABSTRACT

We show the ¢-superlinear convergence of a reduced BFGS method for equal-
ity constrained problems, using eventually only one constraint linearization per
iteration. The local method is globalized either with a standard arc-search or,
when an update criterion is satisfied, with a piecewise line-search. The aim
of the latter technique is to realize generalized Wolfe conditions, which allow
the algorithm to maintain naturally the positive definiteness of the generated
matrices. We show that if the sequence of iterates converges, the convergence
is g-superlinear. No assumption is made on the speed of convergence of the se-
quence of iterates or on the boundedness of the sequence of generated matrices.
The main difficulty is to show that the ideal step-size is accepted after finitely
many steps.

RESUME

Nous montrons la convergence g-superlinéaire d’une méthode de BFGS réduite
pour minimiser une fonction sous contraintes d’égalité, n’utilisant asympto-
tiquement qu’une seule linéarisation des contraintes par itération. La méthode
locale est globalisée soit par une recherche sur arc classique soit, lorsqu’un
critére de mise & jour est vérifié, par une recherche linéaire par morceaux.
Cette derniére technique vise a réaliser des conditions de Wolfe généralisées,
qui permettent de maintenir de fagon naturelle la définie positivité des matrices
générées. Nous montrons que si la suite des itérés converge, la convergence est
g-superlinéaire. Aucune hypothese n’est faite sur la vitesse de convergence de
la suite des itérés ni sur la bornitude de la suite des matrices générées. La
difficulté principale est de montrer que le pas idéal est accepté aprés un nombre
fini d’étapes.

Key words: BFGS formula, equality constrained optimization, piecewise line-search, re-
duced quasi-Newton, successive quadratic programming, superlinear convergence, update
criterion.
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1 Introduction

" In this paper we consider a particular algorithm for minimizing a function defined
on an open set Q of R™, in the presence of m (m < n) nonlinear equality constraints.
We denote the real-valued function to minimize by f :  — R and the constraint
function by ¢: Q2 — R™, so that the problem can be written

min f(z)
{ c(z)=0, =€ (1.1)

Since Q is supposed open, we do not take into account general or inequality con-
straints, This set is simply the collection of points where nice properties hold. For
example, throughout, the m X n Jacobian matrix of the constraints, denoted by
A(z), is supposed surjective (i.e., to have full row rank) for all z in Q.

The considered algorithm is in the family of reduced quasi- Newton methods. This
means that the gradients of f and ¢; (1 < ¢ < m) have to be computed, while their
second derivatives are conveniently approximated by a single matrix Bi of order
n — m, representing the reduced Hessian of the Lagrangian function

Uz, 2) = f(z) + ATe(2).

We have denoted by A € R™ the vector of Lagrange multipliers associated to the
constraints. The Hessian (with respect to z) of the Lagrangian is denoted by

L(z,A\) = V2, ¢(z,N).

The reduced Hessian is defined below.

The algorithm looks for a pair (2., A.), solution of the first order optimality
conditions: ¢(z.) = 0 and V {(z.,A.) = 0. For this, it generates a sequence of
iterates yi, which locally (i.e., near a solution) is expected to follow the recurrence

Yk+1 = Yk + L + Tht1 (1.2)

In this formula, t is the tangent or longitudinal displacement and ri4, is the restora-
tion or transversal displacement. We also define a sequence {xk}kzg from the se-
quence {yx}x>1 by

Thy1 = Yk + L. , (1.3)

Locally, this sequence should satisfy the recurrence xx41 = 25 + 75 + k.

The tangent step t; belongs to N(A(yx)), the null space of A(yx), which is also
the tangent space to the manifold M(yx) = {z € @ : ¢(z) = c(yx)} at yx. Let
Z~(yx) be a basis of this space, that is to say an n x (n — m) injective matrix (i.e.,
a matrix with full column rank) such that

A(yk)Z ™ (yx) = 0.



We note Z; = Z7(z.), L. = L(z.,As), and
B.=2"L.Z],
the reduced Hessian of the Lagrangian at the solution. Then ¢, has the form

te = —Z~ (yx) By "9 (wk), : (1.4)

in which g(yx) is the reduced gradient of f at yi, a vector of R"~™ defined by

9(y) = 2" () "V f(y),

and By is an updated matrix of order n — m, approximating B,.
The restoration step r,4; aims at reducing the norm of the constraint function c.
It has the form
k1 = — A7 (yk)e(yk + k), (1.5)

where A7 (yx) is an n X m injective matrix, which is a right inverse of A(yk):

A(ye)A™(ye) = 1.

Then, the range space R(A~(yx)) is complementary to N(A(yx)), which implies that
the displacement rxy; is transversal with respect to the local tangent space. Note
the useful identity

A™(y)Aye) + 27 (yx) 2(ye) = 1,

which uniquely determines Z(yx) as an (n—m) x n surjective matrix. For additional
information on the choice of the matrices A=(y), Z7(y), and Z(y), see Gabay [12].

Basically, this local algorithm was proposed by Coleman and Conn [8]. Remark
that the method differs from the so-called reduced sequential quadratic programming
(SQP) method, in which the restoration step is obtained by evaluating c at yx instead
of yx+1tx: see Murray and Wright [21], and Gabay [13]. This latter method is simpler
but less efficient locally: see Byrd [2, 3], Gilbert [14, 16], Hoyer [19], and Yuan [28].

To make the method useful in practice, it is necessary to globalize it, that is to
say to force its convergence when the starting pair (y;, B;) is not necessary close to
(2, B.). In this case, the recurrence (1.3) may not be appropriate. When the matrix
By is computed from the second derivatives of f and ¢, it is usually satisfactory to
get the next iterate by determining a step-size oy along an arc originating from y;
in order to force the decrease of a penalty function such as

0. (y) = f(v) + UIIC(y)H- (1.6)

The penalty parameter is ¢ > 0 and || - || is @ norm on R™. A simple Armijo [1]
backtracking from a fixed value for the initial step-size is generally satisfactory.

In the quasi-Newton version of the algorithm, the matrix By is updated by a
formula, using a pair (7, 6x) of vectors in R™~™. A possible good choice is to take
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for yx the change in the reduced gradient and for §; the corresponding reduced
displacement (see [14, 15], and also Coleman and Conn [9], and Nocedal and Over-
ton [22] for related choices). For guaranteeing a descent property of tx on Q,, it is
desirable to maintain Bj positive definite, which for most update formulae amounts
to satisfy the condition

7{6}; > 0. (1.7)

Powell [26] has suggested to enforce this inequality by modifying the vector v in
a convenient manner if necessary. In our point of view, this technique is somehow
artificial and it is probably more satisfactory to preserve the original geometrical
meaning of inequality (1.7), which is that some function must look convex at the
points considered. For this reason, it is attractive, as in unconstrained optimization
with the Wolfe line-search, to design a search algorithm that can find a point such
that inequality (1.7) holds. This raises a problem of compatibility with the necessity
to decrease O, in the same time and it is no longer guaranteed that an appropriate
point exists along a straight line. It has been proposed in [18] a piecewise line-
search (PLS) algorithm that can satisfactorily face this difficulty by readjusting the
search along new directions at some intermediate points. The method is presented
in Section 2.

There is an additional difficulty however, which comes from a weak point of the
algorithm when it is used in the quasi-Newton framework. Nocedal and Overton [22]
and Gilbert [14, 15] have observed that an update of the matrix By is not always
desirable. There are several ways of seeing this. For example, take a parametric
representation of the optimal manifold M. = {z € Q : ¢(z) = 0} around z., which
is amap ¥ : U C R*"™ — R™ verifying in particular ¢(¢)(u)) = 0 for all u in
the -neighborhood U of 0. It is always possible to chose ¥ such that ¥(0) = =.
and ¥'(u) = Z7(¢(u)) for all v € U. Then, for z = ¥(u), g(z) is the gradient
of (fo1) at u and G, is its Hessian at 0. This shows that to collect the proper
information on G., it is suitable to use variations of the reduced gradient between
points belonging to the same manifold of constant constraint, M(yi) say, or to its
tangent plane. This is safe but expensive, since it requires an extra evaluation of
the reduced gradient at an intermediate point. The analysis made by Coleman and
Conn [9], Byrd and Nocedal [5], and Gilbert [17] assumes that the user accepts this
additional computation. Now, one could argue that the reduced gradient is also
constant on manifolds A'(y) complementary to M(yx), so that the reduced gradient
at the next iterate could also be used, provided one knows (at least at the first
order) where N (yk+1) and M(yx) intersect. In the framework of reduced quasi-
Newton methods, however, there is apparently no way of knowing this, because the
tangent space to N (yk41) is a second order information, which is not stored in the
reduced Hessian. The full Hessian contains information on the‘tangent space to the
manifolds A and it is in this sense that reduced quasi-Newton methods have some
weakness.



The idea proposed by Nocedal and Overton [22] and Gilbert [14, 15] to overcome
this difficulty works surprisingly well, at least in theory. It consists in updating the
matrix only when the restoration component ri4; of the step is sufficiently small with
respect to the tangential component t;. In this case, the total step is almost tangent
and the error introduced in B4y by taking 7x = g(yk+1)— ¢(yk) is minimized. As we
shall see, this strategy and the BFGS theory guarantee that each step for which an
update occurs provides a superlinear improvement. Now, the update criterion that
selects the iteration at which an update is appropriate must not be too restrictive.
Otherwise the matrix is almost never updated and the method has little chance
of being superlinear at each step. A compromise has to be found. Nocedal and
Overton [22] proposed an update criterion that turned out to be adequate locally
and when the ideal step-size is taken. Their update criterion depends, however, on
the iteration index, which is not very attractive in a global framework. From this
point of view, the update criterion proposed in [14, 15] is more satisfactory, because
it is the algorithm itself that decides to what extent r¢4; must be small with respect
to tx. There, the study is made in a global framework, without supposing that the
ideal step-size is taken.

In this paper, we carry on with the update criterion of {14, 15] and we show how
to integrate it in a method using the PLS technique introduced in [18]. This leads
to an improvement of the criterion in the sense that there is a constant that need no
‘longer be tuned by the algorithm. This is due to the fact that the search technique
is always able to realize (1.7). Then, we show that the globalization technique
proposed in [18] works well in the sense that the transition to the local method
(1.2) is smooth and that the potential superlinear convergent property of the local
method is actually achieved in normal circumstances. For this, we suppose that the
algorithm generates a sequence {yx} that converges to a solution z. and we show
that the convergence of the sequence {zy} defined by (1.3) is ¢g-superlinear. This
requires to show that the ideal step-size is accepted after finitely many iterations.
We stress the fact that we do not assume any speed of convergence for the sequences
{yx} or {zx}, or any hypotheses on the quality of the matrices Bj. '

Other papers have analyzed the speed of convergence of quasi-Newton methods
for equality constrained optimization. Let us review those not assuming that B is
close to B,, which is also an assumption we avoid. The first contribution is prob-
ably due to Powell [27] who proves the r-superlinear convergence of SQP methods
with the so-called Powell’s modification of the BFGS formula. This is weaker than
the g-superlinear rate of convergence proved here. He also assumes that the unit
step-size is accepted, that the sequence of matrices approximating the Hessian of
the Lagrangian is bounded, and that these matrices are uniformly positive definite
on the tangent space to the constraint manifold at the solution. All these assump-
tions are not necessary here and are not used in the following papers. Byrd and
Nocedal [5] consider the reduced SQP method with a possible correction involving



the evaluation of the constraints after the reduced SQP step. They obtain results
similar to ours but their algorithm requires two linearizations of the constraints per
iteration. Byrd, Tapia, and Zhang [6] consider an augmented Lagrangian version
of the SQP method and prove that convergence of the generated sequence implies
its r-superlinear convergence. This is the strongest result proved so far for an algo-
rithm linearizing the constraints only once per iteration. They also show that if the
penalty parameter is eventually maintained fixed to a sufficiently large value, the
convergence is ¢g-superlinear. Unfortunately, the threshold value for the penalty pa-
rameter is usually unknown, which makes this result less attractive. Finally, Byrd
and Xie [7] extend the work of Byrd and Nocedal [5] in the sense that they now
consider the reduced SQP method with only one linearization of the constraints per
iteration and various update criteria. They prove global and r-linear convergence
with hypotheses similar to ours.

This review shows that what is proved in this paper is an improvement over
known results since, as we said above, we show that the convergence of the sequence
{yx} implies the g-superlinear convergence of the sequence {z;}. Furthermore, our
algorithm requires only one linearization of the constraints per iteration, asymp-
totically. Before this result, we believe it was an open question to know whether
the g-superlinear convergence of quasi-Newton methods in constrained optimization
was possible with only one constraint linearization per iteration. We have used three
ingredients to achieve this goal: (i) the techniques developed by Powell [24, 25], and
Byrd and Nocedal [4] for handling the contribution of the BFGS update scheme to
the superlinear convergence, as well as their extension to constrained problems (see
Byrd and Nocedal [5]); (i¢) the update criterion introduced in [14, 15], although
there are probably other update criteria leading to the same result; and (ii7) the
piecewise line-search introduced in [18], which guarantees (1.7) whenever desired.

The paper is organized as follows. In Section 2, we state the complete algorithm
including the search technique and the update criterion. Then, in Section 3, we prove
the g-superlinear convergence of the sequence generated by the algorithm, assuming
its convergence to a point satisfying sufficient conditions of optimality. This is done
by proving first the r-linear convergence of the sequence {yx} (Section 3.2), next
by analyzing the conditions of admissibility of the ideal step-size and by proving
their achievement (Sections 3.3 and 3.4), and finally by proving the superlinear
convergence of the sequence {z} (end of Section 3.4).



2 The algorithm

2.1 Some notation

Before getting to the heart of the matter, let us give some more notation. Even in
a global framework, we note zxy1 = yx + t,

€k = Yk+1 — Y&, and si = Tpt1 — Tk (2.1)

Hence, because of the globalization technique, e, may differ from tx + r¢4q and si
may differ from r¢+t,. We also introduce the following Lagrange multiplier estimate

Ay) = -A~(¥) V().

From the optimality conditions, A(z.) = A.. The following identity is used many
times:
¢(z.) =27 L.. (2.2)

It comes from the observation that g(y) = Z~(y)"Vz£(y, A.) and from the optimality
condition V £(z,,A.) = 0.

We denote by || - ||p the dual norm of the norm || - || used in the penalty function
(1.6). It is defined by

lvllp = sup v w.

ufl=1

If K is a subset of N* = N\{0}, we denote by K¢ = N*\K its complementary set
in N*. We denote by [S| the number of elements in a finite set S.

If {ar}k>1 and {bx}k>1 are two sequences in a normed space, we note a; =
O(||bi||) if there is a constant C such that [jax|| < C]|bk|| for all & > 1, we note
ax = o(||bk||) if for any € > O there is an index k¢ such that ||ak|] < €|bi|| for all
k > k., and we note ag ~ by if ax = O(||bkl]) and bx = O(||akl])-

Finally, £'(z;d) denotes the directional derivative of a function £ along a direc-
tion d.

2.2 Description of the algorithm

At the beginning, the iteration index k is set to 1. When the kth iteration starts,
an iterate yx = y2 € Q is known, as well as a symmetric positive definite matrix By
approximating the reduced Hessian of the Lagrangian. The computation of the next
iterate yg4) is done by a 2-stage search, which differs somehow from the piecewise
line-search (PLS) introduced in [18] because we want to recover algorithm (1.2) when
the ideal step-size is accepted. In [18], the reduced SQP algorithm was chosen as
local method, for simplicity. The first stage is mandatory, while the second stage is
optional: its realization depends on an update criterion.



The first stage mainly aims at decreasing the penalty function O,,, in which the
penalty parameter o; > 0 may depend on the current iterate. Indeed, it is always
required that ox > ||M(yk)|lp + . If this inequality does not hold for the current
penalty parameter, this one is increased before the search begins. There are many
possible ways of updating the penalty parameter o¢. The important point is that
the following properties be satisfied (& is a fixed positive number):

o 2 [Mw)llp + &, Vk>1, | (2.3)
Janindex k1, Yk > ki, o1 2 ||Mw)llp+0 = ok =0k-1, (2.4)
{ok} is bounded = oy is modified finitely often. (2.5)

We shall suppose that the rule for updating oy satisfies these properties. An example
of such rule is '

if ok_1 > [|A(v)llp + @, then oy = ok_1, else 0% = max(Gox_1, |Mue)llp + ),

where & > 1 is a constant (see Mayne and Polak [20)).
For decreasing ©,, , we introduce the reduced SQP direction, defined by

d} = =Z~ (&) By 9(wk) — A7 (yk)e(r)- (2.6)
If (2.3) holds and if y is not stationary, then

0y, (vk; d%) = —9(yx) "By 'g(yk) + Mwx) Te(yk) — oklle(ye)ll

is negative: dg is a descent direction of ©,, at yx.
To recover the local method (1.2) for a unit step-size, a search is done along the
path

o p(a) = yr + ad) — a? A (yi)(c(ek1) - c(ur))- (2.7)

Note that pQ(1) = yx + tk + rk+1 and that d? is tangent to p) at & = 0. Because
Y« € Q and dY is a descent direction of @,, at yx, it is always possible to find a
step-size a} > 0 such that
vk = Ph(a}) € Q (2.8)
and
Oak(y/t) < Oak(yk) tw Vl?(allc)’ (2'9)

where w; € (0,1/2) and vi(a) = a@), (yk; d}).

Assumptions 2.1. It is supposed that the determination of a} obeys the following
rules. First a trial is made with 02,1 = 1 and as long as conditions (2.8) and (2.9)
do not hold with a} = ag'j (7 2 1), a new trial is made with a(,:’j“ < az'j. The
step-sizes ag’j must be chosen such that az'j — 0 when j — oo and az'j“ > ﬂa(z’j,‘
for j > 1 and some constant 3 € (0,1).



For example, Armijo’s [1] backtracking satisfies these rules by taking 8 € (0,1) and
ag"’ = (71, but it is usually better to use safeguarded interpolation formule. A
consequence of these assumptions is that a} < 1.

Next a test is performed to know whether an update of the matrix By is appro-
priate. The statement of the update criterion requires some notation. Let K denote
the set of indices at which an update occurs in the considered run: when k € K,
By 41 is computed from By by the BFGS formula (see below), otherwise Biy; = B.

Then, for an index k € N*, we define

ko1 1 ifi>kforalliek,
7| max{i € K:i <k} otherwise. '

Hence, if k is the index of the current iterate, k©1 is the index of the last iteration at
which an update occurred. For j > 1, we define by induction k635 = (kS (57-1))61.
Similarly, when K is unbounded, we define '

kdl=min{i€ K:i>k}

and,forj > 1,k®j=(k®(j—1))® 1. Figure 1 illustrates these notions. We have

k—6 k=5 k-4 k-3 k=2 k-1 k  k+1 k+2 k43
—é—F——+ —
ko2 kel k ko1

Figure 1: The meaning of kS j and k @ j.

circled the iterates at which an update occurs: ¥k — 5,k - 3, and k£ + 2.
We can now write the update criterion, which is

(lewll + leCrs)l) < & llekeall 185 a(uil (2.10)

where ¢ > 0 is an arbitrary constant and el = y} — yx. It is also possible to use
exo2 instead of efg, is (2.10), but this would require to memorize y; during the
PLS. When (2.10) is satisfied at iteration k, an update of By is desirable. Observe
that, when K is unbounded, eiez — 0 and inequality (2.10) holds asymptotically
when ¢(yx) and ¢(yx+1) are sufficiently small with respect to the reduced tangent
displacement Z(yx)tx. This is in the spirit of update criteria introduced by Nocedal
and Overton [22] and Gilbert [14, 15]. In the former paper, the criterion is of the
form

lle(we)ll < 2185 9 (we)ll

where 7 > 0 and » > 0 are constants. If this choice is convenient for a local analysis,
it has some defects in practice. First, the factor pr = p1/k'+" of || By g(ww)ll



depends on the iteration index, which is not very appealing in a global framework.
Secondly, if the constant v is arbitrary, 1 has to be chosen sufficiently small for their
Theorem 4.3 to apply.  Also, no rule for tuning g, correctly is provided in [22]. We
believe it is better to let the algorithm choose itself the appropriate sequence {ux}.
The choice
1k = 1t lekgal
in (2.10) is an improvement on a criterion proposed in [14, 15], in the sense that the
factor of ||eig,|| (here u) need no longer be adjusted by the algorithm. This is now
possible because the PLS that follows is always able to satisfy (1.7). One property
of the above formula is to decrease ux only when an update occurs. In particular,
fx remains bounded away from zero when K is bounded. The choice of the index
k © 2 is motivated by a technique of proof that will be discussed after Lemma 3.22.
If the criterion (2.10) is not satisfied, the search is finished at y} and we set

. 1 1 0
=1 or=0r, Yk+q1 =Y, and v =y.

In this case, the matrix Bj is not updated. Otherwise, the search is pursued with
the aim of finding a point yr4+1 € Q satisfying the conditions

Os, (Yr+1) < 00, (k) + w1 vk( k), (2.11)

9(Ye+1)TZ (k) tr = w2 9(vk) T Z (i )k, (2.12)

where wy € (0,1) and v, is a function that will be given in a moment. Note that
the PLS algorithm do not need w, > L)l to succeed. The search for the point ygy1
is done along a piecewise affine path originating from y} and affine between the
points y}, yZ, ..., yZ" = Yk+1. The determination of the intermediate points y;;, the
corresponding step-sizes 0 = ad < a} < --- < ai" = a4 and the functions v} playing
the role of v in (2.11) is done recursively as follows. »

Given a};', y;;, and u,‘;'l (# > 1), one checks' whether the following curvature
condition holds

9(h) T Z (i )tk > w2 9(uk) " Z (yi)tx. (2.13)

If such is the case, the search is finished with

. . . . -
k=1 ox=0k Yk41 =Y, and v =v .

Otherwise, a step-size is taken from yfc along the direction
di = =127 (yi) By 9(wk) — A7 (yk)e(9h), (2.14)

in which a positive tangent scaling factor 7} is introduced (we set 79 = 1). This
scaling factor is important for practical reasons (see [18]). It is supposed to satisfy
the following assumption.
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Assumption 2.2. There are numbers Tmyjn and Tmax, such that 0 < Tin < r,i
Tmax, forall k> 1land 0 < < ¢ — 1.

The direction d}c is the reduced SQP direction with a tangential reduced component
Z(y)ds = —rLB;l.g(yk) inherited from the first stage of the search and scaled by 7;.
The function v} that forces the decrease of ©,, is defined by

vil(a), for0<a<aj
i

vi(o) = Py el i T i i, i
(1= pi)vi (i) + Pk (-w—:) + (@ - 0})0;, (yk; di), fora > af,

where p}, is any number chosen in [0, 1] and

T; = 0o, (Yk) ~ Oo, (¥i)

is the total decrease of O,, from y; to y;c The choice of pfc is arbitrary in [0, 1] and
will be discussed below.
Next, a step-size (a}'! — af) is chosen such that

t+1 € (ak’ak + 1]

and such that the point y;t! = yi + (a’t! — o} )d} satisfies y;*! € Q and the descent
condition

O, (Ui+) < O, (3) + wi Vi (™). (2.15)

Ovbserve that, by taking pk = 0 for all 7, the function uk is continuous; while, with
pi = 1, (2.15) is more demanding and becomes

Q0 (1) < Oy (wh) + w1 (! — ak) O, (ks dh),

which is the usual descent condition for a search starting from yk along dj. It is
indeed more demanding, since the factor of p} in the definition of v} is negative, by
(2.15) at the preceding iteration. We study the PLS with non fixed p} € [0, 1], since
it is not clear which of the options p = 0 or p} = 1 is the best in practice.

The observation above indicates that condition (2.15) can be realized fora};+1
sufficiently closed to 'afc, provided

04, (vki di) = —7kg(vi) "B ' 9(ux) + Mwi) Te(wi) — olle(wi)l
is negative. This is the case if
ok 2 |IAwh)llp + 5. - (2.16)

We do not allow o to change during the search. Therefore, the PLS is interrupted
at y; = yk+1 if (2.16) does not hold. Then, this point may not satisfy the curvature
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condition (2.12). On the other hand, it is shown in [18] that if it is not interrupted
because of the failure of (2.16) and if the determination of the step-size candidates
af‘ obeys some safeguard rules, then the search usually terminates in a finite number
of trials 7, with a step-size a; = ai“ and a point yg41 = y;;" satisfying (2.11) with
Vg = l/;;k_l and (2.12).

If the search algorithm is interrupted after the first stage because the update
criterion (2.10) is not satisfied or at y;c because condition (2.16) does not hold, then
the matrix By is not updated. Otherwise, an update is done with the BFGS formula:

Bi6i6IBx vy

Biy1 = B - 5IBk6k ‘7{61: , (2.17)
where v, and é; are defined for all £k > 1 by
Ve = 9(Uk+1) — 9(¥k)s Ok = @k Z(y)t, (2.18)
and .
ix—1
ay = Z (et — of)7i. : (2.19)
i=0

The use of this formula makes sense because, from (2.12), v6; > 0 (more convincing
geometrical considerations are discussed in [18]). Hence, the positive definiteness of
By is transmitted to Bgy1 (see for instance Dennis and Moré [10] or Dennis and
Schnabel [11]). The aim of the described search is precisely to get ¥]6; > 0 when
an update is desirable.

At the new point yx4+1 a new iteration can begin.

Proposition 2.3. When the search algorithm succeeds in finding a new point yp41
(i.e., there is no cycling), one has

ix—1

00, (Yk+1) < B0y (wr) + w1 Y (! — 0})0), (u}; d})-

i=0
Proof. By the descent condition (2.15), the total decrease T,i satisfies the inequality
Tli = 04, (¥k) - Gak(.’/;’:) 2 —wi V;;—l(ajc)’ fori=1,..., .
Therefore, by definition of V;; and because p}; >0,
vi(ofth) < vl ek) + (eft - 0})O), (visdh), fori=1,...,4 — 1.
Adding up these inequalities gives

. . ik—l . . . .
v (aft) < (el + 3 (af - ab)o, (vkidi).
=1

Now, vQ(a}) = a;0,, (vk; d}), vk = y§ and o) = 0. Hence, the preceding inequality
and the descent condition (2.11) give the result. o

11



2.3

At the beginning of a run, k is set to 1 and it is supposed given: a point y; € €;
constants oo > 0 and & > 0 for updating the penalty parameter (for example:
oo = 2||AM(w1)llp if A(y1) # 0 and op = 1 otherwise, and & = 0¢/100); constants
w € (0,1/2), w2 € (0,1), and B € (0,1) for the search algorithm (possible values
are wy; = 0.001, wy = 0.99, and B = 0.01); a constant u > 0 for the update criterion
(2.10); and an initial symmetric positive definite matrix B; (for example By = I

Concise statement of the algorithm

with an Oren and Luenberger [23] scaling before the first update).

When an iteration begins it is supposed that a point y; € Q is given, as well
as a symmetric positive definite matrix By and a penalty parameter oj_i.
also supposed that the constraints have been linearized at y; and that the Tollowing
quantities have been computed: f(yi), c¢(yx), 9(yx) and A(yx). Then, one iteration

looks as follows.

ONE ITERATION OF THE ALGORITHM:

1.
2. Adapt the penalty parameter ox_; — o such that (2.3)-(2.5) hold

3.

4. First stage of the search: determine a step-size aj. € (0,1] along the path

8.

Note that no assumption is made on the way the step-sizes a}'c (¢ > 2) are determined.

Check the convergence.
Compute df} by (2.6), £x41 by (1.3) and c(zk41)-

pY given by (2.7), such that y; = p(a}) € @ and the descent condition
(2.9) holds. Assumptions 2.1 must be followed.

Update criterion: if the update criterion (2.10) does not hold, go to Step 8,
skipping the update of B.

. Second stage of the search (PLS): set i = 1.

6.1. Linearize the constraints at y}.

6.2. If the curvature condition (2.13) holds, set i = i, ax = ak, Yet1 = yk,
v = uk , and go to Step 7 to update Bj.

6.3. If the penalty parameter o is not sufﬁmently large to have (2.16),
set ix = 1, ap = ), Y41 = yk, Vg = vy ! and go to Step 8, skipping
the update of By. '

6.4. Choose a tangent scaling factor r,; > 0 such that Assumption 2.2
holds and determine a step-size o™ € (o, 0} + 1] from y; along d:,
given by (2.14), such that yit' = yi + (a}t! — al)di € Q and the
descent condition (2.15) holds.

6.5. Increase ¢ by 1 and go to Step 6.1.

Update By — Bi4+; by the BFGS formula (2.17), using vx and é; defined
by (2.18) and (2.19).
Increase k£ by 1.

Assumptions 2.1 only deal with a}.

12
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3 Superlinear convergence of the algorithm

3.1 Hypotheses and result
The superlinear convergence result needs the following assumptions.

Assumptions 3.1. We suppose that there is an open convex neighborhood Qg of a
point z, € R™, with Qo C Q, and a multiplier A\, € R™, such that:

(¢) f and ¢ are twice differentiable on Qo;

(¢2) c is a submersion on Qo and the map

Q3z— (A (2), 27 (z))

is Lipschitz continuous on Qp;
(#12) g is differentiable on Q¢ with Lipschitz continuous derivative;
(iv) ¢(z.) =0, g(z.) =0, and B, = Z; L. Z] is positive definite.

Our main result shows that if the algorithm described in Section 2 generates
points {y;c}kzl,osisik—l converging to z. in the sense that

(05{%%2(_1 llyk — :z:.ll) — 0, when k — oo, (3.1)

then the sequence {zj}i>, defined by (1.3) converges g-superlinearly to z.. As
this result is asymptotic and no hypothesis is made on y; and B, is only supposed
symmetric positive definite, we can consider that all the sequence is in g, which is
assumed in the proofs.

Hypothesis (3.1) may look strong with respect to the more simple assumption
that would only suppose the convergence of {y; }x>1 to z.. We have not found, how-
ever, a way of avoiding it because of the imaginated situation in which the manifold
of the constraints would be like a sphere, allowing the iterates y,y},.. .,y;"'l to
cycle and to visit periodically various stationary points, before coming back close to
z, with yry1 = y*. Now, from the definition of the points yi, one sees that they
look like “true” iterates (the search directions dj look very much like reduced SQP
directions), so that (3.1), which is equivalent to supposing that the sequence y, ...,
y;"_l, Y2y -« v y;rl, Ysy o e ey yés'l, ... converges to ., looks now more familiar.
Also, we shall show that, under hypothesis (3.1), ¢x = 1 for k large, so that there is
no intermediate point asymptotically.

Alternatively hypothesis (3.1) could be replaced by the assumption that yx — z.
and that the sequence {yi}kzl.OSisik—l remains sufficiently close to z. when k is
large. It is not difficult to see that these assumptions imply (3.1), since then, by
Lemmas 3.3 and 3.9 below, we have for large &:

Cligk = z-11* < O0(3i) ~ Os(2.) < O (yk) — O(z.) = 0.

The main result of the paper is the following.
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Theorem 3.2. Suppose that Assumptions 3.1 hold and that the algorithm described
in Section 2 generales a sequence of points {ylic}kzlyosisik—l in Q different from z,
and converging to z. in the sense (3.1). Then, the following properties hold:

(7) the sequences of matrices { Bx}x>1 and {B;l}kzl are bounded;

(#1) the ideal step-size is accepted eventually: iy = 1 and ax = 1 for k large;
(it) the sequence {yk}r>1 converges q-superlinearly in two steps to z.;
(iv) the sequence {Ti}ir>2 converges q-superlinearly to z..

This theorem assumes that yfc # Z., i.e., that the algorithm does not terminate
prematurely because a solution point is found (then there is nothing to prove). It
also implicitly assumes that the piecewise line-search (PLS) does not fail when it is
invoked. According to [18], the failure of the PLS should be rather rare. The 2 step
g-superlinear convergence of the sequence {yx} means that yx42 —z. = o(|lyx — z.||).

The proof of the theorem is divided in lemmas grouped in three sets. We first
prove the r-linear convergence of {yx }x>1 (Section 3.2). Then we analyze the condi-
tions of admissibility of the ideal step-size and prove their achievement (Sections 3.3
and 3.4). Finally, we show the g-superlinear convergence of the sequence {zx}s>2
(end of Section 3.4).

The techniques used in the proofs have two sources of inspiration. On the one

hand, the treatment of the contribution of the BFGS formula to get superlinear
convergence is mainly inspired by the work of Powell [25] and Byrd and Nocedal
[4, 5]. On the other hand, the study of the control realized by the update criterion
is made as in [14, 15].
A comment on the notation. The indices k1 < ko € ... are determined in the
intermediate results (the lemmas), while k|, k}, ... are temporary indices used in
the proofs. Similarly, the positive constants (i.e., independent of k) Cy, Cy, ... are
fixed by the intermediate results, while C{, Cj, ... are temporarily defined in each
proof, and C is an “absorbing” positive constant.

3.2 The r-linear convergence

A useful intermediate result leading to superlinear convergence is the r-linear con-
vergence. In this section, we gather the lemmas leading to the r-linear convergence
of the sequence {yx}r>1.

This is done in two stages. First, we analyze the subsequence of iterates with
update (i.e., with index in K) and we show that a fixed proportion of them are “good”
in the sense of inequalities (3.7) below. This implies the r-linear convergence to 0 of
the sequence (3.11) (Lemma 3.12). Then, by the BFGS theory (Lemma 3.13), this
result yields the boundedness of the sequences {Bx} and {B; '} (Lemma 3.14). We
deduce from this that all the iterates are “good” in the sense of inequalities (3.7).
In the second stage of the proof (Lemma 3.15), we can then use the same technique
(i.e., Lemma 3.10) as in the first stage, but now for all the sequence {yx}. This

14



yields its r-linear convergence.

The first lemma shows that the penalty parameter becomes fixed after a finite
number of iterations. From that moment, the algorithm minimizes the same penalty
function at each iteration. Another consequence of this result is that for large k,
the second stage of the search algorithm is never interrupted because of the failure

of (2.16).

Lemma 3.3. Suppose that the hypotheses of Theorem 3.2 hold. Then, there is an
index k; > ky (indezx given in (2.4)) such that for k > ka, ox has a constant value 0.
Furthermore, o > ||A(y})llp + @, for allk > ky and 0 < i < 4 ~ 1.

Proof. As yx ~ Z., A(yx) — A.. Then, for some index kj > ki,
IAwe)llp < lIAllp + 5, Vk > k.
This implies that {o4}«>1 is bounded. Indeed, if there is an index k5 > k{ such that
o, 2 NIl + 25,
then

or 2 |Mye)llp + 5, Vk > k).

From property (2.4) and k3 > k1, one has oy = oy, for all k > k3.

Then, by property (2.5), ok is modified finitely often, i.e., ox = o for k > k; say.
By property (2.3) and the fact that ¢ = i; when (2.16) fails, the conclusion of the
lemma holds. o

Lemma 3.4 obtains from the descent condition (2.11) a technical result that is
useful to show that éx — 0 (Lemma 3.5). The fact that §; — 0 is important in many
places in the proofs. We recall that éj is defined by (2.18).

Lemma 3.4. Suppose that the hypotheses of Theorem 3.2 hold. Then,

1x—1

3 (et - af)lle(yh)ll = 0, when k — oco.

Proof. Let k > k; (index given by Lemma 3.3), so that o =0. Fori=1,...,
ik — 1, the curvature condition (2.13) does not hold, hence 9(y1)" Z(yx )tk < 0. Using
also g(yx) " Z(yk)tx <0 and o > |[Myi)llp + &, weget for i = 0, ..., ix — 1

0, (vi; di) mho(uk) " Z(w )tk + A(wk)Te(wk) =~ olle(ui)l
(ll/\(yi)HD = a)lle(yll
~&|le(yi)ll-

i

IA A
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Now, from Proposition 2.3

=1 ‘
W& Y (ot = ap)lle(ui)ll < 05 (3k) — O (Yh41)-
1=0
The conclusion follows from the fact that Oa(yk) - O (Yk41) — 0. a

Lemma 3.5. Suppose that the hypotheses of Theorem 3.2 hold. Then, 6, — 0 when
k— oo.

Proof. First, by (2.7)~(2.8), Z(vx)(v} — w) = a}Z(yx)tk, and by (3.1), (y}c — Yk)
tends to 0. Hence

akZ(y )ty — 0. ° (3.2)
On the other hand, denoting 6 = E::“:;l(ai“ — a})7i Z(yx)tk, we have
-~ ik—l . . . .
Z= ()b = Y (o™~ ab)mZ (4k) Z (i)t
=1
'.k—l . . . . -
= S (e - e (27 () - 27 () Z(we )tk
=1
‘.k_l . . . .
= (B — g+ 2o (o™ - ak) A (wk)e(vk)
=1
i1

= Yo (g - oy (27 (k) - Z7(w) Z(w )t
=1

By (3.1), (yk+1 — y}) — 0. By Lemma 3.4 and the boundedness of {4~ (y})}, the
first sum in the last right hand side tends to 0. Using the Lipschitz continuity of
Z~, we get
-~ ik—l - . . .
IZ=(wk)bill < C 3 (ot = ai)millvk — well 1Z(wi)tell + o(1).
- =1
But max;lyj — ]l — 0 [by (3.1)] and ||Z~(4)ell > ClIB4ll. Hence
8 = o(llékll) + o(1).
From this we deduce that &, — 0, which with (3.2) gives the result. o

The next lemma gives a technical result that is only useful for proving Lemma 3.7.
It says that, when the update criterion (2.10) holds, an inequality similar to (2.10)
is verified: instead of [le(yk)|| or [[c(zk+1)[| in the left hand side, one can also put
le(yi)|l for any i =0, ..., ik and the right hand side is perturbated only by a term
of order O(||éx|] ||txll)-
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Lemma 3.6. Suppose that the hypotheses of Theorem 3.2 hold. T hen, there is a
constant Cy > 0 such that

(qmax ) < G (lekeall + 6l for k € K. (3.3)

0<i<ix

Proof. The result clearly holds for ||c(yx)|| in the left hand side of (3.3): use the
update criterion (2.10) and the fact that Z(yi)tx = O (||tkl])-

Now, the definition (2.8) of y}, the update criterion (2.10), and a} < 1 give for
kekK

ub = e + obt — b A™(w)e(i) — (ab)*A™ () (c(zrs1) = c(wr)),
Ik = vkll < eklltell + Cokllergalllitkll- (3.4)
Let us expand c(y}) about yy:
c(u) - ake(w) - (a})*(e(ars1) = e(we)) + OUlluk - well®)
(1- o + (a})?) e(w) — (oh)?c(zhs1) + Ollyk — well?).
Now, 1 ~el + (el)? <1, (a})? < 1, and ||y — vl < Callltkll, by (3.4). Therefore
lle(wil < lleCye)ll + lle(zarn)ll + Clak)litell*.
Using the update criterion (2.10) and the boundedness of {Z~(yx)} to get ajty =

O (||6k|l), we obtain
lle(will < Clllekoall + 16kl (3.5)

This is the inequality of the result with ||c(y})|| in the left hand side.
We proceed similarly for |jc(y;?)||, when 1 < i £ 4 — 1. Then, y '“ =y +

(a };H — a})d} and the expansion of c(yhLl about y} gives

c(with) = (1 - (4™ — a}))e(uh) + O(llgi - will®).
By choice 1 — (e}t! — a}) > 0, then
eIl < (1= (ad" = o)) lie(ui)ll + Claft - a2 (el
- + Cy(ait - ak ) lle(i)ll?
le(wi)ll + (e = ad)(Calait = ab)lie(will = 1) le(wh)Il

+ (el ~ (il
le(uill + Claf! — af)rilltal®,  for k large,

c(yi)

IA
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because, by Lemma 3.4, Ch(aitt = ab)lle(y)ll € 1 for k large, (af*! —of) < 1,
and {74} is bounded. Finally, using these inequalities recursively, one gets for i =
2,...,1 and k large in K:

-1 o
el < lle(wi)ll + € D_(ek* = af)rilltl?
j=1
< Mle(wll + Caxlitell?
< Clllekeell + 18 Dlitell, by (3.5).

This concludes the proof. m]

- The result of the next lemma allows us to measure in terms of é; and for indices
in K, the gap between the actual step from y; to yg4; and its tangential component
a@itr. This is useful for the analysis of the subsequence of iterates with update. We
recall that @ is defined by (2.19).

Lemma 3.7. Suppose that the hypotheses of Theorem 3.2 hold. Then, there is a
constant C, > 0 such that ’

loks = ve = @l < Co (lleball +_max 11k = wall+ 11641 166ll,for k € K.

Proof. We have

Yk41 — Yk — @kl = oty — aiA_(yk)((l — ap)e(yk) + oke(Ths ))
t.k_l . . .
+ ) (ot — aj)dy — axty
=1
= X1+ X2+ X,
where
X1 = —abA™(p)((1 - ab)e(w) + adelzian)),
te—1 ‘ ‘ ' )
X2 = Y (oft - al)ri (27 (wh) - 27 () Z (),
=1
tx—1
X3 =

- Yo (e - k) AT (wk)e(wh)-
=1

Using the boundedness of {A~(yx)} and {a}}, the update criterion (2.10), o} <
@, and the definition (2.18) of §;:

Xl < Cablleloall 1Z(ur)till < Clleksall 164ll,  for & € K.

18



With the Lipschitz continuity of Z~

-1

IXz) < C Z(ai“ — al)mkllyk = yell 112 (i)l

IA

cQ<< ok = el 161

Finally, by the boundedness of {A~(yi)}, {Z~(yk)}, and {1/7}}, and by Lemma 3.6

th—1

X5l < CZ(a'“—ai)IIC(y};)II

Cakg<< e
Clllekeall + 181G, for k € K:

IA

IN

The last three estimates and the first identity give the result. o

The next lemma is important for the control of the update of By with v, and 6.
Inequalities (3.6) will be used to show that a fixed proportion of the steps with
update are “good” in the sense of inequalities (3.7).

Lemma 3.8. Suppose that the hypotheses of Theorem 3.2 hold. Then, there are
constants C3 > 0 and C4 > 0 such that

vr6e > Call6ill? and vl 6k > Callvl|?, for ke K. (3.6)

Proof. If K is bounded, the result is clear since 7] 6 > 0 for k € K. Suppose now
that K is unbounded. Then, e}y, — 0 and Lemma 3.7, with Lemma 3.5 and (3.1),
show that

Ye+1 — Yk — @kte = o (||6k]]), for k € K.

This implies that yry1 — yx = O (||6k|) for k € K.
Using the fact that g is contmuously differentiable around z., (2.2), and the
estimates above

.

Y = 9(Ye+1) — 9(yx)
Z7TLu(Yk41 — w) + o(||wk+1 — el])
= @Z; L.tk + o(||6k])), forkeK.

Now, since @ity = Z~(yx )0k = Z7 6k + o(]|6k||)

Tk = Bubr + o(]|6k]]), for k € K.
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Taking the inner product with d; in the estimate above and using the positive
definiteness of B, lead to the first inequality of the result. The second inequality of
the result comes from the first one and the fact that v = O (||6k||]) for ke K. O

The next lemma, due to Byrd and Nocedal [5, Lemma 4.2], gives information on
the map O, near z..

Lemma 3.9. Suppose that Assumptions 3.1 hold. Then for any o > ||A\||p, there
ezist two constants Cs > 0 and C¢ > 0 and an open neighborhood Q, of z. such that
foryey

Cslly ~ 2./I* < 0,(y) — O,(z.) < Co(llgW)I” + lle(w))-

We can suppose that Q3 C . Then, since the points y;'c tends to z., there is
an index, say k3 > k; (index given by Lemma 3.3), such that

y;c € Ql’

fork > ksand 0 < ¢ < g — 1.

We condense in the next lemma a reasoning that will be used for two subse-
quences K’ of indices: for a subsequence of K and for N*. We denote by ) the angle
between & and By, that is

67 Bi.6y
| || B Sk || 1|6kl
Lemma 3.10. Suppose that the hypotheses of Theorem 3.2 hold. Let K' be a sub-

sequence of indices and C' > 0 and C"” > 0 be two constants such that for all k
in K’

cosby =

1 || Brdill
> / - Nk RFI < II. )
cosfr > C' and o < el S C 3.7)

Then there ezist two constants & > 0 and { € (0,1) such that for k € K', k > k3
(indez given after Lemma 3.9) and 1 <1 < 4

a2 e} > é,
00 (vi) — Os(2+) < ¢(O0(3k) - Oa(z4))-

Proof. As t, = (1/&x)Z~(yx)éx, we have using (3.7)

C C
ltkll < —llékll < —IIBiéill = Cllg(ye)ll, for k € K. (3.8)
ay aj
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We consider now large indices k > ko, so that ox = o > |\ (yk)lip + 7. Then using
9(yx) = —(1/ak)Bidi and (3.7), we have for large k € K’

OL(yk;dY) = g(ye)TZ(yk)tk + Ayk) Te(yr) — olle(ye)ll
1
< —?5231:51: = {le(ye)ll
k
1
= _EZHB“S"” l|6x| cos Ok — &llc(y )|
c’ 2
< ——==||1Bibi|l* — allc(yi)l|
C"a?

< =CUlg(ml? + Ne(l)- (3.9)

To prove that o} is bounded away from 0, suppose that o} < 1. Then, by
Assumptions 2.1, there is a step-size &} < min(1,a}/f) such that either

9t = pR(&}) = i + Gk + (a1 A7 (ue) () — c(zns))

is not in Q or the descent condition (2.9) is not satisfied for y} and o} replaced by
71 and @} respectively. Clearly, it is the latter event that occurs eventually since
for k — oo in K', (3.8) shows that {x — 0 and, because &} < 1, ji — z. € .
Therefore, for k large in K':

0,(3h) > O (k) + w1 610% (yri ). (3.10)
Let us expand the left hand side of this inequality about y,. We have
() = e(ve) + O(l1tall®).
Using this estimate and the fact that {t;}rcx is bounded [by (3.8)]
| F(3R) = S(we) + GLF (we) - &8 + (&)20(Itl) + () O(lle(wn)I)-
Similarly
e(gr) = (1 = @x)e(yr) + (&@)*0Itell*) + (&) 20lle(y)lI®)-
Since 1 — &} > 0, these two estimates give
O (vi) + &k (f(we) - 4% ~ olic(we)l)

+ (&)*0(Itl®) + (&) *O(lle(w)II*)
= O0(ye) + G105 (yki dR) + (&) 20([tell?) + (&k)*O(lle(ye)l®)-

Let us go back to (3.10) with this identity. Because © (yx; d}) is negative, we have
—(1 - w1)ak @, (ye; d&7) = (&R)*OUItl*) + (&4)*O(lle(w)I1®)-

©
Q
S
et
X
~—

Il
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Dividing by &} > 0 and using (3.8) and (3.9)

lg(wll? + lle(woll < Ciadk (la(woll? + lie(we)l?),

where C] > 0 is a constant. Hence
oGl + (1 - CiablleCual) lleCwll < Ciaklig(uoll®
But 1 — C{ak|le(yk)|| > O for large k, therefore

lg(ye)ll® < Ci6kllg(ye)ll®,  for large k € K.

For these large indices, g(yx) # 0 otherwise the last but one inequality would give
c(yx) = 0 and yx would be a sta.tionary point, which we have discarded by hypothesis.
Therefore &}, > 1/Cy, showing that o} > min(1,8/C}) for large k in K’. Hence {a}}
is bounded away from zero in K’ and the first part of the lemma is proved.

For the second part, observe that fort=1,...,1

O, (vh) < O, (3k) + w1k O’ (yi; d2).

Using al > &, (3.9), and Lemma 3.9, we get for ¢ = 1,...,i and k > k3 in K":

00 (k) ~ 0s(2.) < Ou(mk) — Oo(24) = Clllg(w)lI” + lle(yill)
< (1= C5)(O(ue) — Oo(z.))-

Since ©,(yi) and O, (yx) are greater than ©,(z.), and C} # 0, we see that 1 — C}
is a number in (0,1). This concludes the proof. : 0O

The next lemma shows that a given proportion of the steps in K are good in the,
sense that cos 8 does not approach 0 and the quantities || Bixdx||/||6x|| and their in-
verses form bounded sequences. This is exactly what is needed to apply Lemma 3.10,
which is done in Lemma 3.12.

Lemma 3.11. Suppose that the hypotheses of Theorem 3.2 hold and let r € (0,1).
Then, there exist two constants C; > 0 and Cg > 0, and a subsequence K™ C K such
that

(?) cos by > Cy, fork € K",

(i) 1/Ca < 1BuSell/ I8l < Cs, for k € K7,
(i11) |KL| > r|Kkl|, for k > 1, where Kx = K0 {1,...,k} and K} = K" N {1,...,k}.

Proof. Consider the sequence of matrices {Bx}kex. These matrices are updated

with the BFGS formula using the pairs {(7k,0x)}xex. As these pairs satisfy (3.6),
Theorem 2.1 of Byrd and Nocedal [4] applies and gives the result. 0
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The next lemma proves the r-linear convergence of the sequence {max; ||y —z.|| :
k € K} to zero. Recall that a sequence {ui}i>1 converges r-linearly to a point u.
in a normed spage, if -
lim sup ||ug — w.||/* < 1.

— 00 .

Clearly, this implies that 3", [lux — u.|| < oo.

Lemma 3.12. Suppose that the hypotheses of Theorem 3.2 hold and that K is un-
bounded. Then the sequence

0<i<ix

{ max ok - x.u}m - (3.11)

converges r-linearly to 0. In particular
max ||yi — 2.|| ) < .
Y (OS,.S,.f ok - 2.1)

Proof. Let us choose r € (0,1) and let K™ be the subset of K given by Lemma 3.11.
Then Lemma 3.10 with K’ = K7 can be applied because conditions (3.7) hold from
Lemma 3.11. Changing { € (0,1) into ¢?'" for convenience, we get for k € K7,
k>kzandi=1,...,10 . ’

0, (k) ~ Ou(z.) < (/"0 (u) - Oo(s.)).

Recall that y;;" = Yk41. Since {Oc(yk)} x>k, is decreasing, we get now for any k > k3
andi=1,...,1%

Oa(y;;) - 04(z.)

IA

((2/r)lxrn{k3,..-,k}| (Oa(yks) — Og(x.))
< (2(|K:k|—k3/') ((—)o(yks) - @a(ﬂl.)) .

We have used the fact that { € (0,1),|K"N{ks,...,k}| > |KL|—ks, and |KE| > 7|Ky|
(by Lemma 3.11). The left hand side of this inequality can be minorized by using
Lemma 3.9. Therefore

(jmax - 2l) < CORRI, - fork 2

1<1<sx

and

i < CKe=1l-k3/r .
(qmax Nk - =) < € | fork > ky

This estimate implies that the sequence (3.11) is r-linearly convergent to 0.
Indeed, using the fact that |[Ki| — oo and |Kk—-1|/|Kk| — 1, we have

. 1/IKxl
lim sup (0,2%,; llvi - x.”) < Yim CYWHl((Kasl=ks/)/IKAl = ¢ < 1.
_l_lk

k— o0 k~o0

kEX keX o
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The next lemma is a general result on BFGS updates. It can be found in the
paper of Byrd and Nocedal [4, Theorem 3.2]. The first part of the result concerning
the boundedness of {Bx} and {B; '} was already proved by Powell (24, Theorem 3].

Lemma 3.13. Let {Bi}r>1 be a sequence of matrices updated by the BFGS formula
from a given symmetric positive definite matriz B, and pairs (i, 6k) of vectors

verifying
Z ||"/k — B.&||

a6k >0, Yk>1  and
1 el

< 00,

where B, is a symmetric positive definite matriz. Then, the sequences {Bx} and
{B;'} are bounded and
(B — B.)bx = off|éx|l)-

By applying this lemma, we get a result that will greatly simplify the analysis:
the sequences { By} and {B;'} are bounded.

Lemma 3.14. Suppose that the hypotheses of Theorem 3.2 hold. Then,
(Bx — B.)éx = o(||6kll), fork e K, (3.12)
and the sequences {By}i>1 and {Bk_l}kZI are bounded.

Proof. When X is bounded, the estimate (3.12) is meaningless and the boundedness
of the matrices is clear. Suppose now that K is unbounded. From (2.2) and the
Lipschitz continuity of ¢’, we have

e = 2 el < ([ 9'Cun + ex) ~ g'(@)l1 ) Yl
< Clllue = 2l + el (313)

Consider only the indices k¥ € K. From Lemma 3.7, ex = Z~(yx )6k + o(||6x[|), for
k € K. Hence :
lleell ~ ll6xll, for k € K.

On the other hand, because

otk = Z7 ()8, = Z7 8k + O(llye — <.ll16kl1)

and
6k = O (llexll) = O(llyk — zull + llyk+1 — z4ll),

Lemma 3.7 gives

fex = 2641 5 € (lekoall + max lls = 2.1 ) 6l
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With (3.13)

- vk = Bubil
6kl

But k62 € K and

< € (lleball + gmax Ik~ 2.1l) . for ke k.

llekall < llvkoa — =-1 + llvrer — =.1l < 2 max. Ikaez —z.||-

0<1<1,
Therefore, with Lemma 3.12
- B.é
y e — Bo&il llve = BSkl| < oo,
o2 |3
The conclusion now follows from Lemma 3.13. a

Lemma 3.15. Suppose that the hypotheses of Theorem 3.2 hold. Then,
(t) the step-sizes are bounded away froi zero: there exists a constant & > 0, such
that o > a}. > @, for k > 1;
(i) there is a constant ( € (0,1) such that for k > k3

Oa(yk+l) - Og(l‘,) .<. C(Ga(yk) - OU(Z*));
(iti) {yk}rp1 converges r-linearly to z.; in particular, Tp>q ||yk — .|| < co.
Proof. As {B} and {B['} are bounded, we have

87 Bby Amin( Bk)

cosby = >C >0,
" T UBRSkI Tk = Amax(Br) =
| Bkbi]l < Cl6ll,
é
1Bebill > L > cyis,).
185l

By this, we can apply Lemma 3.10 with X’ = N*. The first consequence is that the
step-sizes a} are bounded away from zero.
This lemma also gives a constant ¢ € (0,1) such that

O (yk41) — O5(2.) < ¢*(O0(3h) — Os(z2)), for k > ka.

Hence, by induction

00 (k) = Oo (2.) < (P48 (0,(viy) = 0o (2.)), for k 2 k.
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Now with Lemma 3.9,
Ny — z.||1/* < CYRC1R /% for k > ks.
This implies the r-linear convergence of {yx}. O

With Lemma 3.14 we have proved point (i) of Theorem 3.2 and this last lemma
gives some information on points (i7) and (:22). The next sections concentrate on
points (#2)~(iv) of the theorem.

3.3 Admissibility of the ideal step-size

We say that an ideal step-size is taken if the search algorithm terminates with
ar = a}c = 1. According to the description and the assumptions of Section 2, this
occurs when the first step-size trial is successful, i.e., when '

Oo, (Uk + te + Tha1) < O0, (yk) + w19f,k(yk; dg) (3.14)

and either the update criterion (2.10) is not satisfied or it is satisfied together with

9(Yk + te + ip1) " Z(y)te > w29(yk) " Z (yk )tk (3.15)

The result that gives conditions under which (3.14) and possibly (3.15) hold is
based on expansions of O, (yx + tx + 7k+1) and g(yx +tx + rk+1) about yg. Thinking
of possible future uses, we state them in a general context, which even does not
depend on the algorithm given in Section 2. In particular, it will be licit to use these
results for subsequences of {yi}i>1.

Proposition 3.16. Suppose that Assumptions 3.1 hold and that we are given a se-
quence {yr} in Qo converging to z., a sequence of tangent directions {t, € N(A(yx))}
converging to zero, and a bounded sequence of positive numbers {ox}. Define ry4; =
— A~ (yk)e(yk + te) and d) = tx — A~ (y)e(yx). Then

1

oy (Y + th + Tht1) = Oo (wk) + O, (wr; d)) + 'étZLJk + o(||tell?) + o(llrx4l))

and
9(Yk + te + 7)) = 9(yk) + BuZ(yr)tk + o(l[tkll) + O(lIrksall)-

Proof. Expanding c(yx + tx) about yx and using ¢’(yx) - tx = 0 give

1
ey + tx) = c(yr) + 5¢"(22) - £ + o(lltill®)-

26



Note that t;, = Z7(yx)Z(yk)tk- Let us now expand f(yk + tx + 7+1) and c(yx + tx +
Tk+1) about yx at the second order in t; and the first order 7443, using the estimate
above:

flur +te +rew1) = fue) + 9(we) " Z (v )te + Myr) T e(yk + tx)
| +507(@2) - bk + rasa)? o ollts + rasall?)
FQue) + 9(ue)TZ(ye )tk + Muk) T e(yr)

1
+ StiLate + o(l[tll?) + o(llresall)

and

1
c(yr) — c(yr + t) + 50"(1:) (ke + 1) + o(lltk + T )
o(lItlI®) + o(|Irrsl])-

Hence, because {0} is bounded

(Y + te + Tkt1)

O, (k + te + Ths1) = O, (k) = orllc(ui)ll + 9(ur) " Z(ye)tk + Myk) e(ur)
1
+ Eichtk + o(JItxll?) + o(l|rk+41ll)-

As 07, (v:d}) = 9(vk) Z(ye)tk + A(yk)Te(yk) = oklle(ye)ll, the first part of the
proposition is proved.
For the second part, we have with (2.2) and tx = Z7 Z(yx )tk + o(||tkl])

9k +te +rig1) = 9(yk) + Z7T Lu(tk + rieg1) + o([|te + mrsall)
9(uk) + Z7 T Luti + o(l[till) + O(lIrksall)
= g(yk) + BuZ(yk)tr + o(||tkll) + O(Irk41l)-

This concludes the proof. a

The next proposition analyzes conditions of admissibility of the ideal step-size
that will be useful for the steps with update (k € K). For these steps, we shall see
that the estimate (3.16) holds.

Proposition 3.17. Suppose that the hypotheses of Proposition 3.16 hold and that

9(yk) + BoZ(yx)tx = o(lItill) + OlIrksall)- (3.16)

Then,

(¢) ifwr < 1/2 and the bounded sequence {0} satisfies 0x.> ||A(yx)||p+ 3 for some
constant & > 0, then (3.14) holds for large k;

(#1) if wa > 0 and ri41 = o(||tk|l), then (3.15) holds for large k.
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Proof. First, consider part (i) with its hypotheses: Then
0., (ki ) = 9(ue)  Z(we )tk + Muk) "e(ye) — oklle(we)ll < g(yx)TZ(yx )tk
Using Proposition 3.16, ¢, = Z; Z(yx )tk + o(||tkll), and (3.16), we have
Oy (¥ + tk + Th41) — Oy (Uk) — w10, (313 d})
= (1= )%, (yei @) + T Late + oll1ell?) + o(liresall)
(% - wl) 0, (yk; d}) + %g(yk)TZ(yk)tk + %tIL:tk
+ o(J[tll*) + ellri+all)
(5-1) O (wei ) + 3 (s(w0) + B-2wedts) 2w
+ o(|[tl1?) + o(llrx4all)
(3 - 1) @ ks ) + oltel®) + ol

IA

On the other hand, with (3.16) and ox > || A(yk)llp + 7
0, (vi; d9) < —tL Z(yx) B Z(we)tx — alic(um)ll + o(litell?) + ollrsall).
Since c(yk + t&) = e(v) + O(Itel2), res1 = O (lle(w)l)) + O (J|til|?). Finally
O (Yk + th + The1) — Qo (1) — w107, (yx; d%)
< - (5-) 22w B2 - (5 - o ) olleuoll
+ o(1Z(wk)tel®) + o(llec(ye)l).

Part (i) of the proposition is proved because B, is positive definite and wy < 1/2.
By Proposition 3.16, (3.16), and r¢yy = o(||tkl|)

9(yk + te + Trs1) = o([fte])
Hence, using again (3.16)

9y + te + 7e41) " Z(y )tk — wag (k)" Z(yx )t
= wat] Z(yx) " B. Z(wr )tk + o(||tell?).

The conclusion follows from the positive definiteness of B. and w; > 0. a]

The next proposition is useful to analyze the admissibility of the ideal step-size
for iterations at which there is no update. In this case, a condition like (3.16)
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does not necessarily hold. This one is indeed given by the BFGS theory, which
does not give any information when the matrix is not updated. Now, when K is
bounded, |le}o,ll is constant for large k and it is not difficult to show that the
negation of the update criterion (2.10) implies that tx = O (||rk+1]|) (see the proof
of Lemma 3.26). In this case, part (i) of the next proposition can be applied. The
case when K is unbounded is more difficult, but the result obtained in part (i:)
of the next proposition will be useful for treating this case with an argument by
contradiction (proof of Lemma 3.26).

Proposition 3.18. Suppose that the hypotheses of Proposition 3.16 hold. Suppose
also that there are constants C' > 0 and & > 0 such that g(yx)" Z(yk)te < —C’||tkl|?
and ox > ||A(ye)llp + @, and that wy < 1. Then,

(¢) if te = O(||rk41l]), then (3.14) holds for large k;

(it) if (3.14) does not hold, then c(yx) and c(yx + ti) are of order O(|[t||?).

Proof. With the assumptions common to () and (i7), we can write

0, (v dR) = g(yk) Z()te + A(yr) e(yx) — oklle(ye)
=C'|itil1? = lle(yw)ll- (3.17)
It follows from Proposition 3.16, (3.17), and wy < 1

IA

Xk = Ou (Y + te + rks1) — O, (yk) — w10}, (yk; df)
= (1= )0}, (yei &) + 5L Lutic + o{[1el) + o lrieal)
< ~Cell + (sl + St Luti+ ollall?) + ol
Consider case (). Because tx — 0 and tx = O(||rk41]]), we have t{ L.ty =
o (Ilre+11l) and, because rir1 = O(lle(yx + te)ll) = O(lle(wi)ll) + O(litkll?), we have

Xie < =C(lItell® + lle(wi)ll) + o(litell®) + o(lle(ye)ll)-

This shows that X, < 0 for large k, i.e., point (7).
Consider now case (iz). Since (3. 14) does not hold Xk >0. Hence

lI£ll? 4 lle(yoll = OIell?) + olle(ye)ll)-

From this we deduce that ¢(yx) = O(||tl|?). But c(yx + tx) = c(yk) + O(|Itx]|?), so
that the same estimate holds for c(yx + t&). o

Proposition 3.17 allows us to show that the algorithm has the property to take
an ideal step-size for k large in K. Proving that oy = a} = 1 for large k in K¢
is @ much harder task. In fact, when we shall have proved this, the g-superlinear
convergence will follow immediately. Therefore, we leave the study of the sequence
K¢ for the next section.
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Lemma 3.19. Suppose that the hypotheses of Theorem 3.2 hold. If K is unbounded,
we have

9(yx) + B. Z(yi)te = O(IIikII), forke K

and the ideal step-size (o = a}c = 1) is taken for k large in K, say k > k4 > k3
(indez given after Lemma 3.9).

Proof. From Lemma 3.14 and the fact that 6 = &, Z(yk)tx, we have
(B = B.)Z(y)t = o(1Z(g)tell) = o(litill), for k € K.
Now By Z(yk )tk = —g(yx), hence
9(yk) + BuZ(yk )tk = o(|ltkl]), for k € K,

which is the first claim of the lemma.

Note that t; — 0 (since the matrices B; ! are bounded, by Lemma 3.14). Then,
we can apply Proposition 3.17. As w; < 1/2, point (i) of that proposition states
that (3.14) holds for large k. By the update criterion (2.10), rr41 = o(]|tk||) for
k € K and point (iz) of the same proposition claims that (3.15) holds for large k.
Therefore, the ideal step-size is taken for £ large in K. m

Since the ideal step-size is accepted for large k£ € K (supposed unbounded),
€io2 = exg2 for large k, so that, from now on, the update criterion (2.10) can also
be written with ey instead of e}q,.

3.4 The g-superlinear convergence

The proof of the superlinear improvement of the steps with update (k € K) is stan-
dard and is based on the following theorem. As for the propositions of Section 3.3,
we state the theorem independently of the algorithm of Section 2, so that it can
be used for any subsequence of {yr}r>1. For a proof, see [16, Theorem 5.1] (the
statement of the theorem is slightly different here, but the proof is similar).

Theorem 3.20. Suppose that Assumptions 3.1 hold. Let {yr}x>1 C Qo be a se-
quence converging to z. and {t;}x>1 be a sequence of steps tx € N(A(yk)) con-
verging to 0. Define the sequence {zi}r>2 by Tiy1 = yx + tx and define also
41 = —A (ye)e(ye + te). If K  is a subse_quence of indices such that y, = i + 7%
for k € K', then the following conditions are equivalent:

(7) Th41 — Tu = o(||zk — 2.]|), for k € K';

(¢2) g(yk) + BuZ(y)tk = o(||zk = z.|)), for k € K'.

When condition (2) is satisfied, we say that 441 — 2% is a superlinear step. Note
that condition (7) is not as strong as condition (3.16), which is given by the update
scheme (see Lemma 3.14 or 3.19).
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We cannot immediately apply this theorem to the sequence {zi}iex, since we
still do not know that ax_; = a,lc_1 = 1 for large k € K, hence y; may differ from
z) + 7t infinitely often in K. We can show however that when k& € K is sufficiently
large (in particular to have admissibility of the ideal step-size, by Lemma 3.19)
the step from yix to yk4+; is superlinear. This result may look surprising since the
whole sequence {yx}x>1 does not converge g-superlinearly in general: see Byrd [2]
and Yuan [28]. Of course the estimate riy1 = o(||tk]|) for £ € K, coming from the
update criterion (2.10), plays a crucial role in obtaining the result and is generally
not true at each iteration.

Lemma 3.21. Suppose that the hypotheses of Theorem 3.2 hold and that K is un-
bounded. Then yryy — T« = o(||lyx — z.||), for k € K.

Proof. Since {B}'} is bounded (Lemma 3.14),

tke = O(llyx — 2.]l)- (3.18)
Therefore, using (3.18)
Tht1 = —AT(%)e(Tk41)
= —A7()e(ur) + o(|lll)
= —AD A — z.) + ol(lyk — 2.l)- (3.19)

Now, as K is unbounded, the update criterion (2.10) gives
riar = O(lle(zran)l) = o(litell) = ofllyk = z.1l), for k € K.
We deduce from this and (3.19) that
Au(yr — 22) = o(||yk — z.]|), for k € K. (3.20)

By Lemma 3.19 and (3.18), g(yx) + B.Z(yx)tx = o(l|tk]]) = o(|lyx — z.||), for
k € K. Hence

B 'g(yx) = B g(k) + olllyx — z.ll), for k € K. (3.21)

Let us now express tx, using successively (3.21), (2.2) and (3.20)

-Z" () B 9(we)

~Z7(y) B (k) + o(llye — z.ll)

—Z7(ye)B7' Z7 T Lu(yk — 2.) + o(llyx — z.]|)

= —ZIBI'ZITL.Z7 Z.(yx — z.) + o(||yx — z.||), for k € K.

tk
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Since B, = Z-TL,Z .
k= =2 Z.(yk — z.) + o(|lyx — z.]|), for k € K. (3.22)

Using (3 19) and (3.22), we can now conclude that for £ € K and k& > k4 (note
that o = o} = 1 by Lemma 3.19):

Ykl — Zu = Yk — Zu + b + 7rp1 = o(||yx — 2.]|)-

This ends the proof. ' @]
For k ¢ K, yk+1 — =« and yx — 2. can still be compared.

Lemma 3.22. Suppose that the hypotheses of Theorem 3.2 hold. Then yry1 — Tu =
O(llyx = z.ll), for k > 1.

Proof. By Lemma 3.21, we only have to consider the indices k € K¢. For k large
in K¢, the search is interrupted at yr4; = yi, because the update criterion (2.10)
does not hold. Then, the result follows from the definition (2.8) of yi, @} < 1, the
boundedness of {B; !}, and the smoothness of ¢ and g. o

Lemma 3.21 and the point (¢i-6) in the next lemma were crucial for the design of
the update criterion. These results are important for the treatment of the iterations
without update. Indeed, for £ € K¢, the negation of the update criterion (2.10) and
the estimates (i) and (i1-b) in the next lemma (assuming that ax = o} = 1 and
ax—1 = ai_, = 1 in this discussion) give

lye-1 — 2.l

ko2 — .||

Suppose also that there is a positive constant C such that ||y; — z.|| < C|lyx — z.||
for all I > k£ > 1 (we shall discuss this below). Then, the last inequality gives

itk < C

lzx = zall-

Jeaf < Lo = 21
ko2 — .|l

”.’Ek - III,”,

because k — 1 > (k6 2) + 1. By Lemma 3.21, the ratio in the inequality above goes
to zero when K is unbounded (since £ 62 € K). Hence tx = o([|zx — z.||) and, by
point (ii-c) of the next lemma, zx41 — 2. = o(||Tk — Z«||)-

This discussion summarizes the reasoning that is followed in the rest of the paper.
The path to the final goal is still long, however, because we still do not know that the
ideal step-size is accepted eventually and we may not have ||y — z.)| < Cllyx — 2.,
forall{ > k > 1.

Recall that s is defined in (2.1) by sx = Zg4y — Zk-
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Lemma 3.23. Suppose that the hypotheses of Theorem 3.2 hold and let K' be a
subsequence of indices. Then, .
(1) if ax = a} =1 for k € K', we have ||ek|| ~ |lyx — z.||, for k € /C’,'
(1) if ak_1 = aj_, = 1 for k € K', we have
(@) llskll ~ llzk — .|, for k € K, .
(b) c(yx) and c(zrs1) are O(l[ge_r — 2.l 12k — 2.ll), for k € K,
(¢) (& — 2+) and (k41 — 24) are O(Itell) + o(llek ~ .1), for k € K.

Proof. The fact that {Bx} and {B;'} are bounded is used throughout the proof.
The proof of () and (7i-a) can be found in [16, Proposition 4.4]. These statements
are based on the estimates

ex = —(A7 Au+ Z7 B Z7T L) (wk — 2.) + o(|lye — =.]]),

= —(ATA. + Z7 By ' B.Z.)(zx — 2.) + ol ||z — z.)),

which hold when ax = a} = 1for k € K’ or when o1 = a}_, = 1 for k € K,
respectively.

Consider now the point (7i-b). We have ¢(yx) = A. (yk —z.)+ O(||yk —z.J|%) and
the same estimate is true for ¢(zk4+1) = e(yk) + O(||tk]|?), since tx = O(||yx — z.||)-
Hence

{ (k) }=A.(yk—x.)+0(||yk—z.u?)- (3:23)

c(Zk+1)

If ag-1 = aj_, = 1, we have

Yk — Ta
= Tk~ Tw — A7 (Yk-1)c(2k)
= Tk~ 2u — A7 (gk-1)Au(k — 2.) + O(l|zk — 2.|%)
= Z7 Z.(zk = 2.) + O(llyk-1 — 2l [|2x — 2all) + O(llzx — 2.[[%). (3.24)

This injected in (3.23) gives

{ c(yk) } = O(llyr-1 — 2.l 12k — z.]1) + O(llzx — z.11%) + O(llyk — 2.||?).

c(Tky1)

From (3.24), yx —z. = O(||lzx—z.|]) and k- 2+ = yp—1— T+ tk—1 = O(Jlye-1—z.|])
The point (ii-b) then follows from the last estimate.
Finally, consider the point (ii-c). An easy expansion gives with (3.24)

te = —Z (ve)Bi g(wr)
= -Z7B'ZTL.(yk — z.) + o(llyx — z.|)
= =27 B;'B.Z.(zk — 2.) + o(l|lzk — z.}).
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Hence
Zu(ak — 2.) = =BV BiZots + olllox = 2.ll) = O(Itell) + ollax — z.l}).  (3.25)
We deduce from (3.24) and (3.25)
Yk — 2. = O(IItell) + o(llzk — 2.I1)
and also
Tet1 = Tx = Yo — Ta + te = O([|til]) + o(llzx — 2.]]),

which are the expected estimates. @]

The next two lemmas deal with the problem of comparing iterates yx4; and yx
whose indices may be far from each other (j > 1 may be large). This comparison
is necessary if we want to relate two iterates whose indices follow one another in
but not in N*. In [15] and in the reasoning given above Lemma 3.23, this difficulty
was bypassed by supposing that there is a constant C > 0 such that

lyess — =0l < Cllys — zll, VE21, ¥jx 1.

This is true for j = 1 (Lemma 3.22) and hence for bounded j, but we were not able
to prove this in all generality. It is instructive to note, however, that such a result
would be easily obtained in unconstrained optimization by observing that, when
f"(z.) is positive definite,

llye = zall* ~ f(wk) = f(z2)-

Hence

Cillyrss = zlI? < flyn+s) = f(z) < Flw) = f(2.) < Collye — 2.,

because {f(yx)} decreases. This argument can no longer be used for constrained
problems when f is replaced by ©,, since if Lemma 3.9 shows that ||yx — z.||? =
0(0,(yx) — ©5(z.)), the converse Oy (yx) — O5(z.) = O(||yx — z.||*) cannot be true,
because of the non-differentiability of ©, at z.. Now, if y, — z. € N(A.), then
e(ye) = O(llyk — z.|12) and O, (ye) - O, (z.) = O(llyx ~ 2.JI?) (by Lemma 3.9), s0
that the argument above can be applied. This situation almost occurs when the
update criterion is satisfied (k € K), because then the step is almost tangent to the
current local manifold. The next lemma exploits this idea.

Lemma 3.24. Suppose that the hypotheses of Theorem 3.2 hold and that K is un-
bounded. Let 7 > 0 and r > 0 be fized constants. Then, there is an indez ky, > k4
(indezr defined in Lemma 3.19) such that if k > k, , and

llykoz — z«ll 2 nllyres — 2.l (3.26)

then
lyker = z.ll < rllykez — .|l
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Proof. Fix > 0 and r > 0. Let k{ = k4 & 5, where k4 is fixed in Lemma 3.19.
Then
ko4 = 011‘94 = 1, vk Z ki

For k > kj, we can apply Lemma 3.9 with y = yxg1, Lemma 3.15 [from which comes
the constant ¢? € (0,1), we note Ay = (k6 1)— (k6 2) > 1], Lemma 3.9 again with
Y = Yko2, and finally g(yk) = O(|lyx ~ 2.)):

C (0o (mren) - Oo(2.))
C¢24(0,(yre2) — Oo(su))
C¢?2(llg(we)lI? + lle(mraa)ll)
¢ (llyken = 2.lI* + lie(wrea)l) -

Now, because k © 2 € K, the update criterion (2.10) gives

IA

llgker — .|

IA IA

IA

Cllereall ll9(yro2)ll

lle(yra2)lil <
< Cllyros — z.|l llyroz — 2.1l

We have used Lemma 3.23 (i) with X' = KN {k : £ > k4}, which is licit because
the ideal step-size is accepted in this subsequence K’. Grouping the inequalities
obtained above, we see that there is a constant C] > 0 such that

_ _ 1/2
”ykel .T.” S CicAk (1 + “yke4 3:,.”) , for k > ki' (3.27)
lyroz — 2| lyroz — z.|

We set
, o (1 1 1/2
cs=ci(1+7)
TN T )
and remembering that 0 < { < 1, we determine ¢ € N* such that
Cyli < r. (3.28)
By Lemma 3.22, there is a constant C} > 1 such that
lyi41 — zall < Cally; — zll, Vi1, (3.29)
and from Lemma 3.21 (K is unbounded), there is an index k5 such that

r . ’ .
lyje — 2.l < Wllw ~z.l, j2ky, jeK. (3.30)

Then, take
: ky» = max(ky, k3 B 3) 2> k4.
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We can now conclude. Let k > k,, be an index such that (3.26) holds. As
k > ki, (3.27) gives
lykor — 2l < C3¢2* |lykoz — 2.l

If Ay > gq, the result is proved, due to (3.28). Otherwise Ay < ¢ and we have by
(3.29), C4 > 1 and (3.30) (because k62 € K and k62 > k%)

A —
lvkor — .l < (C)*Hiykoz)+1 — 2.l
< () ywrezy+1 — z-ll
< rllykez — 2l
Hence the result is also proved when Ay < k. a

Condition (3.26) used in the preceding lemma is not very desirable. It is just
the opposite. It is expected that ||yrg2 — z.|| be smaller and smaller with respect to
llykea — .|| when the algorithm works well. The next lemma analyzes the situation
when the progress from yxg2 to yxo1 is good. This result is therefore complementary
to Lemma 3.24 and will be used as such.

Lemma 3.25. Suppose that the hypotheses of Theorem 3.2 hold and that K and K¢
are unbounded. Then, there is a constant 7 € (0,1] such that for all v € (0,7], there
ts an indezx k, such that if k € K, k > k, and

ay=al=1, forf=kol... k-1,

llykor — 2.l < Tllyke2 — .l

then
lye — z.ll € rllyker — z.ll, forf=(k61)+1,...,k+1, (3.31)

Nye — zul| < rllykez — zall, foré=ko1,...,k+1. (3.32)

Proof. The second set of inequalities (3.32) is a clear consequence of the first set
of inequalities, the fact that ||ykg1 ~ z.|| < 7|lykez — 2], and 7 < 1.

1) Let us first determine 7 € (0,1]. By Lemma 3.19, if we set k] = k4 @ 3, then
akez = 0hoy = 1, for k > K.  (333)
Consider the subset of indices |
L={eN":{>k, L¢K, apy =0}y =1}.

This set is unbounded, since K and K¢ are unbounded, and ax = a} = 1 for k large
in K. By taking K’ = £ in Lemma 3.23 (¢i-c), we have

ye — z. = O(||te]]) + o(||ze — z.]|), for £ € L.

36



As £ ¢ K for ¢ € L, the negation of the update criterion (2.10) gives
o lleColl + lle(zes)ll

el <
llecozl
Ye—1 — T
C“EGT_T””I[ - :z:.||, for f € ﬁ,

where we used Lemma 3.23 (4i-b) (valid because ay—y = a}_; = 1) and (i) (valid
because of (3.33)). As x¢ — z. = O(]|ye-1 — =.||), the preceding estimations allow us
to write

loe -2l s (et lE2 =2y g~y wieer, @
llyeoz — .||

where C{ > 0 is a constant and £, — 0 when £ — oo in £. Now we can choose
- (1
T = min 2_6'{,1 .
2) Let r € (0,7] and let us determine the indez k,. By Lemma 3.22, there is a
constant Cj > 1 such that '
Nyk+r — 2l < Collye — ), VR 2> 1. (3.35)
On the other hand, from Lemma 3.21, there is an index k) such that
T -
Iykery+1 — 2l < Zrllykor = zll,  Vk 2 ky. (3.36)
2

We fix the index k, such that
{ k. > max(kj + 1, k%)

533%, forteLand > k. 81.

3) Let k be an indez as in the statement of the lemma and let us show that
T
e = 2.l < rllyker — zull, foré=(k61)+1,....k. (3.37)
2

This is done by induction. The inequality is true for £ = (k6 1)+ 1 by (3.36) and
k > kj. Suppose now that it is true for some £ € {(k61)+1,...,k — 1} and let us
prove it for £+ 1. Since C3 > 1 and r < 7 < 1, the inequality in (3.37) for the given
index £ and the properties assumed for index k give

lye — zall < llvkor — zull < 7llyroz — .l (3.38)
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Clearly, £+ 1 € L [because £+ 1> (ko 1)+2> (k,01)4+2> kK +2 = £+ 1> ki;
k>6+1>kol)+2=>L0+1¢K;andk—-1>£> (kO 1)+ 1= ar =0} = 1]
and (£+1)62 =k62 [because (k©1)+2 < €+ 1< k ¢ K]. Therefore from (3.34)

”yl_xt
loess =2l < (con + B2y gy g
Tykor — 2.
1
< (—+c;r) lve — 2.

< C' “ykel IC,.”,

where we used the fact that .47 < 1/2 [because £ +1 > k©'1 > k, © 1], (3.38),
Cir < C17 < 1/2, and ||lye — z.|l < (r/CH)Nyrer — z.]| (mductlon hypothesis). The
proof by induction is finished.

4) We conclude. From Step 3 and the fact that C; > 1, we see that it remains
to show

1941 = zall < ligrer = z|]-
This follows from (3.35) and the inequality corresponding to £ = k'in (3.37). o

We can now show that the ideal step-size is taken for any sufficiently large step.

Lemma 3.26. Suppose that the hypotheses of Theorem 3.2 hold. Then, the ideal
step-size (o = a} = 1) is taken for k sufficiently large.

Proof. 1) The case when K is bounded is easy to treat. In this case, |lekg2]| is
constant and the update criterion (2.10) does not hold, for k large. Then, we have
by negation of (2.10):

te = O(lle(ye)ll) + Ollle(z+1)Il)-
But ¢(zk41) = c(yx) + o(||tk|]), hence for k large:
tke = O(lle(ze+1)I) = O(ll7h4alD)-

The hypotheses of Proposition 3.18 are satisfied since {B;} and {B; '} are bounded.
Then, its point (¢) claims that condition (3.14) holds for large k. Since the update
criterion is not satisfied the search algorithm finishes with ax = a} = 1.

2) If K¢ is bounded the result follows from Lemma 3.19. Therefore, it remains
to consider the case when C and K¢ are unbounded, which is assumed from now on.
We prove the result by contradiction. Let us show first the following claim.
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2a) CrLaiM C: If the ideal step-size is not accepted for all large k then there exists
a subsequence K' C K¢ whose indices k have the following properties: '

(b) the ideal step-size is not accepted;
(¢) ag=e}=1, fort=kol,....k-1;
(d) Ye-1 = 2. = o|lykez — 2.|1)-

(3.39)

As the ideal step-size is accepted for k large in K, it is clear that a sequence K’ C K¢
verifying properties (3.39a), (3.39b), and (3.39¢) exists. The fact that it can also
satisfy property (3.39d) is less obvious. We proceed as follows.

“Let 7 € (0,1] be fixed by Lemma 3.25, r be any number in (0,7], and k] be
any index in N*. Let k), be the index given by Lemma 3.24 (there called k,,)
corresponding to n = r? and the same r as here (hence k) = k,2,). Let k5 be the
index given by Lemma 3.25 (there called &, ) for the same r as here. By Lemma 3.21,
there is an index kj such that '

yks1 — 2ol < 7llye — 2.]|, for all k € K with k > k. (3.40)

Then, we set
5 = max(k, k3 @ 2, kg, k}).

Claim C will be proved if we can show that:

CramM C’: If the ideal step-size is not accepted for all large k, and if r and ki are
fized as above, there is an indez k & K such that k > ki, verifying (3.39b), (3.39¢),
and

llykor — z.|l < rllyrez — 2.||- (3.41)

Indeed, observe first that the index k given by Claim C’ satisfies (3.39a), because
k>ky>khbd2>ks®2, hence k© 2 > k4. On the other hand, the hypotheses of
Lemma 3.25 are satisfied with this k. Hence, using (3.32) with £ = k — 1

yk-1 — 2a|| < 7llyroz — z.l-

As r is arbitrarily small and k] is arbitrarily large, we can use Claim C’ repetitively,
each time with r replaced by r/2 and & replaced by the index k just obtained. This
allows us to build a sequence K’ verifying Claim C.

Let us now prove Claim C’. One can find k¥’ €°K° such that ¥’ 63 > ki, and
(3.39b) and (3.39¢) hold. If (3.41) is also true for k¥ = k', Claim C’ is proved with
k = k'. Otherwise

luwen — 2.l > rllgwros = oI (3.42)
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This implies that
lyrroz = 2l < r?llywes — 2.l (3.43)

because otherwise, Lemma 3.24 with 7 = r? and k = k' would lead to (3.41) with
k = k' and not (3.42). Inequality (3.43) can hold only if one of the following two
situations occurs.

Situation A: {lypd2 — Z«|| £ 7||lyres — z.||. By (3.40), (3.42), and k' 62 > k|, we
see that (k'62)+1 < k'©1 and we can consider the nonvoid set Jyg, = {(K'62)+1,
...,(k'61) =1} C K°. If there was no index j € Jpg corresponding to a non-ideal
step-size, one could apply Lemma 3.25 [with one shift back in the indices]: the index
k of this lemma would be set to (k' © 1) — 1 and inequality (3.31) with £ = k' ©'1
would show that (3.42) does not hold. Therefore, there is an index j € Jyg2 to
which corresponds a non-ideal step-size. The smallest of these indices j is an index
k satisfying the desired conditions in Claim C’ with one shift back in the indices.

Situation B: |lyrrgz — Zl| > 7llyrres — z.]| and |lyres — .| < rllyres — 2.l
Proceeding as in Situation A, one sees that (k’63)+1 < ¥'©2 and, using Lemma 3.25,
that there is a smallest index j € {(k'©3)+1,...,(k'©2) -1} to which corresponds
a non-ideal step-size. This index is an index k satisfying the desired conditions in
Claim C’ with two shifts back in the indices.

2b) Let us show that, with the subsequence K' given by Claim C, we have
ty = o(|lzk — z.|), forkek’. . (3.44)

Let k € K'. Since K’ C K¢, the negation of the update criterion (2.10) gives

el < clell el oy ¢ g O (3.45)
llexoall
clvemr =zl ol fork e K,

llyre2 — 2.l

where we have used Lemma 3.23 (i) [akgy = g, = 1, since k © 2 > kq] and (ii-b)
[ak-1 = a}_; = 1]. Then (3.44) follows from the last inequality and (3.394).

2c) We show a contradiction, which concludes the proof of the lemma. From
Lemma 3.23 (ii-a) [ax—; = aj_; = 1 for k € K'] and (3.44), we have

te = o(||skl]), for k € K'.
As ap_1 = a}c_l =1, 8¢ = rk + tk, so that the estimate above implies
ty = o(||7kll), for k € K. (3.46)

For k € K’, the ideal step-size is not accepted and the update criterion does not
hold. This can only occur when the descent condition (3.14) does not hold. Then,
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we can apply Proposmon 3.18 (iz). We get, with (3.46) and the fact that rp =
O(llzx = z.I) = O(llye-1 — 2.l):

{ C(yk)>}=0<ntkn2)=o(nrkn ltell) = o(llye-s ~ z.Il 1]}, for k € K.

Le(zisr

If we use this estimate in (3.45), we now get

lye—1 — z.|
th = o (————Htkl = o(|ltell), for k € K.
llyko2 — .l | (

Hence tx = 0 for k large in K’. But from Proposition 3.18 (z), this would imply that
ai = a} = 1 for k large in K/, which is in contradiction with property (3.398) of the
subsequence K'. a

Lemma 3.26 proves point (i¢) of Theorem 3.2. The next lemma is useful to
conclude the proof of points (2i7) and (iv) of this theorem, which will be done in
Lemma 3.28. It claims that an estimate similar to (3.44) holds, but now for all the
sequence K°.

Lemma 3.27. Suppose that the hypotheses of Theorem 3.2 hold and that K¢ is
unbounded. Then ty = of||zr — z.||) for k € K°.

Proof. Now, we know that the ideal step-size is accepted for large k, so that the
conclusions of Lemma 3.23 hold with X' = N*. Using this lemma, we have for k
large in K¢

||yk—1-1'~||
| < C ——— —z.|.
leell < =t = e — 2.l

Therefore, the result will hold if we show that
Yk—1 — Za = O(|lyrez — 2.||), for k € K°.

If K is bounded, this estimate is clear. Therefore, we can éuppose that K and K¢
are unbounded. Let 7 € (0, 1] be given by Lemma 3.25, let us choose r € (0, 7], and
let k. be set by Lemma 3.25. Since r is arbitrary, it is now enough to prove that

Nyk—1 — 2.]| < rllykoe — 2., for large k € K°. (3.47)
Note that, by Lemma 3.21, there is an index kj such that
Huker — 2ol < rllyx — 2], fork € K, k > kj. (3.48)

Now, there is at least one index k% € K¢ with k% > max(k,, k] @ 2), such that for
k=kj
llykor — 2]l < Tllgrez — |- (3.49)
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Indeed, otherwise, for k large in K |lyrgr — 2«|| > mlyke2 — z.||- Due to (3.48),
k61> (k62)+1, hence ¥ = (k6 2)+ 1 € K° and (3.49) does not hold for
k= K, ie, luwer — 2all > rllvwes — el or lvkoz — oIl > rllkes — 2.l For
a similar reason, ||ykgs — .|| > 7||ykes — z.]|. Therefore, we have shown that
lyroz — 2.l > 7%||ykos — 2., for k large in K¢. But then, applying Lemma 3.24
with 7 = r? would show that we do have indeed (3.49) for some large k € K°.

Let us now show by induction that (3.49) is verified for all k € K¢, with k > k.
We have just seen that (3.49) holds for k = kj € K¢. Now, fix k € K¢ with k > k}
and suppose that (3.49) holds for any index in [kj,k — 1] N K°. We have to prove
that (3.49) holds for k. In fact, one of the following situations occurs.

$1:k01=(k62)+1. Ask62>ki®1 2>k, (3.49) comes from (3.48).

S2:k61>(ko2)+1and k61 = k5,6 1. Then (3.49) follows from the definition
of k5.

S3:k01>(ko2)+1land ko1 >k,01. Then, K = (k6 1)—1¢€ K¢ and
k5 < k' < k, so that (3.49) holds for k¥ = k' (induction hypothesis):

lyrer — 2.l < rllyvez — 2.l

As k' > k} > k. and k' € K¢, this inequality allows us to apply Lemma 3.25 with
the index k of this lemma set to k'. Then, (3.31) with £ = k' + 1 gives

Hyk 41 = zal| < rllywer — ..

Butk'+1=k61and ¥ 61=k62,so that (3.49) holds for k.
Finally, since (3.49) holds for all large k € K¢, inequality (3.32) in Lemma 3.25
. gives (3.47). o

The next lemma concludes the proof of Theorem 3.2.
Lemma 3.28. Suppose that the hypotheses of Theorem 3.2 hold. Then, we have
Y2 — T = o(llye — z.l])  and  ziqr — 2. = o|lzi — 2. |)-

Proof. 1) Let us first show that 241, — 2. = o(||zx — z.]}). Since ax = a} =1 for
large k, we have '

te = O(llyk — z.[1) = O(llzx — z.[1)-
Then from Lemma 3.19,
9(ye) + BoZ(yi)te = o(||zik — z.||), fork € K.

By Theorem 3.20, this implies that 2441 — z. = o(||zx — z.]|) for k € K.
For the indices k € K, Lemma 3.27 says that tx = o(||zx—z.]|). Then, by Lemma
3.23 (vi-¢), Th1 — Zu = o(||zk — z.]]), for k € K°.

42



2) To prove that yr+2 — z. = o(||yx — z.]|), observe first that
Tig1 — Tu = Yk — Tu + e = O(lyx — z.]}).

Hence, using the g-superlinear convergence of {z;}, we have

Y42 — Zo = Ti42 — Tu + Tk42

= O(llzx+2 — 2.
o([|Zk+1 — 2l
= o(llyk — z«l]).

it

This concludes the proof. a
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